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Abstract In this paper, we have focused on the view-based
spatio-temporal template matching approach for human
action detection and classification. We have proposed an
approach for human activity modeling that describes human
motions as a texture pattern. We have combined two rel-
atively simple feature extractors for obtaining a system to
get more accurate result. In this method, video sequences
are converted into temporal templates called Motion History
Image (MHI), which can preserve dominant motion infor-
mation. The local features are described with Local Binary
Pattern (LBP) and Histogram of Oriented Gradients (HOG)
descriptors. LBP operator is texture operator that encodes the
direction of motion from the non-monotonous areas of MHI
images. HOG is used as feature descriptor and extracts the
features from LBP. These descriptors are used to train with
Support Vector Machine (SVM) classifier to recognize vari-
ous action classes. This proposed method has been tested on
the KTH Action Dataset (which is one of the most widely
used benchmark datasets for human action classification),
and on the Pedestrian Action Dataset. Our method has shown
86.67% recognition rate in the 6-classes of KTH Action
Dataset and 94.3% accuracy in the 7-classes of Pedestrian
Action Dataset. Based on the complexity of datasets, both
the results are quite satisfactory.
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1 Introduction

The detection and recognition of human activities from video
data has been widely researched in recent decades. The
potential application of human activity analysis includes
surveillance, robotics, rehabilitation, video indexing, bio-
medicine and biomechanics arena, sports analysis and so
on [1–3]. A human motion detection algorithm works by
converting a video with some sequences into a bunch of
information. But developing algorithm for action recognition
from a video should be not only accurate but also efficient
in terms of computation. Recognizing human action is full
of challenges because of the complexity of the scene where
multiple interacting objects are moving, camera viewpoint,
and different types of action schemes. While developing an
algorithm for action recognition, the algorithm should be able
to detect and recognize various activities. There are a number
of benchmark datasets that are developed specifically to eval-
uate the systems in various experiments. TheKTH (Kungliga
Tekniska Högskolan) Human Action Dataset [4] is very
widely compared dataset. Recently, a new dataset has been
developed called Pedestrian Action Dataset [5], which we
used along with KTHAction Dataset to evaluate our method.

This paper is organized as follows: Sect. 2 brieflydescribes
the relatedworks. InSect. 3,wepresent our proposedmethod.
Section 4 presents the experimental result and analysis and
the data sets we have used in our experiment. Finally, we
conclude the research with few future work guidelines in
Sect. 5.

2 Related works

A great number of methods have been proposed for human
action detection and recognition from videos. There are
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extensive works on human action detection and classifi-
cation [1–13]. Different methodologies are used to detect
human action such as background subtraction [14,15], frame
subtraction [16,17] and optical flow [18,19], etc. Many algo-
rithms have been proposed for feature extraction. For a
practical pedestrian detection system, Gavrila [20] employ
hierarchical template matching to find pedestrian candidates
from incoming images. Mikolajczyk and Schmidt [21] show
that the bestmatching results are obtained by the Scale Invari-
ant Feature Transform (SIFT) descriptor. Dalal and Triggs
[22] propose a human detection algorithm using histograms
of oriented gradients (HOG), which are similar with the fea-
tures used in the SIFT descriptor.

Another approach, called template matching becomes
popular. For example, Bobick and Davis [23] developed
Motion Energy Image (MEI) and Motion History Image
(MHI) templates. These templates are matched for recog-
nition by seven Hu moments. But there arose some problem
with MEI and MHI such as occlusion and failure in detect-
ing the subject in the video. A lot of works have been done
to overcome the limitations of MHI and MEI. For exam-
ple, Ahad et al. [1] propose Directional Motion History
Image (DMHI) to solve overwriting problem ofMHI.Menga
et al. [24] propose Hierarchical Motion History Histogram
(HMHH) that improves MHI to a great extend. Gait Energy
Image (GEI) [25], Action Energy Image (AEI) [26], 3D
MHI [42], and Multi-resolution Motion Energy Histogram
(MRMEH) [27] are some modified version of MHI [28].

Recently, a simple feature descriptor Local Binary Pattern
(LBP) has gained popularity due to its simplicity in calcu-
lation. The basic LBP is developed by Ojala et al. [29,30].
LBP has been used for various applications since then for
texture analysis, motion detection, face and gender recogni-
tion, facial expression analysis and so on [29–36]. In mid
of the 2000s, LBP has started using for motion analysis
with a texture-based method [33,34] by removal of back-
ground object. With the development of few variants of LBP,
LBP becomes more popular. It has been used for motion and
activity analysis such as facial expression recognition using
facial dynamics [36], face and gender recognition [35] and
human action recognition [32]. In recent years, Histogram

Oriented Gradient (HOG) has widely being used for human
action detection and pedestrian detection [22,37–39]. For
classification, we can implement Support Vector Machine
(SVM),K-nearest neighbor classifier, etc. [1]. SupportVector
Machine [4,38,40,41] has proved to be very efficient classi-
fier and widely used in different methods.

3 Proposed method

The objective of this paper is to develop an action recognition
strategy that will give good recognition rate. This strategy
should have been worked in some complex actions. In this
paper, we propose a template matching approach, exploiting
Motion History Image (MHI), Local Binary Pattern (LBP)
and Histogram of Oriented Gradient (HOG) approaches.
Based on your knowledge, this combination has not been
published. Our motive is to develop a method for automated
detection of action performed by human subjects which can
be used for intelligent surveillance. In order to detect the pres-
ence and direction of motion, we, in this paper, developed
here a template matching procedure. The templates used for
action representation are spatio-temporal templates called is
MotionHistory Image (MHI). For accurately recognizing the
slightly varying actions, Local Binary Pattern (LBP) andHis-
togram of Oriented Gradient (HOG) have been exploited for
further feature extraction. Finally, Support Vector Machine
(SVM)has been used for training and testing as classifier. The
whole process is illustrated in the block diagram of Fig. 1.

3.1 Motion history image

Aswe have to analyze the motion occurring in a video within
a given range of time, we need a method that allows cap-
turing and representing motion information directly from
video. Such static motion representation is Motion History
Image (MHI) [23]. These methods work with the proper-
ties of observed motion at respective spatial frame location
in the video sequences. MHI is actually a temporal tem-
plate matching approach. Template matching approaches are
the summation of immediate past successive images and the

Fig. 1 Block diagram of action
recognition process Input Video 

Sequence

Frame Subtraction
and accumulate frame 

difference
Generate MHI

Translate LBPExtract HOG 
featureClassify with SVM
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weight intensity decays as time elapses. MHI is a cumulative
gray scale images forms by spatial temporal motion infor-
mation. MHI expresses the motion flow of a video sequence
in a temporal manner. Details on MHI can be found in the
book [2].

Bobick and Davis [23] proposed the MHI for recogni-
tion and representation. In MHI, the intensity of pixel of
gray scale image is a function of motion density [1,2]. Usu-
ally, MHI is constructed from a binarized image, obtained
from frame to frame subtraction, or background subtraction.
From MHI image, we can see that older or past movement
in a video sequence is relatively (step-wise) darker than any
newer movement or moving information. Now, let’s consider
that two neighboring or consecutive images can be described
by [2],

I (x, y, z) = bt (x, y) + mt (x, y) + nt (x, y) (3.1)

I (x, y, t + 1) = bt+1 (x, y) + mt+1 (x, y) + nt+1 (x, y)

(3.2)

where, bt+1(x, y): static background tth frame; mt+1(x, y):
moving objects tth frame; and nt+1(x, y); background noise
tth frame. Now, if we consider consecutive frame differenc-
ing approach for extracting moving objects, we can achieve
difference as,

di f f (x, y, t) = I (x, y, t + 1) − I (x, y, t) (3.3)

di f f (x, y, t) = b (x, y) + md (x, y) + nd (x, y) (3.4)

where, b (x, y) is overlapped area in consecutive frames;
md (x, y) is the motion region and nd (x, y) is the presence
of noise. It is evident that the di f f (x, y, t) contains part
of moving object, background aberration due to motion and
noise that lead to incorrect results. Note that any motion at
low speed may not be easily detected. To mitigate these con-
straints, we convert this gray-scale image di f f (x, y, t) into
binary image, di f f (x, y, t)′ [2]. Therefore, we define the
D (x, y, t) as,

D (x, y, t) = [di f f (x, y, t) × τ ] /255. (3.5)

Then, by layering the successive D (x, y, t), the Motion
History Image can be produced. Therefore, an update func-
tion can be produced using difference of frames (DOF),

� (x, y, t) =
{
1 i f D (x, y, t) > ξ

0 otherwise
(3.6)

Here, � (x, y, t) is the binarization of the difference of
frames by considering a threshold value ξ .The parameter ξ

is the minimal intensity difference between two images for
change detection [2]. The DOF of tth frame with difference
distance � is,

D (x, y, t) = |I (x, y, t) − I (x, y, t ± �)| . (3.7)

So, an MHI template (H (x, y, t)) from the above update
function �(x, y, t) can be computed in a recursive manner
as follows,

Hτ (x, y, t)=
{
τ i f � = 1
max (0, Hτ (x, y, t−1)−δ) otherwise

(3.8)

where, (x, y) is pixel position; t is time that defines consec-
utive images in the video; τ decides the temporal duration of
the MHI. Here, the value of the decay parameter (δ) can be 1
or more. In this manner, we can have a scalar-valued image
called MHI image or MHI template, where more recently
moving pixels are brighter and vice-versa.

MHI templates preserve the dominant motion of informa-
tion and the direction of the motion. To cover the motion
information of the total action spanning the total range of
time the variable values are selected as τ = 255, δ = 2 and
the threshold value is set at 30. These selected values are cho-
sen empirically. The main problem with MHI is occlusion.
To solve the problem, two-layers of MHI template is created.
The first layer retains the information of all the frames and the
second layer covers information of partial frames. Figures 2
and 3 show some sample frames of PedestrianActionDataset
[5] andKTHActionDataset [4] and their correspondingMHI
templates.

3.2 Local binary pattern (LBP)

Local binary pattern (LBP) texture operator converts the
image into an array or an image of integer labels that describe
small level changes in the image [29,30]. LBP is simple but
effective as it can reconcile between traditional divergent sta-
tistical and structural model of texture analysis. LBP gained
popularity due to its robustness to gray-scale changes caused
by noises, such as illumination variance, and computational
simplicity. The basic idea of LBP operator [29,30] was based
on dividing 2D surface texture into two aspects: local spatial
pattern and grayscale contrast.

Let, consider a gray scale image (x, y) and gc denote the
gray level of an arbitrary pixel (x, y), i.e., gc = I (x, y).
Moreover, let gc denote the gray value of a sampling point
in an evenly spaced circular neighborhood of P sampling
points and radius R around point (x, y). Consider that (z) is
a thresholding step function,

s (z) =
{
0, z < 0
1, z ≥ 0

(3.9)
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Fig. 2 Sample action sequence and corresponding MHI of the Pedes-
trian Action Dataset: a walk, b turn opposite to camera, c turn towards
camera, d halfway return, e run, f cross-walk, and g fall down. Here

two levels of MHI images are shown. The upper MHI covers the entire
video sequence,whereas, the lower part of theMHI image ignores some
initial frames and final frames
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Fig. 3 Sample action sequence and corresponding MHI of the KTH
Action Dataset: a boxing, b handclapping, c jogging, d running, ewalk-
ing, and f hand-waving. Here two levels of MHI images are shown. The

upper MHI covers the entire video sequence, whereas, the lower part
of the MHI image ignores some initial frames and final frames

The LBP P,R operator is defined as:

LBPP,R (xc − yc) =
∑p−1

p=0
s
(
gp − gc

)
2p (3.10)

Hence, the signs of the differences in a neighborhood are
interpreted as a P-bit binary number, resulting in 2p distinct
values for the LBP code. Based on this concept, lets apply

local binary pattern in every 3× 3 pixel blocks of an image.
Each bock is thresholded by its central pixel value. An LBP
code is produced bymultiplying the thresholded values by
the power of two and summed up to get the result. As the
neighborhood consists of 8 pixels, 28 = 256 different labels
can be used to describe the texture. This method give great
performance in case of unsupervised texture segmentation.
Though a number of variants of LBP are developed, the core

123



340 J Multimodal User Interfaces (2016) 10:335–344

Fig. 4 Example of an LBP
computation

idea remains the same, i.e., neighborhood pixels are binarized
by thresholding. Figure 4 demonstrates an example of LBP
computation for a 3×3 cell. Hence, the central value(4) will
be replaced by the computed value (146), and this process
will continue for an entire image, for every 3 × 3 cell, as
raster scan manner.

LBP operator was initially designed for grayscale still
images. But with the development of area of texture analy-
sis, LBP is now used widely in the modern field of computer
vision for detection of face and facial expression, object
recognition, background subtraction, visual speech recog-
nition and human action detection.

At present the use of spatiotemporal space has become
popular for motion analysis. As mentioned above,

Motion History Image (MHI) is used for spatiotemporal
analysis [13]. However, MHI overlaps the actions occupy in
the same space and the newobservation removes the previous
one (which can be called as overlapping or motion overwrit-
ing). To solve these, LBP operators are used to characterize
MHI which gave a new texture based descriptor for human
movement. We only consider MHI template, as MEI image
is just a binary image to demonstrate the presence of motion
in the scene. LBP codes encode the direction of motion from
MHI. LBP is restricted only in the non-monotonous area of
MHI [27]. Nonmoving pixels are omitted in calculation of
LBP code. LBP histogram only gives information of spatial
structure, not the overall structure of motion. To preserve
the structure of motion MHI is divided into sub regions. The
choice of the division is not restricted.By increasing the num-
ber of divisions, the resolution of descriptor can be increased
and more activities can be specified.

3.3 Histogram of oriented gradients

In this paper, Histogram of Oriented Gradient (HOG) is used
as feature descriptor based on the LBP codes. The technique
first localizes some portions of an image and then counts
the occurrences of gradient orientation. This descriptor is
computed on the uniformly local histogram of image gradi-
ent orientation cells in a dense grid and for high accuracy
overlapping local contrast normalization is used [22]. The
fundamental idea is that local object appearance and with
the distribution of local intensity gradients or edge detections

the shape can often be distinguished rather well [39]. HOG
is implemented by dividing the image window into small
spatial regions (cells), for each cell accumulating a local 1-D
histogram of gradient directions or edge orientations over the
pixels of the cell. The combined histogram entries form the
representation [39].

In image pre-processing, the first step of calculation
is evaluating several input pixel representations including
grayscale, RGB and LAB color spaces with power law
(gamma) equalization. These normalizations have very small
effect on performance [39]. The next step is to compute the
gradient values. However, the detector performance is sensi-
tive to the way in which gradients are computed.

Gradients are computed by using Gaussian smoothing
followed by one of several 1-D points discrete derivative
masks (e.g., un-centered [−1; 1], centered [−1; 0; 1], cubi-
corrected, Sobel masks of 3× 3, diagonal masks). Note that
simple 1-D [−1; 0; 1] masks work the best.

The next step is the fundamental nonlinearity of the
descriptor. Each pixel calculates a weighted vote for an edge
orientation histogram channel based on the orientation of the
gradient element centered on it. The votes are then accumu-
lated into spatial or orientation bins over local spatial regions
called cells. A cell can be either rectangular or radial (log-
polar sector). The orientation bins are evenly spaced over 0

◦

to 180
◦
(‘unsigned’ gradient) [22]. A vote is a function of the

gradient magnitude at the pixel. It can be either the magni-
tude itself, or its square, or its square root, or a clipped form
of the magnitude representing soft presence or absence of an
edge at the pixel. Practically, using the magnitude itself gives
the best result [22].

4 Results and analysis

For classification, we exploited the Support Vector Machine
(SVM) classifier as a baseline classifier throughout the study,
which is a state-of-the-art largemargin classifier [4,42]. SVM
is a set of supervised learning method for classification and
outlier detection. The concept of Support Vector Machine is
a decision plan that is created by decision boundaries. The
classification is done by constructing hyperplanes in a multi-
dimensional space to separate cases of different class labels.
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Fig. 5 SVM with two classes. Samples on the margin are called the
support vectors

Assume that SVM is data of one class to the other. The best
hyperplane is the one with the largest ‘margin’ between two
used for two classes of data. SVM classifier classifies the
data by best hyperplane to separate classes, whereas margin
means the slab parallel to the hyperplane that has no interior
data points. The ‘support vectors’ are the data points on the
boundary of slab that are closest to the separating hyperplane.
Figure 5 demonstrates margin, hyperplane, and support vec-
tors to understand the SVM. It has 2 classes: square denotes
one class and circle stands for another class.

This method becomes very popular among visual pattern
recognition [43,44] due to its effectiveness in high dimension
spaces even when the dimension is higher than the number of
samples. As they use subset of training points in the decision
function, it is memory effective. For this work, a two-layer
MHI template for each action sequence has been extracted.
The first layer contains the information of all the frames in the
video and the second layer contains information from partial
frames.After extractingMotionHistory Image (MHI) feature
templates, these have been converted into Local Binary Pat-
tern (LBP) codes. Before feeding the codes to the classifier
Histogram of Oriented Gradient (HOG) features have been
extracted. Leave-one-out cross-validation (LOOCV) scheme

is considered to split the dataset for analysis. If the algorithm
fails to classify the action, or if there is any input which it
fails to recognize properly, the recognizer algorithm leaves it
as unrecognized in some cases (instead of showing an false
answer).

In our experiment, we have used two datasets. The first
one is the Pedestrian Action Dataset [5], which is based
on the range of possible pedestrian actions that might take
place while crossing roads. It is an indoor dataset. In this
dataset, seven actions [namely, walk, turn opposite to cam-
era (TrnOp), turn towards camera (TrnTo), half-way return
(HafRt), Run, crosswalk (CrsWk) and fall down (FallDw)]
are performed by 20 different people in indoor environment
with a static background. Subjects are taken from both sexes
and different heights. At first each video sequence is con-
verted into a double layer MHI template. Then the templates
are converted into LBP codes. Before feeding to the SVM
classifier HOG features are extracted from LBP codes. For
classification the features are classified into seven different
actions. 19 features are used to train each class of action.
LOOCVscheme is used for classification. If the input doesn’t
match with any of the training images, it is considered as
unrecognized. A confusion matrix is shown in Table 1 for
the proposed method.

The recognition rate that has been obtained fromourMHI-
LBP-HOG-SVM method is 94.3 %. In 5.72 % cases, this
approach has failed to identify any class, while false recog-
nition rate has been obtained from the experiment is 1.42 %.
Due to the close similarity between the MHI templates of
actions ‘Walk’ and ‘Run’, the action ‘Walk’ achieved low-
est recognition rate due to more confusion between these

Table 2 Recognition results with the pedestrian action Dataset

Method Recognition rate (%)

MHI-HOG-SVM 91.42

MHI-HU-SVM 80

MHI-HOG-KNN 78.66

Proposed method 94.28

Table 1 Confusion matrix of the pedestrian action dataset

Walk (%) TrnOp (%) TrnTo (%) HafRt (%) Run (%) CrsWk (%) FallDw (%) Unrecognized (%)

Walk 80 20

TrnOp 80 20

TrnTo 100

HafRt 100

Run 100

CrsWk 100

FallDw 100
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two. We have also some other approaches such as MHI-Hu-
SVM (where feature extractions are done by using seven Hu
moment, similar to [23]) and MHI-HOG-KNN (where K-
nearest neighbor classifier is used to classify actions from
HOG features). But in both approaches, the recognition rates
are poor (Table 2). Hence, we did not apply these approaches
in our next experiment with KTH dataset. In the Pedestrian
Action Dataset, our method found the available best recog-
nition results.

The second dataset we have used is the most widely used
benchmark dataset called KTH Action Dataset [35]. In this
dataset, six natural actions such aswalking, running, jogging,
boxing, hand-clapping (HndClp) and hand-waving (Hnd-
Wav) are performed by 25 different persons both in indoor
and outdoor. The videos are in gray-scale, taken with a static
camera with 25 fps, having resolution 160× 120 pixels. The
main problem arises while working KTH Action Dataset is
the repetition of one action in the video which causes self-
occlusion or motion overwriting in the MHI templates [2].
To solve this problem, we have implemented two-layer MHI
templates for partial frames of the video. Once we have got
MHI templates, we have encoded the LBP codes from the
templates. HOG features have been extracted from the LBP
codes. Then the classification has been done by using SVM.
All the features are classified into six different actions. Leave-
one-out-cross-validation scheme is used. 24 features are used
to train each class of action. If the test feature does not match
with any training image, it is considered as unrecognized. The
confusion matrix of KTHAction Dataset using our proposed
method has given in Table 3. Table 4 shows comparative
results. Though our result is not optimum, but it is compara-
ble to most of the other methods.

The recognition rate that has been obtained from KTH
indoor dataset is 86.7 %. In 5.1 % cases, the method failed to
recognize the action, whereas rest of the cases false recogni-
tion has been obtained. Due to the close similarities between
‘Jogging’ and ‘Running’, there has been repeated confu-
sion between them. But taking into account the challenges
the result is satisfactory. KTH Action Dataset being one
of the most popular benchmark datasets, many established
methods used them for testing. Some of them are given in
Table 4.

Table 4 Comparison of recognition rate of KTH action dataset

Method Recognition rate (%)

Local Jets-SVM [4] 71.72

Histogram of 3D Oriented Gradient [45] 91.80

Hierarchical Mined [46] 94.50

PLSA model [47] 81.50

Spat-Temp [48] 81.20

NNMF Detector [49] 80.99

Relative Motion Descriptor [50] 84

MHI-HOG-SVM [5] 78

Proposed method 86.67

Though some methods show better result than our pro-
posed method, still it has shown better result than most of
the methods. Considering the complexity in KTH Action
Dataset, the recognition rate of our method is quite satis-
factory.

5 Conclusion

In this paper, we proposed method for human action classifi-
cation.We have used global descriptor for representation and
to capture information. This is a view-based spatio-temporal
template matching approach. Motion History Image (MHI)
has been used to convert video sequences into temporal
templates for preprocessing stages, while dominant motion
information is preserved. We have combined two simple
methods for feature extraction. First, we have used Local
Binary Pattern (LBP) to convert theMHI template into binary
code. Then local features have been extracted fromLBP code
usingHistogram of Oriented Gradient descriptor. Finally, the
extracted features have been used to train Support Vector
Machine classifier to recognize the action classes. We have
appliedourmethod inPedestrianActionDataset that contains
140 video sequences of 7 classes, by 20 subjects. Ourmethod
has shown an excellent result of 94.3 % in this dataset. We
have also used a benchmark dataset KTH Action Dataset.

KTH indoor dataset contains 150 videos of 6 different
classes, by 25 subjects. We have gained 86.7 % accuracy on

Table 3 Confusion matrix of
KTH action dataset

Boxing
(%)

HndClp
(%)

Jogging
(%)

Running
(%)

Walking
(%)

HndWav
(%)

Unrecognized
(%)

Boxing 92 4 4

HndClp 4 88 8

Jogging 84 12 4

Running 16 80 4

Walking 4 80 16

HndWav 96 4
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that dataset. The KTH Action Dataset has the challenges of
close similarities between actions; and repetitiveness of sim-
ilar patterns and self-occlusion, which are evident fromMHI
templates. Yet, the result we have achieved is satisfactory.
It takes almost one and half minute to process and clas-
sify an input video sequence including all processing steps.
However, our experiments are limited to only one person in
the view, like most of the researches on action recognition.
Hence, in future, we intend to concentrate on two person
interactions and segmenting individual person in the video
for separate recognition.
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