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Abstract Previous work on player experience research has
focused on identifying the major factors involving content
creation and interaction. This has encouraged a large invest-
ment in new types of physical interaction artefacts (e.g.
Wiimote™, Rock Band™, Kinect™). However, these arte-
facts still require custom interaction schemes to be devel-
oped for them, which critically limits the number of commer-
cial videogames andmultimedia applications that can benefit
from those. Moreover, there is currently no agreement as to
which factors better describe the impact that natural and com-
plex multi-modal user interaction schemes have on users’
experiences—agap in part created by the limitations in adapt-
ing this type of interaction to existing software. Thus, this
paper presents a generic middleware framework for multi-
modal natural interfaces which enables game-independent
data acquisition that encourages further advancement on this
domain. Furthermore, our framework can then redefine the
interaction scheme of any software tool by mapping body
poses and voice commands to traditional input means (key-
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board and mouse). We have focused on digital games, where
the use of physical interaction artefacts has become main-
stream. The validation methods for this tool consisted of a
series of increasing difficulty stress tests, with a total of 25
participants. Also, a pilot studywas conducted on a further 16
subjects which demonstrated mainly positive impact of nat-
ural interfaces on player’s experience. The results supporting
this were acquired when subjects played a complex commer-
cial role-playing game whose mechanics were adapted using
our framework; statistical tests on the obtained Fun ratings,
along with subjective participant opinions indicate that this
kind of natural interaction indeed has a significant impact
on player’s experience and enjoyment. However, different
impact patterns emerge from this analysis, which seem to fit
with standing theories of player experience and immersion.

Keywords Multi-modal ·Natural interfaces ·Videogames ·
Kinect · Game controller · Pose recognition

1 Introduction

Videogames and multimedia applications have initially
tried to convey increasingly immersive experiences through
increased character and environment believability, having in
recent years started to dedicate their attention to the interac-
tion artefacts (e.g. the WiiMote™, Kinect™, Move™ and
Guitar Hero’s controller) [1]. Traditionally, the player is
forced to press an arbitrary button combination, which cor-
responds to a mapped action in the game world. Often, these
combinations are standardized (e.g. using the WASD keys
to move the game character in the game world) or rely on
cultural conventions (‘R’ key for reloading a weapon, ‘F’
key for turning on the flashlight). Controller-type artefacts
allow players a physical mean to interact with the game
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world. Sometimes, controllers assume a physical shape that
resembles the events in the game, such as the Rock-Band™
instruments (musical instrument like controllers for a music
playing game). Otherwise, natural interaction devices (e.g.
Kinect™, voice recognition) allow players to control their
avatars by acting as if they were actually performing the task
within the game.

Despite natural interaction devices lacking physical arte-
facts, they allowplayers awider rangeof interactionmethods.
They also offer the possibility of integrating them in the nat-
ural interaction, thus proving a powerful tool for interaction
research.

An awarded example of this physical medium/natural
interaction fusion is the interactive virtual-reality environ-
ment Osmose, by Char Davies [2]. In her experiment, Davies
merged a kinaesthetic interaction schemewith traditional vir-
tual reality technologies (a head-mounted display and 3D
surround sound) to provide the physical medium. In her own
words: “(Osmose) shuns conventional hand-based modes of
user interaction,which tend to reduce the body to that of a dis-
embodied eye and probing hand in favour of an embodying
interface which tracks breath and shifting balance, ground-
ing the immersive experience in that participant’s own body”
[2]. Davies’ results show that some test participants had
strong emotional reactions to the whole experience, suggest-
ing that applications reporting high immersion levels (e.g.
videogames), coupled with suitable kinaesthetic interaction
schemes can drastically increase the enjoyability and sense
of emotional engagement of said application. The creation of
applications resorting to natural (or kinaesthetic) interaction
thus enables more engaging experiences that, in turn may
capture the interest of a larger audience and facilitate player
engagement along the four factors proposed by Lazzaro [3]:

• Hard Fun: Enjoyment derived from overcoming complex
challenges.

• EasyFun:Enjoyment derived fromhigh immersion levels
though a game that provides full cognitive absorption.

• Altered States: Enjoyment obtained through one’s inter-
nal reactions to the game’s visceral, behaviour, cognitive
or social aspects.

• The People Factor: Players use the game as a mechanism
for social experiences, such as competition, team work
or social bonding.

Regardless of the increased investment by game designers
in crafting more engaging experiences, the effects of natural
interaction in these types of experience has not yet been thor-
oughly researched. One of the reasons behind this gap is that,
although multiple natural interaction techniques exist, there
is also a wide lack of adequate development and prototyp-
ing tools for multi-modal natural interaction. Since introduc-
ing new controllers, sensors or peripherals requires, in most

cases, a direct intervention on the source code, the exper-
imentation process becomes difficult if not impossible to
achieve. An alternative consists in handling the input of the
newdevices externally and afterwardsmap them to supported
ones, such as keyboard and mouse.

We have developed such a solution in our own multi-
modal natural interface framework to quickly define and
test the impact that multi-modal natural interaction schemes
(NIS) had on players’ user experience (UX) ratings. In the
study presented in this paper we were interested in combin-
ing natural (body), speech and physical artefact interaction,
so the framework was built to support these types of devices.
Despite this, in hindsight of the limitations of current work, it
was developed with a modular design to facilitate the future
inclusion of additional devices.

Summarising, this paper’s contributions are threefold:

1. Development of a framework capable of facilitating test-
ing novel interaction schemes in an expeditious fashion,
while merging multiple input modalities transparently;

2. Validate the aforementioned framework in respect to its
usability and accuracy;

3. Investigate whether augmenting traditional gameplay
interaction methods with this new kind of multi-modal
natural user interaction techniques has a significant
impact on user experience ratings and preference ratings.

Throughout this paper each of these contributions are dis-
cussed in detail. Thus, the paper is structured as follows: Sect.
2 discusses the related work in the areas of natural interac-
tion methods, movement detection and speech recognition.
Sections 3 and 4 rather briefly describe the framework’s con-
ceptual design and individual component implementation,
respectively. Section 5 presents the framework’s validation
regarding its pose and speech recognition accuracies, as well
as usability tests. Section 6 compares a custom-designed aug-
mented interaction scheme to a traditional one in a case-study
commercial videogame (Skyrim) by analysing players’ user
experience and preference ratings of both versions of the
game. Finally, Sect. 7 presents our final conclusions, along
with relevant future work.

2 Related work

2.1 Natural interaction methods

As previously mentioned, traditional interaction models in
videogames resort to button combinations, implemented
through keyboard and mouse schemes, only recently shift-
ing to dedicated and natural controllers. However, users are
still limited to the designed (native) interaction scheme (IS),
not being able to redefine or change it altogether. The most
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well-known and complete existing solution is the Flexible
Action and Articulated Skeleton Toolkit (FAAST1), which
is a middleware software solution that aims at simplifying
the integration of full-body controls with games and virtual
reality (VR) applications [4]. FAAST is able to detect man-
ually defined poses and map each one to a set of keyboard
or mouse inputs. The most recent version of FAAST intro-
duces gesture recognition by following the approach on [5]
by setting spatial joint constraint rule sets and extending these
with temporal constraints which indicate how much time is
needed for a pose to be recognized. The main issue of this
framework is that the task of specifying gestures has to be
performedmanually, in a trial-and-error approach, becoming
potentially time-consuming especially if the system is to be
used by several different users—it must be configured indi-
vidually to each user. FAAST, despite its usefulness only lies
on its restriction to skeleton detection sensors—it is not mul-
timodal. However, aswe explain and demonstrate throughout
this paper, several tasks in games are currently very difficult
to perform by just using body motion detection. One good
example is moving forward or backwards—which is unfeasi-
ble since it would require very large rooms, and body position
detection at larger distances.

This lack of a standard and usable framework for the
deployment of natural interaction schemes leaves individ-
uals researching them with two options. To resort to a Wiz-
ard of Oz approach, simulating a non-working prototype [6],
which in many cases is not possible (e.g. playing a game or
most real-time activities), or to build his own custom solu-
tion from the ground up [7,8]. The latter is often the only
available approach, requiring a huge commitment in terms
of time and effort, while also limiting this research field to
people versed or with access to people versed in computer
science.Additionally, it also stifles the growth rate of the field
and its adoption by the public, contributing to a decrease in
popularity.

2.2 Movement detection

Recent approaches in reliable movement detection have
introduced marker-based systems [9], accelerometers [10,
11], physiological sensors [12] and carbon-based strain mea-
surement [13]. While these systems are, in general, accurate
they are expensive due to the necessary complementary ded-
icated hardware; and intrusive, by requiring the user to wear
the sensors or markers. Some of them also do not measure all
of the relevant motions (e.g. strain sensors often do not mea-
sure torsion) or provide enough accuracy (e.g. cell phone-
grade accelerometers).

1 When we cite the FAAST framework throughout the paper we always
refer to the version available on early 2012.

With the introduction2 of the Kinect™, movement detec-
tion has become cheap and unobtrusive, alas with some inac-
curacy as some of our preliminary tests showed a Gaussian
fluctuation of nearly 7 cm on the X and Y planes when
the subject was idle. Nevertheless, its inexpensive hardware,
open source SDK and wide availability encouraged its use in
this study. Despite providing a spatial representation of the
user’s skeleton, theKinect™does not support custompose or
movement recognition. This is an issue that has been vastly
studied by the scientific community [14–17]. Being a com-
plex problem,most solutions do notwork in real-time or have
limited tracking capabilities, which motivated the develop-
ment of the presented lightweight pose detection method.

2.3 Speech recognition

Speech recognition (SR) is also a complex problem with a
multitude of approaches [14,18–20]. The main issue with
SR is that it requires a database of recognized phonemes and
words, which is difficult to create on the fly, as each instance
also requires considerable feature extraction and training.
Another pressing issue is that it is difficult to identify various
sound sources robustly, as well as differentiate from actual
sound sources (speakers) and noise. This issue has been tack-
led byShih [20], but has yet to be implemented in commercial
software. While proving itself resistant to the first issue, the
Kinect™ is extremely vulnerable to the two foremost ones at
medium distances (∼2 m, the distance required for optimal
movement recognition [21]).

Microsoft’s Speech API (SAPI) is a widely used pack-
age with native support that already provides an extensive
database for the English language and features various run-
time optimizations, which motivated its choice as our speech
recognition engine.

2.4 Other multimodal frameworks

Our work focuses on multimodal frameworks and their
applicability for conceiving natural interfaces to increase
usability in computer games. However, despite their popular-
ized use in games, the applications of natural interfaces are
farmore comprehensive. One notable example is theOpenIn-
terface platform.3 OpenInterface [22] is a system that allows
for specifying complex interaction schemes through flow
diagrams. Examples of OpenInterface applications include
3D exploration of anatomic models, audio software control
or image navigation. Open Interface does not natively sup-
ports body motion detection. This support can be provided

2 TheKinect was introduced by a tech-demo game calledMILOproject
in 2009, which explored a completely new interaction paradigm.
3 OpenInterface is available at http://www.openinterface.org/.
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by the third party software like KOI4 (Kinect Open Interface)
which allows for the recognition of 11 gestures. Considering
the development of games’ natural interfaces, the main issue
about OpenInterface is that the definition of interfaces is too
complex to easily adapt them to computer games. Moreover,
the kind of mechanics that usually games present is very dif-
ferent from other applications, where the user usually imper-
sonates an avatar that interacts with the virtual world.

Natural interfaces can also be extended by affective com-
puting, by using the recognition of human emotions to control
games or other software systems. One such example is the
Semain API [23] which provides a complete framework to
develop emotion-oriented systems.

2.5 Related works

In [24] the authors conduct a study using a commercial
videogame (Mario Kart Wii) designed to measure the effects
of natural interaction techniques in player experience. In their
empirical study, they found that the non-natural interaction
techniques significantly outperform their more natural coun-
terparts. This effect can, hypothetically, be caused by several
related factors:

• Bad game mechanic design (i.e. the match between the
game actions and their natural interaction techniques
were mismatched) [24].

• Latency, the temporal delay between user input and the
system feedback. These can lead to overcorrections of
initial inputs which, due to the time lag, fluctuate much
more wildly than the more responsive non-natural input
[24].

• Player’s lack of expertise in using the natural interfaces,
which in turn might have been amplified by their bad
design, thus increasing the learning curve.

In [25], the authors developed and tested a hands-free
videogame that used the player’s facial positioning and
expressions to steer a drunker game character through a series
of obstacles. In their study, the authors found that although the
non-natural interactionwas rated higher in terms of input pre-
ciseness, the natural interaction variant of the game enhanced
the overall positive aspects of the user experience. Whether
this was due to a novelty effect is not analysed by the authors,
but hinted at a possible factor in the analysis, which requires
a long-term study. The authors also suggest that a high level
of player arousal may be a key factor in more positive player
experiences.

A multimodal multiplayer tabletop gaming system is pre-
sented in [26],where players are able to play several commer-

4 Kinect Open Interface is available at http://koi.codeplex.com/.

Fig. 1 GeMiNI’s conceptual architecture

cial strategy games using voice commands and multi-finger
tactile inputs.

A similar study to [24] is presented in [27], where play-
ers’ emotional experience derived from questionnaires, inter-
views and player action logging were compared between
three different input modalities. This study reported only
motion control (i.e. no speech control schemes) and report
similar findings to [24], with the addition that the novel inter-
action schemes seem to play an important role in encour-
aging more inexperienced players to interact with the sys-
tem; perhaps due to a novelty effect or a contrast with more
experienced players who prefer to continue using the already
learned (non-natural) scheme.

3 Conceptual framework description

The Generic Multi-Modal Natural Interface (GeMiNI) is a
frameworkmeant to support an easy introduction and config-
urationof any computer compatible peripheral device towork
as a game input. It acts as an abstraction layer between device
events and the game’s default controls. This allows users to
experience new interaction methods not originally supported
or even been devised by the game’s developers. As an exam-
ple scenario: a first-person shooter game, designed formouse
and keyboard input, could be enhanced using voice com-
mands to trigger actions such as issuing orders to squadmem-
bers or body poses for crouching, walking or setting traps.

GeMiNI’s architecture is conceptually composed of three
layers, as depicted in Fig. 1. First, the input is captured on the
input layer, generating an event type. Different devices with
different software drivers (for example, cameras) may output
the same type of event (e.g. a captured video frame). The logic
layer then translates these into commands that are recognized
by the game, according to a user defined IS. More precisely,
this is achieved by mapping each event to the game’s origi-
nal controls (e.g. keyboard shortcuts). Lastly, the application
layer is responsible to assure that, while in-game, the game
actions are invoked when the corresponding events are trig-
gered.
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4 Implementation

The GeMiNI framework is not conceptually restricted to any
specific input device. Still, addressing all possible interaction
technologies has neither been considered feasible nor rele-
vant at this point of our research. Instead, as a first step, three
kinds of device technologies and corresponding events have
been considered:

• Microsoft Kinect camera, for detecting body poses.
• Embedded microphones for capturing voice commands.
• Nintendo Nunchuk for capturing auxiliary key inputs.

For this first approach, these technologies were deemed
diverse enough to generate awide variety of IS. Also, bearing
inmind their popularity,maturity and affordability, theywere
considered the ones where gamers would be more familiar-
ized with and eager to experiment on.

Bearing in mind that the employment of these devices
poses challenges by themselves, it is important to address
more technical details behind their architecture, operation
and integration within the framework concept.

The language of choice for development was Microsoft
.NET C# 4.0, due to its ease of development and the quality
and availability of APIs to deal with the proposed devices.

The next section addresses more technical details behind
the integration of said devices with the proposed architec-
ture’s concept and operation.

4.1 Architectural integration

The integration of the three interaction device technologies
has been performed according to the conceptual architecture
explained in the previous section (see Fig. 2). Furthermore,
to support an easy addition of new features, each layer is
divided into independent modules. For each new device, a
component has been built, which makes use of a specific, of-
the-shelf driver or library to receive and transform the device
input into the mentioned event categories.

For the implemented devices, three components have been
developed in the input layer (see Fig. 2).

• The Skeleton Module uses version 1.5 of the Microsoft
Kinect SDK to process a human skeleton structure from
the Kinect camera input, and feeds it to the Pose Recog-
nizer module in the logic layer.

• The Speech Module uses the Microsoft SAPI to capture
audio from the microphone, and feeds it to the Speech
Recognizer in the logic layer.

• Nunchuk Module resorts to the open-source library
WiimoteLib and feeds Nunchuk inputs to the general
Input Manager in the logic layer.

The logic layer then processes the input events using the
following components:

• PoseRecognizer:Uses our algorithmbasedonpredefined
spatial constraints to detect skeleton poses, and passes an
identifier of the pose to the Input Manager;

• Speech Recognizer: Uses the Microsoft SAPI to recog-
nize a designated vocabulary from the audio input, and
sends the identified words to the input manager;

• InputManager: Processes specific identifiers, such as cor-
responding to keystrokes (from the Nunchuk), to pose
(from the pose recognizer) and pronounced words (from
the speech recognizer). Then it translates these identi-
fiers to specific game actions, according to a predefined
mapping description.

Lastly, the application layer is connected to the logic layer
and is composed of two distinct modules: The configura-
tion GUI, which allows an expeditious and intuitive config-
uration of all the necessary parameters of the architecture’s
components through a graphical user interface; and the exter-
nal application, which is executed simultaneously with the
framework and reacts to the translated GeMiNI events.

4.2 Architectural components

In this sub-section we describe the various components that
constitute the proposed framework by outlining their fea-
tures, performance ratings and possible limitations.

4.2.1 Pose recognition

The pose recognitionmodule of our framework is responsible
for assessing a series of spatial constraints between body
joints in order to identify one ormore poses configured by the
framework’s user. The body joints data (Cartesian position)
is provided by the Kinect cameras contains the position of
20 distinct points (or joints) from the detected human body
(see Fig. 3). Each pose identification is exclusive i.e. several
poses can be identified at the same time. To illustrate this,
consider the following example of poses:

• Punch Pose : this pose can be easily defined by intro-
ducing a constraint that the hand joint is in front of (Z
coordinate value is higher) the elbow and the shoulder
joints.

• Crouch Pose : this pose can be defined by introducing
constraints that the Hip joints are bellow (Y coordinate
value is lower) the Knee joints.

The simultaneous identification of the example poses
could be useful for a fighting game: the user can make the
avatar give a punch, crouch to avoid opponents or give a
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Fig. 2 GeMiNI implemented
architecture

punch while crouched. Moreover, since the constraints (as
explained later) are expressed in relative measures between
joints, the detection of these poses does not depend on the
absolute position of the user and his or her body dimensions
and, therefore, not requiring individual system training for
each particular user.

Each point is imbued with a semantic identifier indicating
the body part and a spatial reference in three-dimensional
Cartesian space, relative to the cameras. This introduces the
possibility to performqueries concerning the relative location
of any body part towards another and its ‘absolute’ location
with the Kinect as the origin. The used coordinate system is
shown in Fig. 3.

Kinect supports several users at the same time. The infor-
mation about the body joint position of a given user pro-
vided by the Kinect API is temporally tagged. Thus, at any
moment for user each joint position �p can be defined as
∂I d,t,u = �p = (px , py, pz) ∈ �3 and where Id is the seman-
tic identifier of the body part and can be one of the following:
{‘SPINE’, ‘HEAD’, ‘WRIST_RIGHT’, …} (see Fig. 3).

Saving a pose by specifying precise absolute location of a
joint is neither handy nor feasible, since that it greatly limits
possibilities and oversees variations that occur naturally in
body posing. Instead, in this approach, a pose P is specified
through a finite set of combinations of n spatial constraints
c̄ := (c1, c2, . . . , cn), which are verified on body member
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Fig. 3 At left: player body joint
disposition recognized by the
Kinect SDK. Taken from: http://
i.msdn.microsoft.com/dynimg/
IC534688.png. At Right: Kinect
Camera coordinate and axis
system. Adapted from: http://i.
msdn.microsoft.com/dynimg/
IC534689.png

dispositions. To recognize a pose, all constraints must be
verified (e.g. for n = 3 the proposition c1 ∧ c2 ∧ c3 must be
true).

One example of pose is to verify if someone is stand-
ing on one foot. For this, it is only necessary to consult the
Y-coordinate values of the feet joints to check for any promi-
nent differences. Another example: to check if the hands
are touching, it is only necessary to calculate the distance
between them. This approach allows for a greater flexibility
on defining poses.

Our framework recognizes poses in a given instant of time.
To simplify the description of the implemented constraints,
let us consider a fixed user uk in a fixed instant time tc being
therefore �wI d = ∂I d,tc,uk the position vector for that user and
that instant for a given body joint.

The following constraint types were implemented:

• Distance: Imposes minimum and the maximum Euclid-
ean distance between joints. Let two joints with Id equal
to A and B where A �= B and the minimum distance
as min and the maximum distance as max, the constraint
that must be satisfied is:

min ≤ ‖ �wA − wB‖ ≤ max

• InFront: Defines whether a joint is in front of another, by
comparing the values of the Z coordinates. Let A and B
be two distinct joints. If we want Ato be in front of B, the
constraint that must be satisfied is:

�wAz ≥ �wBz

• LeftTo: Defines whether a joint is to the left of another,
by comparing the values of the X coordinates. Let A and
B be two distinct joints. If we want Ato be to the left of
B, the constraint that must be satisfied is:

�wAx ≤ �wBx

• AboveOf: Checks if a joint is located above another, by
comparing the values of the Y coordinates. Let A and B
be two distinct joints. If we want Ato be above B, the
constraint that must be satisfied is:

�wAy ≥ �wBy

• AboveValue: Checks if the Y coordinate of a joint is
located above a certain threshold. Let A be a joint and C
the constant threshold value. The constraint is satisfied if:

�wAy ≥ C

This constraint can be similarly implemented for the other
axis.

• AngleRestriction: Imposesminimumandmaximumangle
between two joints. Let A and B be two distinct joints,
θmin the minimum angle and θmaxthe maximum angle.
Thus, the constraint is satisfied if:

θmin ≤ cos−1 �wA · �wB

| �wA| · | �wB | ≤ θmax

In order to calibrate the pose detection, each constraint can
be configured by fine-tuning the corresponding parameters.
Still, single constraints may lead to unwanted body pose
recognitions since they impose rather broad definitions. In
order to reduce this ambiguity it is possible to resort to more
than one constraint simultaneously, so as to define a pose. It
is important to stress that this constraint-based approach has
proven to be fast, so as to allow real-time detection, with an
approximate 16–25 ms delay, maintaining the game’s frame
rate.
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4.2.2 Pose recording

The correct choice and parameterization of the spatial con-
straints, to define a certain pose, can become a difficult
endeavour. For this reason, an alternative to this manual trial-
and-error approach has been created. GeMiNI provides com-
pletely automatic constraint and parameter definition though
pose recording. TheKinect skeleton feedwas used to analyse
the body’s main motion axes during a short (5 s) training
phase and infer the relevant constraints and parameters. The
method works by the set of joints located in the body’s main
motion axes (knees, feet, spine, neck, hands and head). It
then applies a peak removal method through a median filter
over a 1.5 s sliding window (0.5 s overlap). This is done to
remove random fluctuations from the recorded signal, as we
found the Kinect camera has ∼7 cm fluctuations on the X
and Y planes. The method proceeds to analyse the relations
between each possible (distinct) joint pair. For each of these
joint pairs, we consider all the possible linear combinations
of axes (i.e. X, Y, Z, XY, YZ, XZ and XYZ) and consider that
a relevant movement was seen if the maximum observed dif-
ference between the joint pair in the recorded data is bigger
than a set threshold (15 cm in our experiments). Finally, the
restriction set is defined as the relevant axis combinations in
the analysed joint pairs.

4.2.3 WiiMote communication

The use of the WiimoteLib to access the Nunchuk inputs has
greatly eased the key interpretation, releasing from the need
of additional processing in a separate logic layer component.
The choice of a Nunchunk driver implementation was moti-
vated by its button diversity (it has both normal buttons and
a D-Pad), popularity and compact form. This was consid-
ered a good practical alternative for 2Dmovement or camera
control in 3D applications.

4.2.4 Speech recognition

Speech recognition featureswere implemented, allowing any
(pronounceable) word or sentence recognition. The system
works at a maximum optimal distance of 2 m and performs
speech recognitionwith a 1–2 s delay. Issues foundwithSAPI
included various user identification and noise cancellation,
with some sounds from the environment sometimes being
misinterpreted (false positives) as voice commands.

4.2.5 Input management and simulation

The defined poses, speech commands or external game
device outputs canbemapped to a combinationof bothmouse
and keyboard events. Regarding keyboard invocations, there
are three event possibilities:

• Key press, corresponding to a single keystroke;
• Key hold, equivalent to holding the key down for certain
period;

• Repeatedkeypress, describing a series of repeating single
keystrokes with a certain, configurable frequency.

Likewise, mice controls can be simulated in the following
manners:

• Movement, simulating horizontal and vertical displace-
ments;

• Button press and hold, following the keyboard example.

The distinction betweenbuttonpress,hold and repeated press
are important to address the nature of the intended activities.
Certain actions, such as “Toggle Inventory” or “Interact with
Object” are executed by pressing the intended keys once.
When the corresponding pose is detected, the key press is
simulated once and only repeated if the users quit the pose
and form it again.

Other actions, like “Shoot” or “Raise Shield” are per-
formed while a key is held down. Similarly, the key hold
simulation starts when the user’s pose is detected, being only
stopped when the users’ pose is changed.

Finally, actions such as “Swing Weapon” or “Punch” rep-
resent examples that typically require one key stroke per
execution, but that must be rapidly sequenced in order to
be effective. While such a “manual” approach can be very
easily accomplished using keyboard or mouse buttons, exe-
cuting the same behaviour in such a fast manner is harder—if
not impossible—to achieve by actually performing the cor-
responding poses. For these cases, the repeated press simu-
lation allows the pose’s mapped input to be triggered auto-
matically with a user-defined frequency, should the player
maintain the pose (e.g. the game character will continuously
punch the enemy while the player holds the “punch” pose).

4.2.6 Advanced GUI

Configuring the framework to support new constraints,
devices and key mappings requires still a considerable
amount of work. While at a first step simple configuration
files were used, a more intuitive and powerful method was
considered necessary, especially to integrate with the pose
recording features. Having that in mind, a graphical interface
was designed using Windows Forms (Fig. 4), introducing a
simple, yet more effective mean for performing experiments
on different test cases, as well as users.

Among other features, this GUI introduced the following
facilities:

• Creation of “projects” to address different game config-
urations;
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Fig. 4 The GMNI graphical
user interface

Fig. 5 Example of GUI
window for defining poses

• Creation of poses though manual and automatic defini-
tion and parameterization of the spatial constraints (see
Fig. 5);

• Definition of voice commands;
• Mapping of Voice Commands and poses to keyboard
events;

• Mapping of Nunchuck control keys to keyboard and
mouse events.

5 Tests and validation

For the accuracy and usability tests presented in this section,
25 participants with ages between 18 and 27 years, 76 %
male and 24 % female with no known physical or mental
limitations were recruited. Out of these 25 test subjects, 40%
were casual gamers, while the remaining 60 % were hard-
core gamers. Players were considered casual gamers if they
reported playing videogames less than 1 h per day or only

whenever big titles were released. On the other hand, play-
ers that reported playing an average of 3 or more hours per
day were considered hard-core gamers. In regards to NUI
proficiency,∼50%of all participants reported being “knowl-
edgeable of NUI techniques” on a 4-level Likert scale forced-
choice questionnaire. An interesting aspect was that casual
gamers reported a higher proficiency (70 %) with NUI, than
hard-core gamers (40 %).

5.1 Pose detection and inference accuracy

All 25 test subjects were asked to perform 20 designated
poses, which were recorded and automatically inferred
by GeMiNI. Poses were previously enacted and verbally
described to the participants, so as not to condition their inter-
pretation of them. Participants were then asked to re-enact
each one of these poses ten times, to measure the detection
accuracy. The poses’ inference accuracy was also consid-
ered in these tests. The inference of a pose is the process of
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Table 1 Average pose accuracy detection and inference

Pose Detection rate (%) Inferring rate (%)

Step forwards/backwards 97 95

Lean left/right 81 90

Left/right punch 99 100

Lift left/right leg (kick) 97 100

Jump 96 96

Raise left/right arm 100 100

Grabbing motion 98 96

Crouch 76 92

Flex 93 100

Point a bow 94 94

Hands behind shoulders 86 87

Outstretched arms 95 96

Lean forwards/backwards 86 87

automatically determining the constraints that characterize
a given pose. We considered a pose to be well learned if,
after the inference process, it is detected with an accuracy
of 80 %, or more, on subsequent repetitions. This detection
threshold was empirically defined as the minimum usabil-
ity baseline, since we found participants to report frustration
when interacting with a configuration that had poses bellow
this accuracy threshold. Each pose was repeated 20 times by
each participant. Overall results for the test population are
depicted in Table 1.

5.2 Speech recognition

For this test, 50words were sampled iid from the game’s item
inventory list. This was done in order to accurately portray
the game’s verbal command complexity. Since a voice com-
mand (e.g. spell, town name, weapon name, etc.) is usually
between one and three words, the previously sampled words
were used to generate a set of 50 random sentences between
one and three words. This sentence set was then segmented
into three complexity categories according to the number
of syllabi contained in each sentence. Thus, these categories
represent the simplest tomost complex voice commands pos-
sible in our test scenario.

Each test subject was asked to repeat 15 random sentences
from each category in order to test the speech recognition’s
accuracy. Each sentence was repeated five times. A sentence
was considered detected if it was correctly identified 60 %
or more of the time (i.e. 3 out of 5 times). The tests were
performed at a distance of about 2 m—the optimal distance
suggested by the Kinect SDK [21]—from the microphone in
a quiet room. The accuracy for this task is depicted in Table
2.

Table 2 Speech recognition accuracy results

Syllable count Single words (%) Sentences (%)

1–3 Syllables 78 89

3–5 Syllables 83 93

6–8 Syllables NA 94

8–10 Syllables NA 93

Table 3 Task completion times for the overall population

Task Mean (s) Standard deviation

New pose (manual) 46.4 14.7

New pose (auto) 17.4 5.2

New voice command 8.6 3.5

Add simple action 13.7 4.8

Add complex action 32.6 13.3

Set Wiimote button 4.1 2.3

5.3 Usability testing

To evaluate GeMiNI’s GUI usability, each of the participants
was asked to perform a series of tasks (see Table 3) that
represented each of the previously mentioned steps involved
in defining a new IS.Themeanvalues and standard deviations
for each action’s completion times were calculated, as well
as the total number of errors performed by the subjects. The
completion times are present in Table 3, while the number of
errors committed per task are depicted in Fig. 6.

6 Case study—Bethesda’s Elder Scrolls V: Skyrim

Having validated the developed framework, our interest lied
in assertingwhether usingmulti-modalNUI techniques had a
significant impact on players’ user experience and preference
ratings. Thus, a pilot study with a new population of sixteen
participants with no previous knowledge of the video game’s
commands was conducted. Participants’ were rated as hard-
core or casual gamers according to their gaming proficiency
within our case study’s specific game genre. Exactly 50 % of
the participants were hard-core gamers, with the remaining
50 % being casual ones. Each participant played the game
with the native and the natural interaction scheme. The play-
ing order was randomized to avoid order effects. Afterwards,
players were asked to answer a brief forced-choice question-
naire regarding their user experience on each gaming condi-
tion. Additionally, players were also asked to rate the gaming
conditions in terms of their overall preferences.

Despite having developed interaction schemes for various
popular case study games in the literature (e.g. Super Mario,
Legend of Zelda and Half-Life), due to space limitations, it
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Fig. 6 Error distributions for
the tested interaction tasks. The
two smaller charts on the right
examine the error distributions
in detail across the two player
types

Fig. 7 Zoomed view (east
region) of Skyrim’s world map.
Each icon represents an
explorable location of varying
size. The average time taken to
explore one location ranges
from 20 min to 2 h. The game
world offers (discounting
downloadable and user-created
content), 343 explorable
locations

is not possible to discuss each of these case studies individ-
ually. As such, we focused on a videogame that presented
a rich variety of interaction alternatives. Ideally, the candi-
date videogame should provide as many traditional aspects
of videogame mechanics as possible (seamless and complex
combat, free virtual environment exploration, social interac-
tion and user interface manipulation). Ultimately, we chose
the open sandbox videogame: The Elder Scrolls V: Skyrim,
as it presented all of these aspects to varying degrees.

Skyrim is an open-world action role-playing game where
the player must explore an approximately 41 km2 virtual
world (see Fig. 7), filled with dangerous locations that are
inhabited by monsters or hostile characters and large cities
populated by artificial agents that drive a local economy and
may belong to a specific faction. Given its genre, the game
allows virtually unlimited freedom of movement and inter-

action through dozens of gameplay mechanics, thus proving
an alluring test bed for our framework.

6.1 Interaction scheme

The game’s IS is mainly divided in four components: move-
ment, social interaction, interface manipulation and combat
(as exemplified in Fig. 8). Table 4 shows the tested gameplay
mechanics and the relation between their native and custom-
defined multi-modal natural IS.

6.2 User experience ratings

As previously mentioned, players were asked to answer a
forced-choice questionnaire regarding their user experience
(measured in terms of “Fun”) and preferences on each gam-
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Fig. 8 Four of the defined poses. Top-left: the “Hello!” (initiate a con-
versation) pose. Bottom-left: the “Open map” pose. Top-right: the “Cast
spell” pose. Bottom-right: the “Raise shield” pose. On each image, dots
denote skeleton joints, while the yellow lines illustrate the relations

between each joint pair. Red dots represent joints not used in the pose’s
constraint set, while blue dots represent joints that do belong to the
pose’s constraint set. Due to interpretability limitations, the constraint
relations are not explicitly shown

Table 4 Tested gameplay
mechanics Component Action Native-IS NUI-IS

Movement Move forward/backward ‘W/S’ Right foot forward/backward
more than 20 cm

Strafe left/right ‘A/D’ Lean left/right more than 20◦

Orientation (look around) Mouse cursor Move Wii Nunchuk in desired
direction

Invoke map ‘M’ Outstretched arms

Social interaction/
interface manipulation

Initiate a conversation ‘E”’ Wave/say ‘hello’

Quit a conversation ‘Tab’ Say ‘goodbye’ or ‘see you soon’

Buy/sell an item ‘Enter’ Say ‘buy/sell’

Combat Equip weapon/spell ‘1–8’ Say weapon/spell name

Attack/cast spell Mouse click Push equipped hand forward

Charge spell Mouse hold Raise corresponding arm

Raise shield Right mouse click Arm in front of chest with
horizontal orientation

Charge at enemy ‘Alt + W’ Right foot forwards more than
30 cm

ing condition. The questionnaire contemplated each of the
three interaction components. All participants played the
same game segments to elicit similar experiences. Gaming
conditions, however, were randomised to avoid order effects.

Two-tailed paired t tests showed that players found the
gaming conditions to have a significantly different impact
on their user experience for all interaction categories. How-
ever, different patterns emerge on this impact. For the
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Fig. 9 Average fun ratings for each of the interaction scheme’s com-
ponents by gaming condition

social interaction component, there was a significant dif-
ference in the scores for natural interaction (M = 4.50,
SD= 0.47) and native (M= 3.81, SD= 0.49); t(15)= 6.15,
p = 1.843 × 10−5. The magnitude of this effect remain on
the same order on the interface manipulation component,
with natural interaction (M = 3.70, SD = 0.46) and native
(M = 2.47, SD = 0.43) conditions generating the following
results; t(15) = 11.42, p = 8.468 × 10−9. Significant dif-
ferences were also observed in the movement and combat
components, albeit to a much lesser degree. For the move-
ment component, natural interaction (M = 4.4, SD = 0.53)
differed from the native (M = 4.22, SD = 0.37) condition
with t(15) = 2.6, p = 0.020; and for the combat component,
natural interaction (M = 3.85, SD = 0.54) differed from the
native (M = 3.5, SD = 0.60) condition with t(15) = 2.80,
p = 0.014. The average reported Fun values can be exam-
ined in Fig. 9 and, along with the aforementioned tests, sug-
gest that while the impact of introducingmulti-modal natural
interfaces on the social and interfacemanipulation conditions
is more noticeable (lower p values), it still generates higher
absolute Fun values for the combat and movement compo-
nents. This can be trivially attributed to the game’s already
high Fun values for both these interaction components and
is apparent in players’ preferences and commentaries, pre-
sented in the two following sections.

6.3 Player preference ratings

Regarding their preferences, the majority of players reported
preferring the natural to the native interaction scheme on all
interaction components. However, there are contrasting pat-
terns on the preference distribution that require further analy-
sis, as players seemed to favour the NUI schememore highly
in the movement (56 to 19 %) and combat (81 to 13 %) inter-

Table 5 Interaction scheme user preferences

Game feature Prefer native
(%)

Prefer natural
(%)

No preference
(%)

Social interaction 25 50 25

Interface manipulation 19 37 44

Movement/exploration 19 56 25

Combat 13 81 6

Overall 19 56 25

Overall, users preferred the natural one

action components. On the other hand, this preference was
much lower in the social (50 to 25%) and interfacemanipula-
tion (37 to 19 %) components. These results (see Table 5 for
details) show that players found the natural scheme to provide
a more enjoyable and intuitive user-experience. However,
they also hint that while the NUI scheme may be preferred
on all components, its true impact (and thus applicability)
lies in the more complex and physically demanding inter-
action tasks—which seems to agree with the popular notion
that players derive enjoyment from their interaction with the
game [28].

6.4 Player opinions

Besides the aforementioned evaluation method, participants
were also asked to assess the natural scheme qualitatively.
They highlighted that the system’s response time (16–25 ms)
was “adequate and responsive” (P7). They also gave spe-
cial emphasis to the possibility of customizing the interac-
tion scheme, by referring that “being able to chose how I
want to interact with the world really makes interacting with
the game more natural and adds believability to the whole
experience” (P3) and “it really allows me to get more into
the game because I don’t have to remember how each move
is mapped” (P12). Participants also pointed out that due to
the smaller amount of mix-ups in the natural interface, the
learning curve became “ faster and more enjoyable” (P9).
Finally, participants noted that using the NUI scheme added
to the game’s emotional aspects of Immersion: “I felt really
linked to the character” (P4), “I even tried to avoid getting hit
altogether in situations where I wouldn’t hesitate to take the
damage” (P9) and “ I took it much more personally when the
guards attacked me and tried to play much more carefully”
(P15), which denotes a high degree of empathic and sym-
biotic connection to the game character. Some participants
even reported being able to achieve full immersion: “(I) felt
really scared for my actual physical well-being for a moment
when that zombie tried to grab me from his coffin” (P11) and
“ I actually forgot I was playing a game when I tripped that
wire trap and almost jumped towards to ground to avoid the
falling axe” (P8).
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This suggests that using a NUI scheme improves the
game’s impact considerably, thus creating a more addictive
experience. However, further studies are required to correctly
assess the truthfulness of this statement and quantify how
much faster the learning curve actually is.

7 Conclusions and future work

In comparison with existing works, our approach presents
a shorter calibration/controller creation process, while also
provides additional features, such as newpose definitions and
their automatic recording, support for other devices, speech
recognition and complex input mappings without the need
for third-party software. Howeverwe identified two technical
limitations on our implementation. Firstly, that the Kinect™
must be distant from the speakers so as to not interpret voices
or sounds coming from the game as voice inputs. Secondly,
some actions (e.g. shaking someone’s hand, opening a door
and casting a spell) require some form of context to be cor-
rectly identified, which not feasible without some form of
access to the game’s engine.

Retrospectively, the system has proved itself capable of
delivering an accurate, versatile and satisfactory method for
the implementation of multi-modal natural interfaces, as has
been proved by our trials. It also succeeded in providing a
pleasurable experience in one of the most complex action
videogames currently available. In short, some key advan-
tages of our system are:

• It provides a simple yet complete and customizablemulti-
modal natural interface. Our study empirically proves
that our systemsolves twopotential problems indicated in
[24] and described in Sect. 2.5. First, it grants almost zero
latency in every interface with almost no false detections
(see Table 1). Secondly, since the player has the ability
to create his/her own interaction scheme, this partially
solves the potential player’s lack of expertise in using
natural interfaces. However, difficulties in usage of our
system could add up to the player’s lack of expertise,
but our usability tests (Table 3) shows that users do not
require much time to complete all the interface definition
tasks.

• It supportsmultiplayer as in [26]. No only players can use
the same pose definitions, but our system also allows for
players to use a completely different interaction scheme
simultaneously.

• Our empirical study shows that our system is adequate
for rather complex games like Skyrim.

Future work should focus on performing a wider set of case
studies on both a larger population andmultiple game genres,
so as to quantify howmuch physical involvement can benefit

the overall experience. Likewise, these additional case stud-
ies would allow a better understanding on the interaction
challenges that each one of them presents and the actual per-
ceived added value of multimodal NUI gameplay mechanics
and the proposed framework’s generality.

In parallel, wewould also to experiment on the use of addi-
tional sensor types, such as for example, head trackers, data-
gloves, and biometric sensors, which could be used as new
interaction means or to gather more precise player involve-
ment data. We also plan on extending our framework to sup-
port complete body gestures, which can be achieved by inte-
grating time and speed constraints alongside our spatial con-
straints. We believe that our automatic pose inference mech-
anism can be adapted to support such constraints as well,
relieving users from a manual constraints definition. This
could be integrated on a streamlined version of the configu-
ration GUI, whose future implementation would potentially
make the framework available to an even broader population.
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