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Abstract This paper addresses the use of audio and haptics
as a mean to reduce the load of the visual channel in inter-
action tasks within virtual environments. An examination is
made regarding the exploitation of audio and/or haptic inter-
actions for the acquisition of a target of interest in an envi-
ronment containing multiple and obscured distractors. A first
study compares means for identifying and locating a specified
target among others employing either audio, haptic, or both
sensori-motor channels activated simultaneously. Following
an analysis of the results and subject comments, an improved
multimodal approach is proposed and evaluated in a second
study, combining advantages offered by each sensory chan-
nel. Results confirm the efficiency and effectiveness of the
proposed multimodal approach.
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1 Introduction

In everyday life, we interact and perceive the surrounding
environment through our various senses. While reading a
book, without any noticeable difficulty and by taking advan-
tage of haptic and auditory channels, we may grasp the ring-
ing phone located outside of our field of vision without having
to turn away from the book. However, common user inter-
face designs tend to focus on visual feedback. Nevertheless,
when it comes to 3D environments, in the presence of multi-
ple objects, some of these might be hidden by others. While
various studies have been carried out to address this situa-
tion by means of visual feedback, the use of haptic or audio
has rarely been explored for such a task. Among the tech-
niques based on the visual channel, two main approaches
can be found: modifying the rendering mode and interaction-
based methods. Considering a polygonal scene, transparency
or wireframe rendering can be used to reduce visual masking
or occlusions between objects within the scene. Other ren-
dering techniques, such as space distortion, have also been
exploited [8]. For example, Elmqvist and Tsigas have used
the metaphor of a spherical force field that can be inflated
or deflated like a balloon, having the vproperty of moving
objects of the scene with which it collides during its expan-
sion [12]. Regarding interaction methods, some techniques
employ virtual navigation paradigms while others are based
on interaction metaphors such as a virtual mirror [16]. The
work of [14] can be referred to for a detailed survey of such
techniques.

However, to take full advantage of the sensory capabil-
ities of the human perceptual system, a benefit would cer-
tainly come from the exploitation of other sensory channels
such as haptics and audio [28,29]. As illustrated previously,
haptic and audio channels can indeed be relevant for the per-
ception and acquisition of occluded targets in everyday life.
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In this paper, we investigate whether haptic and/or auditory
interactions can be used for identification, localization, and
selection of a given occluded target among several others in
a 3D environment. Using the proposed method, the visual
channel is left free and can thus be exploited for other tasks
as shown in our prvious works regarding the analysis of large
data sets [28,29,33].

After a brief overview of related works in Sects. 2, 3
describes the exploitation of haptic and/or auditory inter-
actions in the acquisition of an occluded target. Proposed
methods are evaluated in Sect. 4. A combined multimodal
approach is proposed and evaluated in Sect. 5.

2 Related work

This section surveys works related to exploitation of haptics
and audito in target acquisition. After a brief review concern-
ing cases where a single target is presented in the environ-
ment, we discuss works which deal with multi-target tasks.

2.1 Single target condition

Regarding single target acquisition, various studies have
highlighted the benefits of adding force and auditory feed-
back to a purely visual system. It was shown in [17] that
haptic feedback can improve the speed of task completion.
In addition to speed increasing, Dennerlein et al. [10] under-
lined that the use of an attractive force-feedback may reduce
the muscle skeletal load during computer mouse use. In the
same way, Oakley et al. [37] used haptic feedback in inter-
actions with a conventional graphic user interface in order to
reduce error rates while in [24] a haptic and audio grid has
been introduced in order to enhance recognition of ambigu-
ous visual depth cues for position selection. In [9], audio
and haptic feedback have been used in conjunction with a
graphical interface for a single target task: the research out-
lined how multimodal interaction could provide substantial
improvements when compared with visual only feedback.
Spatial auditory rendering has been used in virtual environ-
ments for spatial studies with visually impaired individuals
[1] and similarly for the development of guidance and nav-
igation systems for the blind [23]. In the same way, hap-
tic rendering was combined with audio feedback in order
to investigate object locations in a non-visual spatial envi-
ronment for blind and visually impaired children in [27]. A
target selection approach has been used in [43] in the scope
of more general research on multimodal rendering, outlining
that the addition of multimodal feedback was always pre-
ferred by the user, and that in many cases it could also speed
up task completion. In earlier works related to the current
study, audio and haptic renderings have been investigated in
a single target 3D exploration task, outlining that while audio

feedback showed relevant benefits with the addition of haptic,
the opposite was not true. In fact, there was always a signifi-
cant difference, in favor of haptics, between audio-only and
haptic-only condition [31,38]. These results were a driving
force for the definition of the current study, which includes
the additional complexity of multiple active potential targets.

2.2 Multiple target condition: haptic distractors

In contrast to previous works, few studies conducted in the
context of environments presenting multiple targets have
been carried out with the inclusion of haptic and auditory
feedback.

Vanacken et al. [42] investigated a multimodal feedback
system for target acquisition in densely populated environ-
ments. In the tested system, haptic as well as auditory feed-
back were employed in order to inform the user about the
existence of a target in their immediate vicinity. No direc-
tional information was provided to the user by either haptic
or audio channels, and results did not show any significant
improvement of such a multimodal system when compared
to a purely visual system.

Evaluations in [11] of a point-and-click task showed that
performances were better with the addition of force feed-
back even with distracting haptic force fields. However it
was noted that speed tended to decrease with the addition
of distractors. On the other hand, Wall et al. [44] highlighted
that in the presence of multiple distractors, adding force feed-
back (a virtual magnet) to a 3D stereoscopic virtual rendering
improved subjects’ accuracy, but did not improve the time
taken to reach the target. Moreover Hwang et al. [20] have
investigated the impact of multiple haptic distractors on the
performance of motion impaired users. Their studies showed
that positioning the distractors along the route of the target
was detrimental to performance.

In contrast, Oakley et al. [36] highlighted the benefits of an
adjusted visual-haptic condition relative to visual-only and
direct visual-haptic conditions. In the adjusted condition, in
order to reduce the impact of distractors which are in fact
non-desired attracters; their attractive effects are decreased
whenever they do not seem to interest the user. Results indi-
cated that target selection errors were reduced to the same
level as in the haptic condition, while speed was not compro-
mised when compared to the visual condition.

Regarding audio feedback, multi-source environments
have often been employed for multi-talker speech intelligibil-
ity, stream segregation, and complicated sound source local-
ization tasks (see [18] and [40]). Studies concerning audio-
haptic coupling have examined the exploration of 1D and 2D
scalar data fields using common cross-modal stimuli design
[3]. To our knowledge, no work has addressed the usage of a
purely audio/haptic system in a multi-target/distractor con-
text in a 3D environment. Our work aims at filling this gap.
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Following findings of previous studies, the attractive force
feedback metaphor seems well-suited to target acquisition,
with the necessary addition of an adjusted condition as
proposed in [36,39]. Moreover, configurations which are
deemed to be difficult [20], such as ones with occluded tar-
gets, should be included in any evaluation.

3 Exploitation of haptic and/or auditory feedback
in the acquisition of an occluded target

Let us consider the case of an environment that contains a set
of n targets which may be occluded. This section presents a
system that takes advantage of haptic and auditory feedback
for identification, localization, and selection of a specified
target among the others. Preliminary analysis of the results
of this particular study have been presented in [30] with addi-
tional protocol details and results presented here.

3.1 Proposed haptic feedback

For the completion of this task, the metaphor of an attraction
space is exploited. For each target, Ti , we define a zone Zi

to the interior of which the target Ti attracts the user as a
virtual magnet. A unique haptic signature is used to identify
each target. The attraction area, the attraction force and the
haptic signature of each target are defined in the following
sections.

3.1.1 Attraction area

Defining an attraction area for each target results in a parti-
tioning of the workspace into a set of disjointed sub-spaces.
As such, each target has its own singular non-overlapping
area of influence. One manner to subdivide the space into sep-
arate zones would be to use a 3D Voronoï space partitioning
algorithm [5]. However, with such an approach every point
of the workspace will be part of a target zone sub-area. As
such, for any position in the workspace, the user will always
be in the attraction area of a target, regardless of the distance
to the target. To avoid this, it would be necessary to create
“empty” targets allowing smaller, empty and more equally
proportioned sub-spaces with the Voronoï approach. In addi-
tion, as Voronoï sub-space shapes are not radially symmet-
ric (by definition), the large variations between such defined
attraction areas could difficult for the user to conceptualize
and interpret such spatial divisions without visual cues.

To avoid these problems, the use of an attraction sphere
has been preferred, defined as follows. The attraction sphere
around a target Ti is centred on Ti and has a radius R such
that R is the smallest distance between two distinct targets
of the group, ensuring no overlap of attraction areas.

3.1.2 Attraction force: target localization

Yamada et al. [45] presented different force models which
may be used for a haptic grid. It was shown that models
with an attractive function followed by a spring function
appeared better suited to target acquisition tasks. Follow-
ing those results, the proposed method uses the following
model:

With R defined as the radius of the attraction sphere
around target T , let r be a scalar less than R, x the distance
to T and Fmax the maximum attraction force, the magnitude
of the attraction force F is defined as follows (see Eq. 1):

−−→‖F‖=
{−−−−→‖Fmax‖ × sin (π/2 × x/r) ; x ∈ [0; r ]

−−−−→‖Fmax‖ × [1 − ((x − r)/(R − r))2] ; x ∈ [r; R]

(1)

Starting from the border of the attraction sphere, the user
is attracted with a force proportional to the squared dis-
tance toward the target centre until x = r , from which
point the force decreases sinusoidally (see Fig. 1). With
such a model the attractive force increases very quickly,
such that entering into an attraction area can be quickly
and easily perceived by the user. In contrast, as one closely
approaches the target, the attractive force decays smoothly,
allowing the user to freely and easily move around the target
region.

Furthermore, to minimize the impact of the distractors, as
proposed in [36], the haptic feedback is adjusted according
to the requirements of the user. As mentioned previously,
because of the quadratic part of our force model, entering
in an attraction area is quickly perceived by the user. If this
attraction is towards an unwanted target (a distractor), it is
expected that the user will tend to oppose the attraction force.

Fig. 1 Representation of the magnitude of the attraction force accord-
ing to the distance to the target
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To facilitate this change of intention, minimizing the impact
of the distractors attraction force, the value of the attractive
force is divided by a constant factor (2) when x is increasing,
such as the case when the user moves away from the target
for the current attraction sphere.

3.1.3 Haptic signatures: target identification

Let us consider an environment containing four targets. In a
visual context, each target may be represented by a coloured
sphere (red, green, blue, gray for example). Therefore, at
any time a user would be able to identify, without any ambi-
guity, one of the four targets (the red example). The idea
of a haptic signature is essential to implement haptic feed-
back that would serve for identifying (similarly to the visual
channel) clearly and accurately each of the four targets. One
may see a haptic signature as a haptic icon [26]. Futher, it
is known that humans have an accurate tactile perception.
Since vibro-tactile feedback can be an effective memory aid
for users with impaired memory [25], a set of vibro-tactile

signatures were created. Based on the guidelines for creation
of haptic icons [13], and preliminary evaluations, we define
four distinct and clearly identifiable haptic signatures (see
Eq. 2). Related works such as waveform amplitude modula-
tion [2,7,34] were used.⎛
⎜⎜⎜⎜⎝

W1 = a ∗ sin(2 ∗ π ∗ 121 ∗ dt)

W2 = a ∗ sin(2 ∗ π ∗ 0.5 ∗ dt) ∗ sin(2 ∗ π ∗ 121 ∗ dt)

W3 = a ∗ sin(2 ∗ π ∗ 3 ∗ dt) ∗ sin(2 ∗ π ∗ 121 ∗ dt)

W4 = a ∗ sin(2 ∗ π ∗ 31 ∗ dt) ∗ sin(2 ∗ π ∗ 53 ∗ dt)

(2)

W1 defines a pure sinusoidal wave, resulting in a contin-
uous vibration of 121 Hz. W2 is an amplitude modulation
of W1 by a 0.5 Hz sinusoid producing the sensation of a
pulsing vibration. W3 is a modulation of W1 by a 3 Hz sinu-
soid, producing the sensation of rapid impulse vibration. W4

is a 53 Hz sinusoid modulated by a 31 Hz whose combi-
nation results in a somewhat rough vibration sensation (see
Fig. 2).

Fig. 2 Temporal waveforms of
the haptic signatures.
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3.2 Proposed auditory feedback

The audio rendering uses a parameter mapping sonification
[19] combined with 3D audio spatialisation. The audio signa-
ture for each target, an impact sound described in Sect. 3.2.2,
is spatially rendered at the target positions. The sonification is
applied to the distance using a repetition rate metaphor where
repetition rate as well as sound level varies as a function of the
scalar distance to the target position. The metaphor proposes
two different sonic cues, positional information via spatial-
ization, and distance via repetition variations and sound level
distance attenuation.

The repetition rate of the target sound is determined from
the distance to each target. The repetition rates are interpo-
lated using a linear scale between 1 Hz, for distances larger
than 1 m, to 6 Hz at the actual target position. The level of the
signature sounds varied inversely proportional with distance
by 20 dB over the same distance range.

3.2.1 Audio spatialization: target localization

Each target sound signature is positioned at the target location
using binaural spatialization based on convolution of the sig-
nal and the corresponding Head Related Impulse Response
(HRIR, see [35]) of the position to be simulated. The spatial-
ization engine used [22] allows for the individualization of
Inter-aural Time Difference (ITD) applied to a general Head
Related Transfer Function (HRTF) [4] to aid binaural local-
ization performance. While no room reverberation is used,
distance attenuation is enhanced to aid in the perception of
target distance. The orientation of the user’s head is con-
tinuously tracked and the relative sound source position is
modified accordingly in order to maintain the simulated 3D
sound source at its proper stable position in space, irrespec-
tive of head movements. To ensure that only movements of
the haptic device allow reaching a target, only the orienta-
tion of the users head is taken into account in the rendering
of audio stereoscopic feedback. Indeed, if the position of the
user’s head is considered, the user would be able to locate
the target just by actually moving in the physical environ-
ment of experimentation space. Therefore, the implemented
metaphor simulates the fact that the users head is placed at
the position of the haptic probe

As humans are capable of listening to several simultane-
ous audio streams, it is not necessary to apply the notion of
activation areas as with haptic feedback for only four concur-
rent sources [40]. The audio feedback for all targets is always
active.

3.2.2 Audio signatures: target identification

Similar to the haptic experimental design, each target is
attributed a unique audio signature. We chose four brief

impact sounds, inspired by the haptic signatures, taken from
the freesound project1 audio database. Repeating impulsive
sounds were chosen due to their ease of localisation as well
as to minimise the actual occurrence of concurrent sounds
despite have four continuously active signatures. Target W1,
with a haptic pure tone signature, was paired with the sound
of a small bell ( f0 = 2110 Hz). W2, haptically a pulsat-
ing vibration, was paired with the sound of a wood block
( f0 = 840 Hz). W3, a haptic signature of rapid impulse vibra-
tions, was paired with the impact sound of tapping on a table
( f0 = 560 Hz). Finally, W4, haptically a rough vibration,
was paired with the sound of someone knocking on a win-
dow ( f0 = 140 Hz). Each sound was chosen so as to be
clearly identifiable and distinct from the other audio signa-
tures by considering their fundamental frequency, harmonic
response, and timbre. The frequency spectra of the four audio
signatures are shown in Fig. 3.

3.3 Use of multimodal redundant rendering

For this evaluation, we want to assess whether the associ-
ation of both haptic and auditory feedback (bimodal ren-
dering) can improve task performance. As a starting point,
both modalities were rendered simultaneously and compared
to each modality independently. It is known that several
approaches can be considered for the design of a multi-
modal feedback. The associated feedback can be comple-
mentary, redundant, equivalent, specialized, or concurrent
[6]. As the goal is to allow users to compare the usefulness
of each channel, a redundant bimodal rendering was chosen.
As a result, in this multimodal rendering method, the two
proposed feedback (haptic and audio) are always available
simultaneously.

4 Audio/haptic/multimodal evaluation

This experiment aims at evaluating the proposed haptic and
audio rendering for identification, localization, and selection
of occluded targets. The effectiveness of haptic, auditory, and
the multimodal redundant (haptic and audio) feedback in the
completion of the task is computed and analysed.

Three experimental conditions (A, H , Mr ) are defined: in
condition A (audio) only the auditory feedback (described
in Sect. 3.2) is available, in condition H (haptic) only the
haptic rendering (described in Sect. 3.1) is provided, while
in condition Mr (multimodal redundant) simultaneous haptic
and auditory cues are provided.

Due to difficulties in rendering audio sources when they
are very close to the head, and because of the limited
workspace of the haptic device (100 × 90 × 60 cm), the

1 http://www.freesound.org.
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Fig. 3 Spectral representations of the auditory signatures

geometry of the haptic scene (50 × 50 × 50 cm) was scaled
by a factor of ×5 for the audio rendering so that the experi-
mental cube maintained the same angular information (radius
scaling of head-centered coordinate system). A pre-selection
screening phase was used to help the users chose an optimal
HRTF from an existing database [21]. Selection, combined
with individual ITD adaptation, improved the quality of spa-
tial audio rendering for cases when non-individual HRTFs
are used.

A total of 18 persons (14 male), aged between 23 and
55 took part is this study. Among the subjects, three were
researchers in haptics and six were researchers in acoustics.
Because of their background, these nine participants are
reported as experts in what follows. Half of the participants
were graduate students. Within the population, two did not
have previous experience with haptic devices, and only one
did not have past experience with spatialized audio rendering.
Six participants were evaluated under H and A conditions (3
using the order H then A, 3 others A then H ). Six other
participants were presented with the A and Mr conditions (3
with A then Mr , 3 with Mr then A). The final participants

tested H and Mr conditions (3 with H then Mr , 3 with Mr

then H ).
The experimental setup consisted of the main applica-

tion, which dealt with the data, and of two other parts
related to the haptic and audio rendering. The haptic feed-
back was rendered via a HAPTION Virtuose 6 DoF device.
This haptic interface was selected due to its large work-
ing area, well suited to immersive VR systems. The audio
rendering was rendered through a wireless stereo headset
(Sennheiser RS65). The auditory rendering was implemented
in the MaxMSP environment. In all three conditions (H , A,
Mr ), the displacement of the probe in the 3D environment
(VE) was performed via the haptic device.

The orientation of the head of the participant was tracked
using an ARTrack infrared system, and sent to the audio
rendering application in order to update the spatial auditory
rendering with respect to head movements, maintaining the
simulated 3D sound sources at their proper stable position
in space, irrespective of head movements. This information
has been added in order to provide users with a natural audio
feedback.
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Fig. 4 Test configurations:
attraction sphere of target (red)
and attraction sphere of
distractors (blue) are
represented. 2D projections
(diamonds) are shown for spatial
reference. One may note that
some targets are located in the
projection plane (C3, C5 and C6)

In the initial starting condition the haptic device was phys-
ically placed at the centre of its workspace and the probe
position was located at the origin of the VE.

4.1 Experimental design

For each trial, one of the six arrangement configurations
shown in Fig. 4 was rendered. The number of targets was
limited to four after pre-trials showed memorization of addi-
tional targets too difficult. Six test configurations were cho-
sen according to arrangements used in [20]. Four of these
six configurations place the three distractors along the path
leading to the target from the user’s initial starting position,
or around it.

For each session, each configuration was repeated four
times. For each repetition, a different signature order assign-
ment was used so that the desired target was never the same
for the same configuration.

4.2 Procedure

A 3D acquisition task was used for the experiment. Prior to
the experiment, participants received a brief written and oral
explanation about the goal of the experiment; a calibration
and familiarization phase then followed, after which the test
was initiated.

4.2.1 Familiarization phase

In the familiarization phase, subjects were instructed to
familiarize themselves with the four haptic and audio sig-

Fig. 5 A user during the experimentation. The virtual workspaces for
the familiarization phase are represented by coloured squares. In this
case the user was exploring the third signature

natures that will be exploited. At this step, four virtual zones
(Z1, Z2, Z3, Z4) were defined in the middle of the workspace
of the haptic device (see Fig. 5). Throughout this step, by
freely moving the haptic device, the subject explored the vir-
tual workspace. Whenever the user was in an area Zi , both
haptic and audio signatures corresponding to the zone Zi

were rendered by the system. Once the subjects indicated
that they were familiar with the different signatures, the two
sample learning configurations were presented (see Fig. 6)
in order to let participants familiarize themselves with the
test. For this step, participants were asked to identify, locate
and select the red target represented in each configuration
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Fig. 6 Learning configurations

of Fig. 6. There was no explicit time limit for the familiar-
ization phase. Participants repeated this task until they felt
comfortable in their understanding of the different signatures
and how the system functioned. An average of 20 min was
observed per subject.

4.2.2 The test phase

The test was divided into three steps, represented in Table 1.
In step (i) participants were presented with directional infor-
mation for each target sequentially in order to help in the
construction of a mental spatial map (see [1]). Using this
experimental design, both the audio and haptic rendering
channels presented the same information and in the same
amount of time. This protocol was developed to allow for a
haptic only condition to be feasible for such a task, allowing
for suitable comparison of results by modality.

On the haptics side, the subject was first attracted in the
direction of the location of the target (for a duration of 1.5 s).
Thereafter, in addition to the attraction force the haptic sig-
nature was also rendered (duration 2 s). At the end of this
rendering, the haptic device was pulled back towards the
centre of the virtual space in the case of any displacement
of the user’s hand. Once returned to the centre, there was a
pause of 2 s and the process continued to the next target until
all four targets were reviewed.

On the auditory side, the auditory signature of the activated
target was spatially rendered for 3.5 s at a fixed distance in
space. After a pause of 2 s, the next target was rendered.
Since the position of the user’s head was tracked, and the 3D
sound field was rendered accordingly, the user could rotate
his/her head in order to better detect the direction of target
location.

This phase was repeated until the subject indicated that
they understood the spatial configuration (directional only)
of the different sources. The subject did not know at this stage
which of the targets was the true target to find for the task,
nor those considered distractors.

In step (ii), the subject was presented with the signature
of the target to find (duration of 2 s), without directional
information in either modality.

In step (iii) the subject was instructed to exploit the
available feedback in order to locate the indicated tar-
get’s position from step (ii) as fast and as precisely as
possible. The subject explored the space using the haptic
device (which also serves as the position sensor) until tar-
get position selection was achieved. The timing for each
trial started when the participant began to move the hap-
tic device, and stopped when the right button of the hap-
tic device was pressed, indicating that the current position
had been selected by the subject as that of the indicated
target. The experiment lasted 75 min on average for each
subject.

4.3 Results and key lessons drawn from this experiment

For each trial, in addition to the task time and final selected
position, the entire trajectory was stored. Comparisons were
made between the effectiveness of the three tested conditions
(H , A, Mr ) in terms of completion time (see Table 2) and
accuracy (see Table 3) of the selection. In the H condition,
we observed an average duration of 18.89 s and 0.115 cm of
error. For the Mr condition, the average duration was 26.96 s
with an error of 0.14 cm. In contrast, for the A condition, the
average duration was 49 s with an average positional error of
0.33 cm.

Table 1 Auditory and haptic
impulsion feedback schemes for
the different test phase steps for
A, H , Mr , and Mc conditions

Audio Haptic

Step (i) orientation sequential
presentation of four targets

Spatialized signature (3 s) Directional attraction (1.5 s) +
directional attraction with
haptic signature (2 s)

Step (ii) Target indication Single non-spatialized target signature Single haptic signature

Step (iii) Target search All signatures active and spatialized Directional attraction + haptic
signature when within
activation zone

Multimodal redundant Mr Audio (signature & spatialization) + haptic (signature & attraction)

Multimodal complementary Mc Audio (signature & spatialization) + haptic (attraction only)
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Table 2 Average task completion time (seconds) for each experimental
condition and overall results

A H Mr

C1 55.02 22.13 30.21

C2 49.03 33.03 28.96

C3 42.75 13.11 17.49

C4 51.53 23.51 42.36

C5 41.71 7.11 11.48

C6 56.9 14.47 31.28

Mean 49.49 18.89 26.96

σ 6.25 9.20 10.95

Table 3 Average selection distance error (cm) for each experimental
condition and overall results

A H Mr

C1 0.38 0.12 0.29

C2 0.33 0.01 0.15

C3 0.27 0.19 0.02

C4 0.42 0.19 0.24

C5 0.27 0.01 0.03

C6 0.3 0.15 0.14

Mean 0.33 0.11 0.14

σ 0.05 0.08 0.10

After having verified the normality and homogeneity of
the variance distribution, the ANOVA and post hoc Tukey
were applied to the results of each experimental configu-
ration. For the completion time and the distance error in
the selection, a significant difference, (F2,15 = 18.564,
p < 0.008) and (F2,15 = 11.182, p < 0.001) respectively,
was found between the three conditions. A post hoc Tukey
highlights that both haptic and multimodal conditions are
significantly better than the audio condition (H–A and M–A
p < 0.001). However, no significant difference was noted
between H and M conditions. For the required time and the
selection error it can be noted that p < 0.29 and p < 0.77,
respectively. For a more complete discussion of these results,
one can refer to [30]. In Table 2, for each experimented condi-
tion [haptic (H ), audio (A), and multimodal redundant (Mr )]
the results of the experiment are summarized.

4.3.1 Haptic condition

Some users noted a slight difficulty in the identification of
haptic signatures. They noted that, in contrast to the audio
condition, more concentration was required in order to iden-
tify haptic signatures (described in subsect. 3.1.3). This could
be due to the fact that only one haptic signature can be ren-
dered at a time; users must recognize the current signature

and compare it to their haptic memory. This task was simpler
in the audio condition, where all signatures were rendered
simultaneously.

Moreover, subjects noted that the first step (sequential tar-
get direction presentation) of the experimentation was essen-
tial for creating a mental map of the scene, allowing them to
mentally visualize the spatial arrangement of the different
targets. In the case represented in Fig. 4(C3), following this
first step the subject would be informed that one target (T2)
was located at the back right whereas the three others (T1,
T3, T4) were at the front left along the same direction (on
a diagonal of the cube). Thus in the second step, if the tar-
get of interest was located on the right (T1), the subject did
not only know the direction where to go, but he/she could
also anticipate that two other targets (T3 and T4) might be
encountered in the same direction. It is thus understood that
the haptic condition, as proposed in this study through the
use of arbitrary signatures, necessitated some memorization
effort. It is interesting to note that with the presence of the
mental map of the environment, non-designated targets (dis-
tractors) can appear as points of reference for navigation and
therefore they may help in achieving the task.

Finally, subjects reported the simplicity of letting them-
selves be guided by the haptic device toward the designated
target. Before performing the actual task, they could estimate
that this interaction could assist them better in their selection
process.

Two examples that highlight these observations are illus-
trated in Fig. 7. On the left the subject went directly towards
the desired target. On the right, it seems that the subject has
forgotten the configuration, a possible explanation for why
he/she seems to be randomly searching for the target of inter-
est.

4.3.2 Audio condition

In the audio condition A, in contrast to the haptic condition,
subjects noted that the first stage was not deemed necessary.
This is understandable, since in the exploration stage they
had enough information for exploring the environment. This

Fig. 7 Two trajectories described by the same user in the same config-
uration (C2) in the haptic condition, H
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phase was only included in order to have a common pro-
tocol for all modality conditions. Subjects did not feel the
need to remember the spatial configuration. Moreover, when
analysing subjects’ comments, it is possible to divide the
exploration step into two distinct stages: the approach to the
area where the target is located followed by the acquisition
of the target position.

1. Approaching the target area
To approach a target, exploration strategies seem to dif-
fer according to participant’s familiarity with 3D audio
rendering. While expert users simply listened to the four
sources (without moving their head very much) in order
to determine with little difficulty where the target source
was located, non-expert users had to take advantage of
the head tracking system. It is only through the use of
head movements that they were able to approach the area
of the target of interest.

2. Precise target selection
Unlike the step of approaching the target, the selection of
the target was difficult in the A condition for all subjects.
It was not easy for subjects to clearly determine when
the audio feedback was at its highest level both in terms
of frequency and amplitude. The difference in scale fac-
tors between the positional input and the audio feedback
environment may also have contributed to confusions.
Thus, it was difficult to precisely locate the position of
the target of interest. For that, subjects exploited small
displacements around the target while assessing changes
of the auditory feedback. Doing this, subjects employed a
step by step approach to get closer to the target. This strat-
egy explains the considerable time, and observed errors
in the selection.

The experimental design ensured that all target signatures
remained at least slightly audible throughout the workspace,
while not becoming excessively loud at the target position.
Furthermore, the design allowed for the repetition rates to
not become excessively fast or slow. These experimental
choices explain the users comments that have been reported
above, and all these comments are confirmed by an analysis
of the subjects’ trajectories. Figure 8 represents the trajec-
tories described by two subjects with different backgrounds
in 3D audio rendering. In the first part of the trajectory the
expert was able to move directly toward the target while the
naive subject followed a very different path. Moreover, it can
be noted that both subjects had difficulty in pinpointing the
position of the target of interest.

4.3.3 Multimodal redundant condition

The multimodal condition appears to be the most appreciated
by the subjects. This choice can be explained considering that

Fig. 8 Two trajectories described by two users with different back-
grounds in the same configuration (C2) in the auditory condition, A

the multimodal condition gathers benefits from the two other
conditions. It was noted that the first step seemed unneces-
sary with the presence of the audio feedback. On the other
hand, thanks to the effect of the virtual magnet, the desired
target was easily selected. The haptic signature was mod-
erately popular with users. For some, it was used as a sort
of confirmation of the audio signature of the target, while it
appeared a little disturbing for others.

4.4 Discussion

From the previous evaluation, it appears that the audio chan-
nel provided a useful means for memorization and identifi-
cation of specified signatures. Moreover, thanks to the audio
feedback, subjects (through different strategies) were able to
approach the area containing the target of interest. When-
ever the audio feedback was available there was no need for
the two-step design in the exploration process. On the other
hand, the attractive haptic feedback provided a clear advan-
tage for precise selection of the target position. However, hap-
tic signatures were not as relevant as audio ones. Finally, the
multimodal approach, although giving similar results to the
haptic-only condition (any significant statistical difference
has been noted) was the most appreciated by users. Further-
more, these results show that the multimodal condition has a
real potential for acquisition of targets in 3D environments.
However, they also suggest that the direct superposition of
haptic and audio feedback may not be the best suited option
for such an association.

Such observations suggest the need for an optimized mul-
timodal approach than can tackle the acquisition of a desired
target among multiple ones.

5 Proposed complementary audio-haptic interaction

Based on the previous experiment, a combined multimodal
feedback which associates previously described haptic and
auditory feedback is proposed. In addition, the experimen-
tal platform has been reduced in complexity to better suit
desktop use versus the previous immersive VR architecture.
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Although the previous experiment did not allow us to
establish a significant difference between haptic and—
multimodal redundant—conditions, it clearly pointed out
advantages and disadvantages of each channel. Indeed, the
auditory feedback is more suited to localization and identifi-
cation tasks, whereas the attractive force feedback seems to
provide effective assistance for precise selections, even in a
multi-target context. From this, we are able to formulate the
following hypothesis.

For non-visual localization and selection of a given entity
of interest among several others in a 3D environment, it
appears that:

• The audio rendering should be used for identification and
localization of each target.

• The haptic attraction feedback can help at facilitating an
accurate selection of a given target.

Therefore, in the proposed multimodal condition we
exploit the audio channel for identification and localization
of the targets in the 3D environment. The audio feedback is
hence enabled throughout the duration of the task. To comple-
ment this feedback, whenever the user enters the attraction
zone, the attractive feedback described in Sect. 3 becomes
active. The haptic signature is no longer employed.

This experiment aims at evaluating the effectiveness of
this combined multimodal method. For this, the effectiveness
of the multimodal complementary feedback (Mc) is com-
pared to the multimodal redundant feedback (Mr ) (presented
in Sect. 3).

5.1 Participants

A total of 24 participants (20 male, 4 female) aged between
20 and 40, were asked to participate. No participants from
the first experiment participated in the second experiment.
Among the subjects, 14 were college and undergraduate stu-
dents in computer science or in video game programming.
Based on our pre-experimental questionnaire, five partici-
pants claimed being familiar with spatialized audio rendering
and only two had previous experience with haptic devices.
Participants received no compensation.

As in the first study, a between subject design was used
for the experiment. 12 subjects performed the experiment in
the Mc condition while the other half was evaluated in the
Mr condition.

5.2 Experimental setup

In the previous experiment, in order to provide a natural inter-
action, we integrated the tracking of the user’s head in the
rendering of the binaural sound rather than the orientation of
the haptic interface. As such, the rendered sound depended

on two data: the position of the haptic probe interface and the
orientation of the user’s head. Therefore, the exploitation of
auditory cues involved the integration of two non-collocated
movements; one with the hand and another with the head.
In such a case, a reduction in performance could occur [41].
It is therefore possible that this interaction complexity may
increase task completion time as displacement and rotation
actions may be performed sequentially rather than as inte-
grated movements. Because of this, in the current experiment
position and orientation are both controlled by the position
and orientation of haptic device. Therefore, the implemented
metaphor mimics a directional microphone at the position of
the haptic probe. This protocol allows for direction manip-
ulation of the auditory reference frame using only the hand,
which is simpler with regards to implementation, but may
require additional cognitive load as natural head movements
are no longer taken into account in the spatial auditory per-
ception feedback loop.

In adapting the experimental platform to a desktop style
configuration, we have selected a Sensable Phantom Omni
haptic device, which has a smaller working area than the
Virtuose arm used in the first study. The audio rendering
was provided via stereo headphones (Sennheiser HD429).
No tracking system was used.

5.3 Experimental plan and procedure

The same target arrangement configurations from the first
experiment (see Fig. 4) were used. As previously, for each
session, each configuration was repeated four times while
changing the signature assignment for each target.

The same two-phase protocol was employed. During the
familiarization phase, the four auditory signals were pre-
sented to the user, and when necessary (for half of the partic-
ipants) the haptic signatures were also rendered. In the initial
starting condition the haptic device was physically placed at
the center of its workspace and the probe position was located
at the origin of the VE.

As opposed to the previous experiment, the test phase
was made of only two steps. There was no more need for a
sequential presentation of the direction of each target. In other
words, step (i) of Table 1 was omitted. Hence, to present the
target of interest, the auditory signal, and if necessary the hap-
tic signature (in the Mc condition), of the target of interest was
presented (for a duration of 2 s), then the participant had to
locate and select the designated target by using auditory and
haptic feedback. The subject moved the haptic device (which
also served as the position and orientation sensor) to find and
select the target position. Timing for each trial started when
the participant began to move the haptic device, and termi-
nated when the right button of the haptic device was pressed,
indicating that the current position has been identified
(selected). The total experiment lasted 35 min on average.
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5.4 Results and discussion

Both the initial redundant and combined multimodal meth-
ods rely on haptic attraction in order to achieve a precise
selection of the target. Because of this similarity, it is not
relevant to analyse the selection precision error (the distance
between the actual position of the target and that designated
by the participant). Therefore, time completion and trajec-
tories carried out by the users have been used as means of
comparison.

The subjects unanimously emphasized that the multi-
modal complementary method was suitable for the comple-
tion of the task. Their comments confirmed initial observa-
tions collected during the first study. They not only empha-
sized the benefits of using haptics in a precise selection of tar-
gets, but they also highlighted the potential of audio feedback
in the process of locating and identifying the chosen target
among a number of distractors with occlusion. Some subjects
particularly emphasized the fact that, at any moment, they
were able to ignore other signals (other targets) presented in
the 3D environment. This is illustrated in the trajectory exam-
ple shown in Fig. 9 where one can observe that distractors
had little impact on the task, since only a small deviation is
present along the route. This is in contrast to the trajectories
represented in Fig. 7. These observations were supported by
analysing the duration of the task performance. With the mul-
timodal complementary method (Mc), we indeed observed
a significant decrease (p < 0.04) in the time required for
the selection task when compared to the multimodal redun-
dant method (Mr ). A significant improvement in speed was
observed, with a mean task completion time difference of
4.72 s, or a gain of 18 %. Table 4 provides a summary of the
time to task completion results.

Fig. 9 Trajectory described by a user in the C2 configuration in the
multimodal complementary condition, Mc. The colour code of the tra-
jectory represents the evolution of the displacement through time

Table 4 Average task time for each experimental condition

Mr Mc

C1 32.21 21.09

C2 29.56 26.10

C3 19.49 14.02

C4 37.39 30.50

C5 12.08 12.98

C6 26.28 24.02

Mean 26.17 21.45

σ 9.13 6.88

Some of the participants who performed the experiment
in the multimodal redundant condition noticed that having
both haptic and auditory signatures was sometime useful as
it offered two ways for identifying the target of interest. Based
on such a comment, this suggests that in such a condition,
more cognitive effort was required since two mental rep-
resentations should be maintained. These observations sup-
port the idea that the multimodal complementary method was
more suitable for the proposed task.

In a more general way, it is interesting to note that these
conclusions are in line with the psychophysical characteris-
tics of the human being in regards to both channels. Regard-
ing the physiological characteristics of haptic perception,
various works have indeed supported the idea that haptics
is more suited to this particular selection task than to the
perception of spatial properties, which is more appropriate
for the audio modality [15,32]. Moreover, we note that the
design choice concerning the use of the audio modality for
identification and localisation of targets of interest is also
reinforced by the study presented in [40], which shows that
even in an environment presenting 19 sound sources, with
appropriate training, listeners were able to get a thorough
knowledge of the spatial arrangement of the sources.

6 Conclusion

Many situations of interaction within a 3D numerical envi-
ronment may necessitate identification, localization, and
selection of an entity of interest than may be occluded by
one or more distractors. In the literature we observed that
many works have addressed such a situation by mean of the
visual feedback. Considering the multimodal capabilities of
humans, we believe that haptic and auditory feedback can
offer a more natural means of interaction for such a task. In
this regard, several audio and/or haptic methods have been
proposed and evaluated. The originality of our work resides
in the fact that the strengths and weaknesses of each channel
have been analysed.

In a non-visual 3D environment, audio, haptic, and com-
bined multimodal feedback have been investigated in the
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context of the selection of a specified target among a num-
ber of distractors in a virtual spatial environment. Following
the analysis of results and the comments of participants of
the first study, a modified multimodal approach which com-
bines the advantages offered by each channel was proposed
and evaluated. The audio feedback allowed subjects to easily
locate and distinguish each target in the 3D space and there-
fore to approach the area of the desired target as desired. On
the other hand, haptic feedback provided a useful and effort-
less guidance towards the precise target position for selection.
Analysis of objective and subjective results indicated that the
proposed optimized multimodal approach was the best suited
for the completion of the task in terms of required time as
well as the spatial precision of target selection.

The goal of this study was to evaluate the use of haptic and
audio modalities to accomplish spatial identification, local-
isation, and selection tasks, thereby reducing the workload
of the visual channel from complex situations. As a future
work, experimental studies will be carried out in order to
determine how good an audio/haptic rendering can perform
when compared to a visual condition. To achieve this goal,
we are investigating an audio/haptic association that can offer
the best condition for localization and selection tasks. In par-
ticular, the audio and haptic cues will be further developed
and evaluated in isolation before the multimodal association.

At the same time, based on the experimental results
reported here, we are now developing a Social Soccer Game
which takes advantage of multimodal feedback to comple-
ment the visual feedback in three different situations. Firstly,
when the ball is called by a team-mate, the sound of the
running player is rendered in 3D to the player having the
ball. The binaural audio aspect is exploited in order to let
the player who has the ball know in which direction the ball
should be kicked. Secondly, each interaction with the ball is
perceived via vibrotactile rendering. Hence, controlling the
ball is conveyed via a continuous haptic feedback while a
kick is haptically rendered throughout a sawtooth wave. In
contrast to the study reported here, the vibrotactile feedback
will be presented to the sole of the foot of the user. We are
currently running preliminary evaluations in order to design
a set of easily identifiable tactons in this multimodal (visual,
audio, haptic) rendering condition.
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