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Abstract
In this paper we study the a posteriori error estimates for the Navier–Stokes equa-
tions. The problem is discretized using the finite element method and solved using the
Newton iterative algorithm. A posteriori error estimate has been established based on
two types of error indicators. Finally, numerical experiments and comparisons with
previous works validate the proposed scheme and show the effectiveness of the studied
algorithm.
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1 Introduction

Let � be a connected open domain in IRd , d = 2, 3, with a Lipschitz continuous
boundary ∂�. We consider, for a positive constant viscosity ν, the following system:

−ν�u + (u · ∇)u + ∇ p = f in�

div u = 0 in�

u = 0 on ∂�,

(1.1)
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where the unknowns are the velocity u and the pressure p of the fluid. The right-hand
side f belongs to H−1(�)d , the dual of the Sobolev space H1

0 (�)d .
Using P1 Lagrange finite elements for the pressure and P1-bubble Lagrange finite

elements for the velocity, the discrete variational problem amounts to a system of non-
linear equations. In order to solve it we propose an iterative Newton algorithm which
consists at each iteration to solve a linearized problem.We establish the corresponding
a posteriori error estimates. Thus, two sources of error appear, due to linearization and
discretization. Finally, we perform numerical results that are compared with previous
works to show the effectiveness of proposed algorithm.

Many references use the Newton method for the finite element method applied
to the Navier–Stokes system, we can cite for instance [12,21,25] and the references
inside.

The a posteriori analysis controls the overall discretization error of a problem by
providing error indicators easy to compute.Once these error indicators are constructed,
their efficiency can be proven by bounding each indicator by the local error. This anal-
ysis was first introduced by Babuška [3], and developed by Verfürth [26]. The present
work investigates a posteriori error estimates of the finite element discretization of the
Navier–Stokes equations in polygonal domains. In fact, many works have been car-
ried out in this field. In [10], El Akkad, El Khalfi and Guessous proposed a numerical
solution of the incompressible Navier–Stokes equations based on an algorithm of dis-
cretization by mixed finite elements with a posteriori error estimation of the computed
solutions. Other works for the a posteriori estimation of stationary Navier–Stokes have
been introduced in [19], [20] and [24]. In [6], Bernardi, Hecht and Verfürth consid-
ered a variational formulation of the three-dimensional Navier–Stokes equations with
mixed boundary conditions and they proved that it admits a solution if the domain
satisfies a suitable regularity assumption. In addition, they established a priori and
a posteriori error estimates. As well, in [16], Ervin, Layton and Maubach present
locally calculable a posteriori error estimators for the basic two-level discretization of
the Navier–Stokes equations. In some situations and problems, the a posteriori error
estimates is based on linearization and discretization errors in the context of an adap-
tive procedure. This type of analysis was introduced by Chaillou and Suri [8,9] for a
general class of problems characterized by strongly monotone operators. It had been
developed by El Alaoui, Ern and Vohralík [11] and by Ern and Vohralík [13], for a
class of second-order monotone quasi-linear diffusion-type problems approximated
by piecewise affine, continuous finite elements.

In [5], We discretized and linearized the problem using an iterative method called
the fixed-point algorithm, established corresponding a posteriori error estimates and
showed numerical investigations for academic application and the Lid-Driven cavity
test. In this paper, we discretise and linearize Navier–Stokes system using the Newton
iterative method, establish the corresponding a posteriori error estimates and show
that this method is more efficient than the fixed-point one (introduced in [5]) in term
of CPU time of computation specially for the Lid-Driven cavity test. In fact, it is well
known that the convergence of the Newton method depends on the initial guess but in
our applications, a specific treatment is introduced to overcome this difficulty.

The outline of the paper is as follows. In Sect. 2, we present the variational formu-
lation of Navier–Stokes problem (1.1). We introduce in Sect. 3 the discrete variational
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problem. The Newton iterative algorithm is presented in Sect. 4. A posteriori analysis
of the iterative algorithm is performed in Sect. 5. Section 6 is devoted to the numerical
experiments.

2 Preliminaries

We describe in this section the Navier–Stokes problem (1.1) together with its varia-
tional formulation. First of all, we recall the main notion and results which we use
later on. For the domain�, denote by L p(�) the space of measurable functions v such
that |v|p is integrable. For v ∈ L p(�), the norm is defined by

‖ v ‖L p(�)=
(∫

�

|v(x)|pdx
)1/p

.

We consider the following space

X = H1
0 (�)d =

{
v = (vi ) ∈ L2(�)d; ∇vi ∈ L2(�)d; v|∂�

= 0

}
,

and its dual space H−1(�)d .
We denote by L2

0(�) the space of functions in L2(�) with zero mean-value on �.

M = L2
0(�) =

{
q ∈ L2(�);

∫
�

q dx = 0

}
.

We recall the Sobolev imbeddings (see Adams [1], Chapter 3).

Lemma 2.1 For all j ≤ 6 and d = 2, 3, there exists a positive constant S j such that

∀v ∈ H1
0 (�), ‖ v ‖L j (�)≤ S j |v|1,�. (2.1)

We now assume that the data f belongs to H−1(�)d . Then the system (1.1) is
equivalent to the following variational problem:

Find u ∈ X , p ∈ M such that

∀v ∈ X , a(u, v) + c(u;u, v) + b(v, p) = 〈f, v〉,
∀q ∈ M, b(u, q) = 0,

(2.2)

where the bilinear forms a(., .) and b(., .) and the trilinear form c(., ., .) are defined
by
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a(u, v) = ν

∫
�

∇u∇v dx,

b(v, q) = −
∫

�

q div v dx,

c(w;u, v) =
∫

�

(w.∇)uv dx.

(2.3)

Furthermore, the bilinear form b(., .) satisfies the following inf-sup condition (see
[17], Chapter I, Equation (5.14) for instance)

inf
q∈M,q 	=0

sup
v∈X

b(v, q)

‖ v ‖X‖ q ‖M = β > 0. (2.4)

The existence and the conditional uniqueness of the solution (u, p) of problem
(2.2) is given in [17] (Chapter IV, Section 2). Furthermore, the solution of the problem
(2.2) verify the bound:

|u|1,� ≤ c

ν
||f ||−1,�. (2.5)

In order to calculate the a posteriori error estimate, we introduce the Stokes equa-
tions which are defined as follows:

−ν�u + ∇ p = f in �

div u = 0 in �

u = 0 on ∂�.

(2.6)

Using the previous notation, the Stokes problem amounts to the following varia-
tional form:

Find u ∈ X , p ∈ M such that

∀v ∈ X , a(u, v) + b(v, p) = 〈f, v〉,
∀q ∈ M, b(u, q) = 0.

(2.7)

The existence and the uniqueness of the solution (u, p) ∈ X × M of problem (2.7)
is given in [17, Chapter I, Section 5.1].

We introduce the following Stokes operator S:

S : H−1(�)d → X × M

f �→ Sf = (w, ξ),

where (w, ξ) is the solution of the Stokes problem (2.7). We have then the following
bound:

|| Sf ||X×M ≤ c ‖ f ‖−1,�, (2.8)

where c is a positive constant independent of f .
We define also the function G given by

G : X → H−1(�)d

w �→ G(w) = (w.∇)w − f
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and we introduce the map F on X × M such that for all V = (v, q) we have

F(V) = V + SG(v).

Then, Problem (2.2) can be equivalently written as

F(U) = 0, (2.9)

where U = (u, p).

Remark 2.2 In the sequel, we denote by C a generic constant that can vary from line
to line but is always independent of all discretization parameters.

3 Finite element discretization

This section collects some useful notation concerning the discrete setting and the a
priori estimate.

We assume that � is a polygon when d = 2 or polyhedron when d = 3, so it
can be completely meshed. Now, we describe the discretization space. Let (Th)h be a
regular family of triangulations of �, which is a set of closed non degenerate triangles
or tetrahedra, called elements, satisfying,

• for each h, �̄ is the union of all elements of Th ;
• the intersection of two distinct elements of Th is either empty, a common vertex,
or an entire common edge or face;

• the ratio of the diameter of an element K in Th to the diameter of its inscribed
circle or ball is bounded by a constant independent of h.

As usual, h stands for the maximum of the diameters hK , K ∈ Th .
Let (Xh, Mh) be the couple of discrete spaces corresponding to (X , M) defined as
follow :

Mh =
{
qh ∈ M, ∀K ∈ Th, qh|K ∈ P1(K )

}
and

Xh =
{
vh ∈ X , ∀K ∈ Th, vh|K ∈ (P1(K )-bubble)d

}

where P1(K ) stands for the space of restrictions to K of affine functions. P1(K )-
bubble is the sum of a polynomial of P1(K ) and a “bubble” function bK . Denoting
the vertices of K by ai , 1 ≤ i ≤ d + 1, and its corresponding barycentric coordinates
by λi , the basic bubble function bK is the polynomial of degree three

bK (x) = λ1(x) . . . λd+1(x).

We observe that bK (x) = 0 on ∂K and that bK (x) > 0 on K . The graph of bK looks
like a bubble attached to the boundary of K , hence its name.
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We then consider the following finite element discretization of Navier–Stokes prob-
lem (2.2), obtained by the Galerkin method:

Find uh ∈ Xh , ph ∈ Mh such that

∀vh ∈ Xh, ν

∫
�

∇uh∇vhdx +
∫

�

(uh .∇)uhvhdx −
∫

�

phdiv vh dx = 〈f, vh〉,

∀qh ∈ Mh,

∫
�

qh div uh dx = 0.

(3.1)
In order to solve the discrete problem (3.1), we introduce the following space

Vh =
{
vh ∈ Xh; ∀qh ∈ Mh, −

∫
�

qhdiv vhdx = 0

}
.

Problem (3.1) is then equivalent to the problem:
Find uh ∈ Vh such that

∀vh ∈ Vh, ν

∫
�

∇uh∇vhdx +
∫

�

(uh .∇)uhvhdx = 〈f, vh〉. (3.2)

Problem (3.1) can be equivalently written as the following

Fh(Uh) = 0, (3.3)

where Fh is a map on Xh × Mh given by

Fh(Uh) = Uh + ShG(uh),

such that the operator Sh is the discrete Stokes operator which associates to each
f ∈ H−1(�)d the solution Uh = (uh, ph) of the following discrete Stokes problem:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Trouver uh ∈ Xh, ph ∈ Mh tels que

∀vh ∈ Xh, ν

∫
�

∇uh∇vhdx −
∫

�

phdiv vh dx = 〈f, vh〉,

∀qh ∈ Mh,

∫
�

qh div uh dx = 0.

(3.4)

The discrete Stokes operator Sh verifies, for each f ∈ H−1(�)d , the following
bound (see [17]):

|| Shf ||X×M ≤ c ‖ f ‖−1,� . (3.5)

Theorem 3.1 [17] Problem (3.1) admits at least one solution Uh = (uh, ph) ∈ Xh ×
Mh verifying the estimate

||Uh ||X×M ≤ c ‖ f ‖−1,�,
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where c is a positive constant independent of Uh. Furthermore, if u ∈ H2(�)d and
p ∈ H1(�), we have the following a priori error estimate:

|u − uh |1,�+ ‖ p − ph ‖0,�≤ Ch,

where C is a positive constant independent of h but depends on u, p and �.

For the proof of the previous theorem, we refer to [17] (Chapter 4, Theorem 4.1).

It is well known that the proof of the uniqueness of the solution of Problem (3.1)
requires a specific condition and treatment. In fact, either we impose conditions on the
data f called the smallness condition (see [17]), or we allow the existence of several
solutions and we decide to discrete the nonsingular solution of (2.2) defined as:

Definition 3.2 We define a nonsingular solution U of Problem (2.2) by the two con-
ditions:

(1) F(U) = 0.
(2) DF(U) is an isomorphism of X × M .

We have the following existence and uniqueness result of the solution of Problem
(3.1):

Theorem 3.3 [17] Let U be a nonsingular solution of Problem 2.9. Then, there exists
a neighborhoodO ofU of radius independent of h and a positive real number h0 such
that for each h ≤ h0, Problem (3.3) admits a unique nonsingular solution in O.
Furthermore, if u ∈ H2(�)d and p ∈ H1(�), we have the following a priori error
estimate:

|u − uh |1,�+ ‖ p − ph ‖0,�≤ Ch,

where C is a positive constant independent of h.

4 Newton iterative algorithm

There exist in the literature many iterative algorithms to solve the Navier–Stokes
discrete problem. For instance, we refer to [7] for a time dependent discrete problem
(even for steady state problem), to [2] for a stabilized finite element method,. . .. In
[5], we study a very simple iterative algorithm which linearizes the discrete problem
and starts with an initial guess u0h . We propose in this section to solve Problem (3.3)
by using Newton iterative algorithm, to establish the corresponding a posteriori error
estimates and to compare the numerical results with [5].

To compute the solution of the nonlinear problem (3.3), we propose the following
Newton algorithm:

{
Having uih ∈ Xh, compute Ui+1

h = (ui+1
h , qi+1

h ) ∈ Xh × Mh such that

DFh(Ui
h)(U

i+1
h − Ui

h) = −Fh(Ui
h).

(4.1)
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Algorithm (4.1) can be explicitly given by the following:
Let u0h be an initial guess. We introduce, for i ≥ 0, the following algorithm:

Find ui+1
h ∈ Xh , p

i+1
h ∈ Mh such that

∀vh ∈ Xh, ν

∫
�

∇ui+1
h ∇vh dx +

∫
�

(uih · ∇)ui+1
h vh dx +

∫
�

(ui+1
h .∇)uihvh dx

−
∫

�

pi+1
h div vh dx

= 〈f, vh〉 +
∫

�

(uih .∇)uihvh dx,

∀qh ∈ Mh,

∫
�

qh div ui+1
h dx = 0. (4.2)

We clearly see that problem (4.2) has the following form:
Find ui+1

h ∈ Vh such that

∀ vh ∈ Vh, ν

∫
�

∇ui+1
h ∇vh dx +

∫
�

(uih .∇)ui+1
h vh dx +

∫
�

(ui+1
h .∇)uihvh dx

= 〈f, vh〉 +
∫

�

(uih .∇)uihvh dx.

(4.3)

Remark 4.1 In [5], we have introduced the following algorithm

∀vh ∈ Xh, ν

∫
�

∇ui+1
h ∇vh dx+

∫
�

(uih .∇)ui+1
h vh dx−

∫
�
pi+1
h div vh dx=〈f, vh〉,

∀qh ∈ Mh ,

∫
�
qh div ui+1

h dx = 0. (4.4)

The convergence properties of (4.4) and ofmore sophisticated linearization algorithms
have been proved, see [4] among others. For instance, the convergence is faster for
the Newton’s algorithm (4.2), but it only holds for a very accurate choice of the initial
value (even solving a Stokes problem as an initial step can lead to a divergence of
the algorithm for high values of the Reynolds number, i.e. when the solution of the
Navier–Stokes is not unique, see [22, Section 4.3.1]). We will see in the last section
that we can overcome this difficulty by a specific technique when we show numerical
results for the cavity problem.

Remark 4.2 The following technics of a posteriori error estimates based on two types
of indicators (discretization and linearization) can be followed for almost iterative
algorithm.

To prove the existence and uniqueness of the solution of Problem (4.2), we shall
introduce the following two lemmas:

Lemma 4.3 DFh(Vh) is Lipschitz-continuous with respect to Vh and for each Uh =
(uh, ph) and Vh = (vh, qh) in Xh × Mh, there exists K > 0 such that
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‖ DFh(Uh) − DFh(Vh)
) ‖L(Xh×Mh)≤ K ||Uh − Vh ||Xh×Mh .

Proof For all Uh = (uh, ph) and Vh = (vh, qh) in Xh × Mh , We have

‖ DFh(Uh) − DFh(Vh)
) ‖L(Xh×Mh)=‖ Sh(DG(uh) − DG(vh))

) ‖L(Xh×Mh) .

(4.5)
By using (3.5), we get for all zh ∈ Xh the following bound:

‖ Sh
(
DG(uh).zh − DG(vh).zh

) ‖Xh×Mh≤ c ‖ DG(uh).zh − DG(vh).zh ‖−1,� .

(4.6)
We observe that

DG(uh) · zh − DG(vh).zh = zh .∇(uh − vh) + (uh − vh).∇zh, (4.7)

hence
‖ (

DG(uh) − DG(vh)
)
.zh ‖−1,�≤ 2S24 |uh − vh |1,�|zh |1,�. (4.8)

Thus, combining (4.5), (4.6) and (4.8) yields the desired property. �
Lemma 4.4 [17] Let Uh = (uh, ph) be a nonsingular solution of Problem (3.3) and
let Vh = (vh, qh) ∈ Xh × Mh. we define

γh = ||{DFh(Uh)}−1||L(Xh×Mh),

μh = ||DFh(Uh) − DFh(Vh)||L(Xh×Mh).

Then, under the condition γhμh < 1, DFh(Vh) is an isomorphism of Xh × Mh and
we have

||{DFh(Vh)}−1||L(Xh×Mh) ≤ γh

1 − γhμh
.

The previous two lemmas allows us to get the existence, uniqueness and the con-
vergence of the solution of Problem (4.2):

Theorem 4.5 Let Uh = (uh, ph) be a nonsingular solution of Problem (3.3). There
exists a positive real number α such that for each initial guessU0

h in the ball B(Uh, α)

of center Uh and radius α, the algorithm (4.2) admits a unique solution Un+1
h ∈

B(Uh, α) which converges to Uh.

Proof Lemma 4.3 deduces that DFh(Vh) is Lipschitz-continuous with respect to Vh

and for each Uh = (uh, ph) and Vh = (vh, qh) in ∈ Xh × Mh , there exists a real
K > 0 such that

‖ DFh(uh) − DFh(vh) ‖L(Xh×Mh)≤ K ||Uh − Vh ||Xh×Mh .

Let Uh be a nonsingular solution of (3.3) and Vh ∈ Xh × Mh . By introducing the
following variables of Lemma 4.4:

γh = ||{DFh(Uh)}−1||L(Xh×Mh),

μh = ||DFh(Uh) − DFh(Vh)||L(Xh×Mh),
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we get

γhμh ≤ γhK ||Uh − Vh ||Xh×Mh

and then for each Vh ∈ B(Uh, α) for α ≤ 1

2γhK
, we have:

γhμh ≤ γhK ||Uh − Vh ||Xh×Mh

≤ γhKα

≤ 1

2
.

Then by applying Lemma 4.4 we get the following bound:

||{DFh(Vh)}−1||L(Xh×Mh) ≤ γh

1 − γhμh

≤ 2γh .

On the other hand,we considerAlgorithm (4.2)where the initial guessU0
h ∈ B(Uh, α).

We proceed by induction: for Un
h ∈ B(Uh, α), {DFh(Un

h)}−1 exists and we have

Un+1
h − Uh = Un

h − Uh + {DFh(Un
h)}−1 · (Fh(Uh) − Fh(Un

h))

= {DFh(Un
h)}−1

∫ 1

0
[DFh(Un

h + t(Uh − Un
h)) − DFh(Un

h)]
×(Uh − Un

h)dt .

Lemma 4.3 gives

||Un+1
h − Uh ||Xh×Mh ≤ γhK ||Un

h − Uh ||Xh×Mh

≤ 1

2
||Un

h − Uh ||Xh×Mh .

Consequently, Un+1
h is in the ball B(Uh, α) and the sequence Un

h converges to Uh .

�
In what follows, for simplicity reasons, we suppose d = 2. In fact, this work can

easily be extended to d = 3 but requires some more technicalities.

5 A posteriori error analysis

We start this section by introducing some additional notation needed for constructing
and analyzing the error indicators in the sequel.
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For any element K ∈ Th we denote by E(K ) the set of its edges and we set

Eh =
⋃
K∈Th

E(K ).

With any edge e ∈ Eh we associate a unit vector n such that n is orthogonal to e.
We split E(K ) in the form

E(K ) = EK ,∂� ∪ EK ,�,

where EK ,∂� is the set of edges in E(K ) that lie on ∂� and EK ,� = E(K ) \ EK ,∂�.
Furthermore, for K ∈ Th and e ∈ Eh , let hK and he be their diameter and length
respectively. An important tool in the construction of bounds for the total error is
Clément’s interpolation operator Rh with values in Xh . The operator Rh satisfies,
for all v ∈ H1

0 (�), the following local approximation properties (see Verfürth, [26],
Chapter 1):

‖ v − Rhv ‖L2(K ) ≤ ChK |v|1,�K ,

‖ v − Rhv ‖L2(e) ≤ Ch1/2e |v|1,�e ,

where �K and �e are the following sets:

�K =
⋃ {

K ′ ∈ Th; K ′ ∩ K 	= ∅
}

and �e =
⋃ {

K ′ ∈ Th; K ′ ∩ e 	= ∅
}
.

We now recall the following properties (see Verfürth, [26], Chapter 1): Let r be a
positive integer. For all v ∈ Pr (K ), the following properties hold

C ‖ v ‖L2(K )≤‖ vb1/2K ‖L2(K )≤‖ v ‖L2(K ) (5.1)

|v|1,K ≤ Ch−1
K ‖ v ‖L2(K ) , (5.2)

where bK is the bubble function of the element K .
Finally, we denote by [vh] the jump of vh across the common edge e of two adjacent

elements K , K ′ ∈ Th . We have now provided all prerequisites to establish bounds for
the total error.

We start the a posteriori analysis of the iterative algorithm. In order to prove an
upper bound of the error, we first introduce an approximation fh of the data f which
is constant on each element K of Th . Then, we distinguish the discretization and
linearization errors. We first write the weak residual equation.

Let (u, p) and (uih, p
i
h) be the solutions of (2.2) and (4.2), for all v ∈ X and

vh ∈ Xh , we have:
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ν

∫
�

∇u∇v dx +
∫
�

(u.∇)uv dx −
∫
�
p div v dx − ν

∫
�

∇ui+1
h ∇v dx

−
∫
�

(uih .∇)ui+1
h v dx −

∫
�

(ui+1
h .∇)uihv dx +

∫
�

(uih .∇)uihv dx +
∫
�
pi+1
h div v dx

= 〈f, v − vh〉 − ν

∫
�

∇ui+1
h ∇(v − vh) dx −

∫
�

(uih .∇)ui+1
h (v − vh) dx

−
∫
�

(ui+1
h .∇)uih(v − vh) dx +

∫
�

(uih .∇)uih(v − vh) dx +
∫
�
pi+1
h div (v − vh) dx.

(5.3)

Adding and subtracting
∫

�

(ui+1
h .∇)ui+1

h v dx and using the Green formula, give

ν

∫
�

∇u∇v dx +
∫

�

(u.∇)uv dx −
∫

�

p div v dx

− ν

∫
�

∇ui+1
h ∇v dx −

∫
�

(ui+1
h .∇)ui+1

h v dx +
∫

�

pi+1
h div v dx

=
∑
K∈Th

∫
K
(f − fh)(v − vh) dx +

∫
�

(
(uih − ui+1

h ).∇)
ui+1
h v dx

+
∫

�

(
(ui+1

h − uih).∇)uihv dx

+
∑
K∈Th

{ ∫
K
(fh + ν�ui+1

h − (uih .∇)ui+1
h − (ui+1

h .∇)uih

+ (uih .∇)uih − ∇ pi+1
h )(v − vh) dx

− 1

2

∑
e∈EK ,�

∫
e
[ν ∂ui+1

h

∂n
− pi+1

h n].(v − vh) dτ

}

(5.4)

where τ denotes the tangential coordinate on ∂K .
On the other hand, for all q ∈ L2(�)

b(u − ui+1
h , q) =

∫
�

q div ui+1
h dx. (5.5)

We now define the local linearization indicator η
(L)
K ,i and the local discretization

indicator η
(D)
K ,i , corresponding to an element K ∈ Th , by:

η
(L)
K ,i = |ui+1

h − uih |1,K , (5.6)

η
(D)
K ,i = hK ‖ fh + ν�ui+1

h − (uih .∇)ui+1
h − (ui+1

h .∇)ui+1
h + (uih .∇)uih − ∇ pi+1

h ‖L2(K )

+1

2

∑
e∈EK ,�

h1/2e ‖
[
ν

∂ui+1
h

∂n
− pi+1

h n

]
‖L2(e) + ‖ div ui+1

h ‖L2(K ) . (5.7)
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We can now state the first result of this section:

Theorem 5.1 Let U = (u, p) be a nonsingular solution of Problem (2.2) and Ui+1
h =

(ui+1
h , pi+1

h ) ∈ Xh × Mh be the solutions of the iterative problem (4.2). Then, there

exists a neighborhoodO of U in X such that any solution Ui+1
h of problem (4.2) inO

satisfies the following a posteriori error estimate

||u − ui+1
h ||1,�+ ‖ p − pi+1

h ‖L2(�)≤ C

⎛
⎝ ∑

K∈Th
(
(
η
(D)
K ,i

)2 + h2K ‖ f − fh ‖2L2(K )
)

⎞
⎠
1/2

+C ′
⎛
⎝ ∑

K∈Th

(
η
(L)
K ,i

)2
⎞
⎠
1/2

.

Proof Let U = (u, p) be a nonsingular solution of Problem (2.2) and Ui+1
h =

(ui+1
h , pi+1

h ) ∈ Xh × Mh be the solutions of the iterative problem (4.2). Owing to
Lemma 4.3, it follows from [23] (see also [26, Prop. 2.2]) that, for any Ui+1

h in a
appropriate neighborhood O of U

||U − Ui+1
h ||X×M ≤ C ‖ Ui+1

h + SG(ui+1
h ) ‖X×M . (5.8)

By using (2.8), we have

||U − Ui+1
h ||X×M ≤ C ‖ S

(
S−1Ui+1

h + G(ui+1
h )

) ‖X×M

≤ c C ‖ S−1Ui+1
h + G(ui+1

h ) ‖X ′ .
(5.9)

It follows from the properties of S and the relations (5.4) and (5.5), that (5.9) can
equivalently be written as follow

||U − Ui+1
h ||X×M ≤ c C

⎛
⎜⎝sup

v∈X
v 	=0

〈f − fh, v − vh〉 + 〈R, v − vh〉
|v|1,�

+ sup
v∈X
v 	=0

∫
�

(
(ui+1

h − uih).∇
)
uihv dx

|v|1,�

+ sup
v∈X
v 	=0

∫
�

(
(ui+1

h − uih).∇
)
ui+1
h v dx

|v|1,� + sup
q∈M
q 	=0

∫
�

q div ui+1
h dx

‖ q ‖L2(�)

⎞
⎟⎟⎠ , (5.10)

where

〈R, v − vh〉 =
∑
K∈Th

{ ∫
K
(fh + ν�ui+1

h − (uih .∇)ui+1
h − (ui+1

h .∇)uih
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+(uih .∇)uih − ∇ pi+1
h )(v − vh) dx

−1

2

∑
e∈EK ,�

∫
e
[ν ∂ui+1

h

∂n
− pi+1

h n].(v − vh) dτ

}
.

Taking vh equal to the imageRhv of v by the Clément operator in (5.10), we obtain
the desired estimate for ||U − Ui+1

h ||X×M .

�
We address now the efficiency of the previous indicators.

Theorem 5.2 For each K ∈ Th, the following estimates hold for the indicators η
(L)
K ,i

defined in (5.6)
η

(L)
K ,i ≤‖ u − ui+1

h ‖1,K + ‖ u − uih ‖1,K , (5.11)

and for the indicators η
(D)
K ,i defined in (5.7)

η
(D)
K ,i ≤ C

(
η
(L)
K ,i+ ‖ u − ui+1

h ‖1,ωK + ‖ pi+1
h − p ‖L2(ωK ) +

∑
κ⊂ωK

hκ ‖ f − fh ‖L2(κ)

)
,

(5.12)
where ωK is the union of the elements sharing at least one edge with K .

Proof The estimation of the linearization indicator follows easily from the triangle
inequality by introducing u in η

(L)
K ,i . We now estimate the discretization indicator

η
(D)
K ,i . We proceed in two steps:

(i) We start by taking vh = 0 and by adding and subtracting
∫

�

(ui+1
h .∇)uv dx in

(5.3). We obtain

∑
K∈Th

( ∫
K

(fh + ν�ui+1
h − (uih .∇)ui+1

h − (ui+1
h .∇)uih + (uih .∇)uih − ∇ pi+1

h )v
)
dx

= ν

∫
�

∇(u − ui+1
h )∇v dx +

∫
�

(
(u − ui+1

h ).∇)
uv dx −

∑
K∈Th

∫
K

(f − fh)v dx

+1

2

∑
e∈EK ,�

∫
e
[∂u

i+1
h

∂n
− pi+1

h n].v dτ

}
+

∫
�

(
ui+1
h .∇)

(u − ui+1
h )v dx

+
∫

�

(
(ui+1

h − uih).∇
)
ui+1
h v dx +

∫
�

(
(uih − ui+1

h ).∇)
uihv dx +

∫
�

(pi+1
h − p) div v dx.

(5.13)
We choose v = vK such that

vK =
{

(fh + ν�ui+1
h − (uih .∇)ui+1

h − ∇ pi+1
h )bK on K

0 on � \ K ,
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where bK is the bubble function of the element K . We get the following equation:

∑
K∈Th

∫
K

(fh + ν�ui+1
h − (uih .∇)ui+1

h − (ui+1
h .∇)uih + (uih .∇)uih − ∇ pi+1

h )2bK dx

= ν

∫
�

∇(u − ui+1
h )∇vK dx +

∫
�

(
(u − ui+1

h ).∇)
u vK dx −

∑
K∈Th

∫
K

(f − fh)vK dx

+
∫
�

(ui+1
h .∇)(u − ui+1

h )vK dx +
∫
�

(
(ui+1

h − uih).∇)
ui+1
h vK dx

+
∫
�

(
(uih − ui+1

h ).∇)
uihvK dx +

∫
�

(pi+1
h − p) div vK dx.

(5.14)
By usingCauchy–Schwarz inequality, (5.1) and (5.2), we obtain the following estimate
of the first term of the local discretization estimator η

(D)
K ,i

hK ‖ fh + ν�ui+1
h − (uih .∇)ui+1

h − (ui+1
h .∇)uih + (uih .∇)uih − ∇ pi+1

h ‖L2(K )

≤ C

(
‖ u − ui+1

h ‖1,K +hK ‖ f − fh ‖L2(K ) + ‖ pi+1
h − p ‖L2(�) + η

(L)
K ,i

)
.

(5.15)
(ii) We now estimate the second term of η

(D)
K ,i . Rewriting (5.13), we infer

1

2

∑
e∈EK ,�

∫
e
[∂u

i+1
h

∂n
− pi+1

h n].v dτ

=
∫
K
(fh + ν�ui+1

h − (uih .∇)ui+1
h − (ui+1

h .∇)uih + (uih .∇)uih − ∇ pi+1
h )v dx

+ν

∫
�

∇(ui+1
h − u)∇v dx +

∫
�

(
(ui+1

h − u).∇)
uv dx +

∑
K∈Th

∫
K
(f − fh)v dx

+
∫

�

(ui+1
h .∇)(ui+1

h − u)v dx +
∫

�

(
(uih − ui+1

h ).∇)
ui+1
h v dx

+
∫

�

(
(ui+1

h − uih).∇
)
uihv dx +

∫
�

(p − pi+1
h ) div v dx.

(5.16)
We choose v = ve such that

ve =

⎧⎪⎨
⎪⎩
Le,κ

([∂ui+1
h

∂n
− pi+1

h n
]
be

)
κ ∈ {K , K ′}

0 on � \ (K ∪ K ′)

where be is the edge-bubble function, K ′ denotes the other element of Th that share e
with K and Le,κ is a lifting operator from e into κ mapping polynomials vanishing on
∂e into polynomials vanishing in ∂κ\e and constructed from a fixed operator on the
reference element (see Verfürth, [26]). Furthermore, we have for all v ∈ Pr (e), the
following properties
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C ‖ v ‖L2(e) ≤ ‖ vb1/2e ‖L2(e) ≤ ‖ v ‖L2(e), (5.17)

and
||Le,κv||L2(κ) + he|Le,κv|1,κ ≤ Ch1/2e ‖ v ‖L2(e) . (5.18)

Using Cauchy–Schwarz inequality, (5.17) and (5.18) we get

h1/2e ‖ [ ∂ui+1
h

∂n
− pi+1

h n
] ‖2L2(e)

≤ (ν + 2C

ν
‖ f ‖0,�) ‖ u − ui+1

h ‖1,K∪K ′ ‖ ve ‖L2(e) +he ‖ f − fh ‖L2(K∪K ′)‖ ve ‖L2(e)

+ he ‖ fh + ν�ui+1
h − (uih .∇)ui+1

h − (ui+1
h .∇)uih + (uih .∇)uih − ∇ pi+1

h ‖L2(K∪K ′)‖ ve ‖L2(e)

+ ‖ pi+1
h − p ‖L2(K∪K ′)‖ ve ‖L2(e) +2C

ν
‖ f ‖0,� η

(L)
K ,i ‖ ve ‖L2(e),

(5.19)
with

‖ ve ‖L2(e)≤ c ‖
[
ν
∂ui+1

h

∂n
− pi+1

h n
]

‖L2(e) .

Thus, we have estimated the second term of the local discretization indicator η
(D)
K ,i .

(iii) Finally, we take q = qK in (5.5) such that

qK =
{
div ui+1

h on K

0 on � \ K

We obtain
‖ div ui+1

h ‖L2(K )≤‖ u − ui+1
h ‖1,K . (5.20)

Collecting the bounds above leads to the final result

η
(D)
K ,i ≤ C

(
‖ u − ui+1

h ‖1,ωK +
∑

κ⊂ωK

hκ ‖ f − fh ‖L2(κ) + ‖ pi+1
h − p ‖L2(ωK ) + η

(L)
K ,i

)
.

�
Corollary 5.3 If we use the following local stopping criteria (proceeding as in [11] or
[13])

η
(L)
K ,i ≤ γKη

(D)
K ,i , ∀K ∈ Th,

where γK is a positive parameter corresponding to the element K such that γKC < 1
(C is the constant of the previous theorem), we have

η
(D)
K ,i ≤ c

(
‖ u − ui+1

h ‖1,ωK + ‖ pi+1
h − p ‖L2(ωK ) +

∑
κ⊂ωK

hκ ‖ f − fh ‖L2(κ)

)
.
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According to standard criteria, these estimates of the local linearization and discretiza-
tion indicators are fully optimal [26]. In fact we observe that, up to the terms involving
the data, the error is bounded by a constant times the sum of all indicators. As well,
the indicators are bounded by the error in a neighborhood of K or e.

Instead the local stopping criteria introduced in the previous corollary, we can
introduce a global one. In fact we introduce the global linearization error indicator
η

(L)
i and discretization error indicator η

(D)
i defined by

η
(L)
i =

( ∑
K∈Th

(
η

(L)
K ,i

)2)1/2

,

η
(D)
i =

( ∑
K∈Th

(
η

(D)
K ,i

)2)1/2

.

Corollary 5.4 If we use the following global stopping criterion (proceeding as in [11]
or [13])

η
(L)
i ≤ γ η

(D)
i ,

where γ is a positive parameter such that γC < 1 (C is the constant of the previous
theorem), we have

η
(D)
i ≤ c

(
‖ u − ui+1

h ‖1,� + ‖ u − uih ‖1,� + ‖ pi+1
h − p ‖L2(�) +

∑
K⊂�

hK ‖ f − fh ‖L2(K )

)
.

6 Numerical results

In this section, we present numerical results for the Navier–Stokes Newton iterative
algorithm (4.2) with the adaptive strategy and we compare with those obtained in [5]
by the following modified fixed-point algorithm:

∀vh ∈ Xh , ν

∫
�

∇ui+1
h ∇vh dx +

∫
�

(ũih .∇)ui+1
h vh dx −

∫
�
pi+1
h div vh dx = 〈f, vh〉,

∀qh ∈ Mh ,

∫
�
qh div ui+1

h dx = 0,

(6.1)
where

ũih = uih + ũi−1
h

2
.

These simulations have been performed using the code FreeFem++ due to F. Hecht
and O. Pironneau, see [18]. For the numerical results showed in this work, we consider
the same numerical algorithm of adaptivemesh refinement given in [5] (p. 1048)where
the initial guess u0h is the solution of the Stokes problem with corresponding boundary
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conditions. We consider the same numerical tests treated in [5] and we show the
advantages of Scheme (4.2) compared to (6.1).

6.1 First test case

We consider the square � =]0, 3[2 and ν = 1. Each edge is divided into N equal
segments so that � is divided into 2N 2 triangles. We consider the theoretical solution
(u, p) = (rot ψ, p) where ψ and p are defined as follows

ψ(x, y) = e−30
(
(x−1)2+(y−1)2

)
,

p(x, y) = cos

(
2π

3
x

)
cos

(
2π

3
y

)
.

In [5], we defined and tested two different global stopping criteria:

η
(L)
i ≤ 10−5 Classical stopping criterion , (6.2)

and
η

(L)
i ≤ γ η

(D)
i New stopping criterion, (6.3)

where γ is a positive parameter which balances the discretization and linearization
errors. In [11,13], the authors introduced the new stopping criterion (6.3) and showed
their advantages compared to the classical one (6.2) in term of CPU time of compu-
tation. The comparison is investigated numerically by performing multiple numerical
tests. it is also shown in [5,11] that (6.3) can be a good criterion for the adaptivemethod.
In [5], we consider γ = 0.01 for the fixed-point method applied to the Navier–Stokes
equation and showed again numerically the advantages of (6.3). So, in this work we
will consider the case of (6.3) for γ = 0.01 and will compare the results with those
obtained in [5]

For the numerical results showed in this work, the initial mesh is the uniform mesh
with N = 10. Figures 1, 2, 3 and 4 show the evolution of themesh during the iterations.
We remark that, from an iteration to an other, the mesh is mainly refined in the region
where the velocity takes its higher values.

Figures 5 and 6 present the numerical and the exact first component of the velocity
for the mesh refinement of Figure 4. We observe that the numerical velocity and the
exact velocity are visually similar.

In [5], we showed comparisons between the adaptive and the uniform methods for
Scheme (6.1) and we present the advantages of the adapted mesh method. Here in this
work, we present comparisons of adaptivemethod between the schemes (4.2) and (6.1)
in term of precision and CPU time of computation. Hence, we show the advantages
of the Newton method compared to the fixed-point method despite the conditional
convergence of Newton’s method. In fact, for the academic test considered in this
section, Newton’s algorithm (4.2) converges always. In the next Lid Driven cavity
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Fig. 1 273 vertices

Fig. 2 507 vertices

test, the convergence depends on the initial guess u0h but we will show how we deal
with this disadvantage.
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Fig. 3 891 vertices

Fig. 4 1615 vertices

In Fig. 7, we show comparison in logarithmic scale of the error Er = |u − uh |1,�
|u|1,�

versus the number of unknowns during the iterations. We remark that both methods
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Fig. 5 Numerical velocity

Fig. 6 Exact velocity

(Newton and fixed-point) give the same results. Figure 8 shows the iteration numbers
during the refinement levels, as we can see, the Newton method is more efficient than
the fixed-point method in term of numbers of iterations.
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Fig. 7 Er versus the global vertices number
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Fig. 8 Iterations number versus refinement level

To close the comparisons for this test, we show in Table 1 the CPU time of computa-
tion for each refinement level and for Newton and fixed-point methods.We remark that
Newton’s method is slightly more effective than fixed-point’s method. In the next sec-
tion and for the Lid Driven cavity test when the convergence is relatively slow, we will
see clearly the efficiencies of Newton’s method in term of CPU time of computation.
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Table 1 Comparison of the CPU time for Newton and fixed-point methods

Method Refinement Level
3 4 5 6 7 8 9

Newton 1.45s 0.812s 1.419s 2.567s 4.84s 9.102s 11.493s

Fixed-point 1.537s 1.012s 1.789s 3.204s 7.868s 11.567s 14.1s

Fig. 9 Second refinement level (Re = 9000)

6.1.1 Second test case : Lid Driven cavity

In this section, we consider � =]0, 1[2, recall that ν = 1

Re
where Re is the Reynold

number and complete the Navier–Stokes equations with the following boundary con-
ditions: u = (1, 0) on the lid (top of �) and u = (0, 0) on the sides and the bottom of
�.

In [5], we considered this same test called the Lid Driven Cavity and we cited
several references working on this test case. In this work we will elaborate numerical
results (and comparisons with [5]) using the adaptive mesh method and will give some
numerical comparisons of the stream function ψ such that u = curlψ which verifies
the following variational problem

⎧⎨
⎩

Find ψ ∈ H1
0 (�) such that for all φ ∈ H1

0 (�) we have∫
�

∇ψ ∇φ =
∫

�

curl u φ.
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Fig. 10 Third refinement level (Re = 9000)

To compare with literature, we chose the finite elements of degree 2 for the velocity,
of degree 1 for the pressure and of degree 2 for the stream function.

First of all, we begin by testing the Newton adaptive mesh algorithm corresponding
to Scheme (4.2) for different values of Re and with a uniform initial mesh correspond-
ing to N = 30.We remark that it diverges for Re ≥ 600while the fixed-point algorithm
(6.1) converges for high Reynolds numbers (see [5]). In fact, it is well known that the
convergence of the Newton method depends on the initial guess u0h . To overcome
this disadvantage, we allow the adaptive algorithm to compute the solution with the
fixed-point scheme (6.1) for the first refinement level and to continue with the Newton
scheme (4.2) for the other refinement levels. So, the new adaptive Newton’s method
converges for high Reynolds numbers. In this work, we test the convergence up to
Re = 10, 000. According to [14], physically at high Reynolds numbers, two dimen-
sional cavity flow does not exist and any study that considers a two dimensional flow
at high Reynolds numbers, is dealing with a fictitious flow.

We consider theNewton adaptivemesh algorithm andwe allow amaximumnumber
of vertices up to 10, 000. In this case, the algorithm refines in some regions of the
domain and coarsens in other regions following the indicators. Figures 9 and 10 show
the evolution of the mesh for the second and third refinement levels for Re = 9000.
We remark that, the concentration of the refinement is on the top of the Lid where
the velocity is imposed, in the two corner singularities and on the complex vorticity
region (see [2]).

123



A posteriori analysis of the Newton method applied to the… 435

IsoValue
-5.70086e-005
0.00618383
0.0124247
0.0186655
0.0249063
0.0311472
0.037388
0.0436289
0.0498697
0.0561105
0.0623514
0.0685922
0.0748331
0.0810739
0.0873147
0.0935556
0.0997964
0.106037
0.112278
0.118519

Fig. 11 Fixed point algorithm (Re = 9000)

IsoValue
-5.96836e-006
0.00612456
0.0122551
0.0183856
0.0245161
0.0306467
0.0367772
0.0429077
0.0490383
0.0551688
0.0612993
0.0674298
0.0735604
0.0796909
0.0858214
0.091952
0.0980825
0.104213
0.110344
0.116474

Fig. 12 Newton algorithm (Re = 9000)

Figures 11 and 12 show a comparison for Re = 9000 between the Newton adaptive
algorithm (4.2) and the fixed-point adaptive algorithm (6.1).We can see that the figures
are similar.
To show the efficiency of the proposed adaptive mesh method, we compare the adap-
tive mesh method with the literature. Table 2 shows the comparisons of ‖ ψ ‖∞
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Table 2 Comparison of ‖ ψ ‖L∞

Method Reynold number
1000 2500 5000 7500 10,000

Fixed-point 0.1183 0.1203 0.1201 0.1212 0.1198

Newton 0.1181 0.1203 0.1207 0.1206 0.1203

Erturk et al. [15] 0.11894 0.12147 0.12223 0.12238 0.12239

Table 3 Comparison of the CPU time of computation

Method Reynold number
1000 2500 5000 7500 10,000

Fixed-point 181.23 s 221.81 s 353.41 s 521.02 s 671.19 s

Newton 69.62 s 91.22 s 138.53 s 171.23 s 264.35 s

with literature. It shows that the results of the Newton and fixed-point methods are
approximately the same, and close to the results presented in [15].

Table 3 shows comparison of the CPU time of computation between the Newton
and fixed-point methods.We remark the advantage of Newton’smethodwhich is faster
than the fixed-point one.

6.2 Conclusion

In thisworkwehave derived a posteriori error estimates for theNewtonmethod applied
to the the Navier–Stokes equations. These estimates yield a fully computable upper
bound which allows to distinguish the discretization and the linearization errors. We
compare in this work the numerical results with those presented in [5] and show the
advantages of the proposed method. In fact, it avoids performing an excessive number
of iterations.
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