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Abstract In this article, we study the numerical solution of a singularly perturbed 2D
delay parabolic convection–diffusion problem. First, we discretize the domain with a
uniformmesh in the temporal direction and a specialmesh in the spatial directions. The
numerical scheme used to discretize the continuous problem, consists of the implicit-
Euler scheme for the time derivative and the classical upwind scheme for the spatial
derivatives. Stability analysis is carried out, and parameter-uniform error estimates
are derived. The proposed scheme is of almost first-order (up to a logarithmic factor)
in space and first-order in time. Numerical examples are carried out to verify the
theoretical results.

Keywords Singularly perturbed 2D delay parabolic problems · Boundary layers ·
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1 Introduction

The boundary layer phenomena has considerable importance in the area of fluid flow
problems. From mathematical perspective, such kind of problem is called the singular
perturbation problem (SPP) and the solution of such problem exhibits boundary layers
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due to the small parameter ε multiplied with the diffusion term. The Navier-Stokes
equation with a high Reynolds number is one of the most striking examples of SPPs.

In this article, we are focused on the delay differential equation (DDE) which is
singularly perturbed in nature. DDE plays a crucial role in the area of biosciences
and engineering. For instance, prey-predator model, ecological system, chemostat
model and control theory. To understand the application of singularly perturbed delay
parabolic differential equation (SPDPDE) in a better way, one can see the example
given in [14], which models a furnace used to process metal sheet. In that model, the
delay occurs due to the finite speed of the controller. The so-called Britton model [2]
in population dynamics is another example of delay problem, which is given by

ut = εΔu + u(1 − g ∗ u)

with

g ∗ u =
∫ t

t−τ

∫
Ω

g(x − y, t − s)u(y, s)dyds.

Here, u(x, t) is a population density, which evolves through random migration (mod-
eled by the diffusion term) and reproduction (modeled by the nonlinear reaction term).
The latter part contains a convolution operator with a kernel g(x, t), which models
the distributed age-structure dependence of the evolution and its dependence on the
population levels in the neighborhood.

Various techniques are available in the literature for solving SPDPDEs. Some
researchers ignore the ‘delay’ effect, but in [8], Kuang emphasized about the impor-
tance of the delay term. The use of Taylor series approximation for the delay term
is also not an effective way, because the solution of the approximated singularly per-
turbed partial differential equation (SPPDE) may behave quite differently from the
original solution.

In the past few decades, several numerical treatments were proposed for SPPDEs.
For instance, one can see [10,11], where the theory and numerical method for 2D sin-
gularly perturbed elliptic problems have been analyzed. In [11], the authors considered
a convection–diffusion type problem, where they have given an asymptotic analysis.
Same type of problem has been considered in [10], but their the authors used a hybrid
finite difference scheme to solve such problem. Time dependent problems have also
been analyzed in many papers (see [3,4], for instance, and references therein). In [4],
the authors considered a convection–diffusion problem and they solved their model
problem by a fractional step method, whereas in [3], the authors used the classical
implicit method to solve their model problem.

However, the theory and the numerical solution of a SPDPDEs are still in ini-
tial stage. To obtain the uniformly convergent numerical solution for the SPDPDEs
of reaction-diffusion type, the classical finite difference schemes are applied on the
Shishkin mesh by Ansari et al. [1] and on layer-adapted equidistribution mesh by
Gowrisankar and Natesan [6]. To obtain the numerical solution of SPDPDEs of
convection–diffusion type, Gowrisankar and Natesan [7] applied the classical upwind
finite difference scheme on the Shishkin mesh, and in [5], the authors devised a hybrid
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scheme to increase the order of convergence. These existing literatures (involving
delay term) are mainly focused on 1D case.

In this paper, we consider the following singularly perturbed 2D delay parabolic
convection–diffusion initial-boundary-value problem (IBVP) with Dirichlet boundary
conditions on the boundaries. Let G = D × Λt , D = (0, 1)2, Λt = (0, T ] and
Υ = ∂D ∪ Υb, where Υb = D × [−τ, 0].
⎧⎨
⎩
ut + Lεu(x, y, t) = −c(x, y)u(x, y, t − τ) + f (x, y, t), (x, y, t) ∈ G,

u(x, y, t) = ϕb(x, y, t), (x, y, t) ∈ Υb,

u(x, y, t) = 0, (x, y, t) ∈ ∂D × Λt ,

(1)
where

Lεu = −εΔu + a(x, y).∇u + b(x, y)u,

0 < ε � 1 is the singular perturbation parameter and τ > 0 is the delay parameter.
We assume that the coefficients a = (a1, a2), b and c are sufficiently smooth and
bounded functions along with the conditions a1(x, y) ≥ αx > 0, a2(x, y) ≥ αy >

0, b(x, y) ≥ 0 and c(x, y) is nonzero on D.
The delay parabolic IBVP (1) admits a unique solution u(x, y, t), under sufficient

smoothness and necessary compatibility conditions (given in Sect. 2), imposed on the
functions f andϕb. The solution u(x, y, t) exhibits a regular boundary layer of width
O(ε) along the sides x = 1 and y = 1, and a corner layer at (x, y) = (1, 1) [12].

The main aim of this article is to devise an ε-uniform numerical scheme to solve
the delay parabolic PDE (1). Because of the presence of boundary layers in the spatial
directions, we discretize the spatial domain by the piecewise-uniform Shishkin mesh
and the temporal domain by the uniform mesh. Then, to obtain the discrete problem,
we apply the implicit-Euler scheme for the time derivative and the classical upwind
scheme for the spatial derivatives. Numerical stability of the proposed scheme is
studied. The proposed method is of almost first-order accurate in spatial variables and
first-order accurate in temporal variable. Numerical experiments are carried out to
show the accuracy and efficiency of the proposed method.

The rest of the paper is structured as follows: In Sect. 2, a-priori bounds on the
derivatives of the analytical solution of Eq. (1) via decomposition have been discussed.
Section3 describes the piecewise-uniform Shishkinmesh and the upwind scheme. The
main result of ε-uniform convergence has been given in Sect. 4. In Sect. 5, extensive
numerical experiments are carried out to verify the theoretical result and to demonstrate
the accuracy of the method. Finally, the paper ends with Sect. 6, that summarizes the
main conclusions.

C has been used as a generic positive constant which is independent of ε, the mesh
points and the mesh sizes throughout the paper. Standard supremum norm has been
denoted by ‖·‖∞ and is defined by

‖g‖∞ = sup
(x,y,t)∈G

|g(x, y, t)| ,

for a function g defined on some domain G.
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2 Bounds on the solution decomposition

The analytical aspects of the solution of Eq. (1) is discussed in this section. These
propertieswill be required for the proof of ε-uniform error estimate. In order to analyze
the solution of Eq. (1), we need the definition stated below.

Definition 1 Let μ ∈ (0, 1). A function χ : G → R is said to be uniformly Hölder
continuous with exponent μ in G, if the quantity

[χ ]μ,G = sup
(x,y,t), (x ′,y′,t ′)∈G

∣∣χ(x, y, t) − χ(x ′, y′, t ′)
∣∣

[dist((x, y, t), (x ′, y′, t ′))]μ
,

is finite, where dist((x, y, t), (x ′, y′, t ′)) = (
(x − x ′)2 + (y − y′)2 + |t − t ′|)1/2.

The space consisting of Hölder continuous functions is called Hölder continuous
space, and it is denoted by Cμ,μ/2(G).

For the existence and uniqueness of the solution of Eq. (1), we assume that the data
are Hölder continuous and also satisfy the compatibility conditions [9] at the corner
points

f (0, 0, t) = f (0, 1, t) = f (1, 0, t) = f (1, 1, t) = 0, t ∈ Λt ,

and at the initial time level:

ϕb(x, y, 0) = 0, in ∂D,

Lεϕb(x, y, 0) = −c(x, y)ϕb(x, y,−τ) + f (x, y, 0), in ∂D.

In order to have u(x, y, t) ∈ C4,2(G), we assume that data of the problem are suffi-
ciently smooth and satisfy stronger compatibility conditions. The additional sufficient
higher-order compatibility conditions for Eq. (1) can be obtained by differentiating
Eq. (1) with respect to t , i.e., we get

∂2u

∂t2
− Lε(Lεu) = ∂F

∂t
− LεF,

where F = f − cu(x, y, t − τ). Now, by employing the boundary condition given in
Eq. (1), we obtain the second-order compatibility condition

Lε (Lεϕb(x, y, 0)) = LεF(x, y, 0) − ∂F

∂t
(x, y, 0), in ∂D.

For the convergence analysis, we decompose the solution of problem Eq. (1) as u =
G + E , where G and E are the smooth and singular components, respectively, which
are defined as solutions of the following problems, i.e., E is the solution of

⎧⎨
⎩

Et + LεE(x, y, t) = −c(x, y)E(x, y, t − τ), (x, y, t) ∈ G,

E(x, y, t) = 0, (x, y, t) ∈ Υb,

E(x, y, t) = −G(x, y, t), (x, y, t) ∈ ∂D × Λt ,
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and G is the restriction of G∗ to G, where G∗ is the solution of
⎧⎪⎨
⎪⎩
G∗

t + L∗
εG

∗(x, y, t) = −c∗(x, y)G∗(x, y, t − τ) + f ∗(x, y, t), (x, y, t) ∈ G∗ = D∗ × Λt ,

G∗(x, y, t) = ϕ∗
b (x, y, t), (x, y, t) ∈ Υ ∗

b = D
∗ × [−τ, 0],

G∗(x, y, t) = ϕ∗(x, y, t), (x, y, t) ∈ ∂D∗ × Λt ,

c∗, f ∗ are smooth extensions of c, f to G∗, the domainD∗ is a smooth extension of
D, ϕ∗

b is smooth extension of ϕb to Υ ∗
b , ϕ

∗ is a smooth and compatible function and
L∗

ε corresponds to the current extensions of the data.
Since, we have assumed a1(x, y) ≥ αx > 0, a2(x, y) ≥ αy > 0, the singular

component E can be decomposed into the sum E = E1 + E2 + E12, where, E1
and E2 are the singular components associated with the sides x = 1 and y = 1,
respectively, and E12 is a corner layer function associated with the corner (1, 1).

We assume that E1 (similarly E2) is the restriction of E∗∗
1 to G, where E∗∗

1 is the
solution of

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

(E∗∗
1 )t + L∗∗

ε E∗∗
1 (x, y, t) = −c∗∗(x, y)E∗∗

1 (x, y, t − τ), (x, y, t) ∈ G∗∗ = D∗∗ × Λt ,

E∗∗
1 (x, y, t) = 0, (x, y, t) ∈ Υ ∗∗

b = D
∗∗ × [−τ, 0],

E∗∗
1 (x, y, t) = −G∗∗(x, y, t), (x, y, t) ∈ ∂D∗∗

1 × Λt ,

E∗∗
1 (x, y, t) = 0, (x, y, t) ∈ ∂D∗∗

2 × Λt .

The domain D∗∗ is the smooth extension of D near the vertex (1, 1). Toward the
boundary side x = 1, ∂D∗∗

1 is an extension beyond the vertex (1, 1) and ∂D∗∗
2 =

∂D∗∗\∂D∗∗
1 . G∗∗ is a smooth and compatible extension of G to ∂D∗∗

1 .
Finally, E12 is defined as the solution of the problem

⎧⎨
⎩

(E12)t + LεE12(x, y, t) = −c(x, y)E12(x, y, t − τ), (x, y, t) ∈ G,

E12(x, y, t) = 0, (x, y, t) ∈ Υb,

E12(x, y, t) = −(G + E1 + E2), (x, y, t) ∈ ∂D × Λt .

The following theorem gives the bounds on G, E1, E2 and E12, and its partial
derivatives which play a vital role in the error analysis in Sect. 4. Before stating the
theorem, with out loss of generality, we assume that ϕb(x, y, t) = 0, (x, y, t) ∈ Υb.

Theorem 1 For all non-negative integers k1, k2, kt satisfying ks + 2kt ≤ 4, ks =
k1 + k2, the components of u satisfy the following bounds for all (x, y, t) ∈ G.

∣∣∣∣ ∂ks+kt G

∂xk1∂yk2∂tkt

∣∣∣∣ ≤ C,∣∣∣∣ ∂ks+kt E1

∂xk1∂yk2∂tkt

∣∣∣∣ ≤ Cε−k1 exp(−αx (1 − x)/ε),∣∣∣∣ ∂ks+kt E2

∂xk1∂yk2∂tkt

∣∣∣∣ ≤ Cε−k2 exp(−αy(1 − y)/ε),∣∣∣∣ ∂ks+kt E12

∂xk1∂yk2∂tkt

∣∣∣∣ ≤ Cε−ks min
{
exp(−αx (1 − x)/ε), exp

(
−αy(1 − y)/ε

)}
.
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Proof In the first time level, i.e., when t ∈ (0, τ ], the DPDE (1) can be written as
⎧⎨
⎩
ut + Lεu(x, y, t) = −c(x, y)u(x, y, t − τ) + f (x, y, t), (x, y, t) ∈ D × (0, τ ),

u(x, y, t) = 0, (x, y, t) ∈ Υb,

u(x, y, t) = 0, (x, y, t) ∈ ∂D × [0, τ ].
(2)

Now, by using the initial condition, the above equation can be reduced to

ut + Lεu(x, y, t) = f (x, y, t), (x, y, t) ∈ D × (0, τ ). (3)

Following the result given in [3], we decompose the solution of Eq. (3) as u = G +
E1 + E2 + E12, which will satisfy the required bounds, when (x, y, t) ∈ D× (0, τ ).�

Then, we proceed to the next time level, i.e., t ∈ (τ, 2τ ]. In that case, Eq. (1) can
be written as
⎧⎨
⎩
ut + Lεu(x, y, t) = −c(x, y)u(x, y, t − τ) + f (x, y, t), (x, y, t) ∈ D × (τ, 2τ),

u(x, y, t) = uτ (x, y, t), (x, y, t) ∈ D × [0, τ ],
u(x, y, t) = 0, (x, y, t) ∈ ∂D × [τ, 2τ ],

(4)
where uτ is the solution of Eq. (2).

One can verify that, the above equation satisfies the required compatibility condi-
tions and the right hand side term of Eq. (4) has sufficient smoothness. Therefore, by
using the result given in [4, Appendix A] and [13], we can obtain the required bounds
for G, E1, E2 and E12, when t ∈ [τ, 2τ ].

By proceeding in an analogous way, one can obtain the required bounds for t ≥ 2τ .
�

3 Domain discretization

We consider the rectangular mesh D
N
which is defined to be tensor product of the

1D Shishkin meshes, i.e., D
N = Ω

N
x × Ω

N
y . As the layers are along the sides x = 1

and y = 1, we define the mesh on Ω
N
x by dividing the domain [0, 1] into two sub-

domains [0, 1 − ρx ] and (1 − ρx , 1] and each sub-domain will have N/2 uniform

mesh-intervals, i.e., Ω
N
x = {0 = x0, x1, . . . , xN/2 = 1−ρx , . . . , xN = 1}. Similarly,

we define Ω
N
y = {0 = y0, y1, . . . , yN/2 = 1 − ρ y, . . . , yN = 1}. The transition

points 1 − ρl , l = x, y, which separate the coarse and fine portions of the mesh, are
obtained by taking

ρl = min

{
1

2
, ρl,0ε ln N

}
, l = x, y,

where ρl,0 ≥ 1/αl . In the analysis, we shall assume that ρl = ρl,0ε ln N . Note that if

ρl = 1/2, then mesh is uniform and in such cases the method can be analyzed in the
classical way.
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Parameter-uniform numerical method for singularly perturbed… 213

We denote the mesh-sizes in both the spatial directions by

hx,i = xi − xi−1, i = 1, . . . , N , ĥx,i = hx,i + hx,i+1, i = 1, . . . , N − 1,

hy, j = y j − y j−1, j = 1, . . . , N , ĥ y, j = hy, j + hy, j+1, j = 1, . . . , N − 1,

and let Hl = 2(1−ρl)/N and hl = 2ρl/N , l = x, y, be the mesh-sizes in [0, 1−ρl ]
and [1 − ρl , 1] respectively. Then it is easy to see that

N−1 ≤ Hl ≤ 2N−1, hl = 2ρl,0εN
−1 ln N , l = x, y.

On the time domain Λt , we introduce the equidistant meshes with uniform time
step Δt such that

ΛM
t = {tn = nΔt, n = 0, . . . , M,Δt = T/M} ,

where M is the number of mesh-points in the t-direction on the interval [0, T ] and Δt
satisfies the constraint pΔt = τ , where p is a positive integer, tn = nΔt, n ≥ −p.

We define the discrete domain byGN ,M = G
N ,M ∩GwhereG

N ,M = Ω
N
x ×Ω

N
y ×

ΛM
t , and Υ N

b = Ω
N
x × Ω

N
y × Λ

p
t , where Λ

p
t denotes the set of p + 1 uniform mesh-

points in [−τ, 0] and ΩN
x = Ω

N
x ∩ Ωx , ΩN

y = Ω
N
y ∩ Ωy . The boundary points of

G
N ,M

areΥ N = {GN ,M∩Υ }∪Υ N
b .We further discretizeGs

N ,M = DN×Λ
p
s,t , where

Λ
p
s,t denotes the set of p+1 uniformmesh-points in [(s−1)τ, sτ ], for s = 1, 2, . . . , k.

From the above discretization we can observe that G
N ,M = ⋃k

s=1Gs
N ,M

.

3.1 Numerical scheme

Before describing the scheme, for a givenmesh functionq(xi , y, tn) = qnxi ,y, y ∈ ΩN
y ,

define the forward difference operator δ+
x , the backward difference operator δ−

x (for
first-order spatial derivative) and the central difference operator δ2x (for second-order
spatial derivative) in spatial x-direction by

δ+
x q

n
xi ,y = qnxi+1,y − qnxi ,y

hx,i+1
, δ−

x q
n
xi ,y = qnxi ,y − qnxi−1,y

hx,i

and δ2xq
n
xi ,y =

2
(
δ+
x q

n
xi ,y − δ−

x q
n
xi ,y

)

ĥx,i
,

respectively.
Similarly, for a given mesh function q(x, y j , tn) = qnx,y j , x ∈ ΩN

x , we define the

difference operators δ+
y , δ−

y and δ2y . The backward difference operator δ−
t is defined

by
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δ−
t q

n
xi ,y j = qnxi ,y j − qn−1

xi ,y j

Δt

to approximate the first-order derivative in temporal direction.
We replace the time derivative by the implicit-Euler scheme and the spatial deriva-

tives by the upwind scheme in Eq. (1), and obtain the following discrete problem:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(
δ−
t + LN

ε

)
Un+1
i, j = −ci, jU

n+1−p
i, j + f n+1

i, j , on GN ,M ,

U−s
i, j = ϕb

(
xi , y j ,−ts

)
, i, j = 0, . . . , N , and s = 0, . . . , p,

Un+1
i, j = 0, i = 0, N or j = 0, N , and n = 0, . . . , M − 1,

(5)
where

LN
ε U

n+1
i, j = −ε

(
δ2x + δ2y

)
Un+1
i, j + a1;i, jδ−

x U
n+1
i, j + a2;i, jδ−

y U
n+1
i, j + bi, jU

n+1
i, j .

After rearranging the terms in Eq. (5), we obtain the following system of equations:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ri, j−Un+1
i, j−1 + ri−, jU

n+1
i−1, j +ri, jU

n+1
i, j + ri+, jU

n+1
i+1, j + ri, j+Un+1

i, j+1 = gn+1
i, j ,

for i, j = 1, . . . , N − 1, and n = 0, . . . , M − 1,

U−s
i, j = ϕb

(
xi , y j ,−ts

)
, i, j = 0, . . . , N , and s = 0, . . . , p,

Un+1
i, j = 0, i = 0, N or j = 0, N , and n = 0, . . . , M − 1,

where
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

ri−, j =
(

− 2ε

ĥx,i hx,i
− a1;i, j

hx,i

)
, ri+, j =

(
− 2ε

ĥx,i hx,i+1

)
,

ri, j− =
(

− 2ε

ĥ y, j hy, j
− a2;i, j

hy, j

)
, ri, j+ =

(
− 2ε

ĥ y, j hy, j+1

)
,

ri, j = 1

Δt
− ri−, j − ri+, j − ri, j− − ri, j+ + bi, j , g

n+1
i, j = Un

i, j

Δt
− ci, jU

n−p+1
i, j + f n+1

i, j .

The following discrete maximum principle on GN ,M provides the ε-uniform sta-
bility of the difference operator (δ−

t + LN
ε ) (see [3]).

Lemma 1 (Discrete maximum principle) Suppose that the discrete function Ψ n
i, j sat-

isfies Ψ n
i, j ≥ 0 on Υ N . Then (δ−

t + LN
ε )Ψ n

i, j ≥ 0 on GN ,M implies that Ψ n
i, j ≥ 0 at

each point of G
N ,M

.

Proof Assume that there exist a point (x∗
i , y∗

j , t
∗
n ) ∈ G

N ,M
, such that

Ψ
(
x∗
i , y∗

j , t
∗
n

)
= min

(xi ,y j ,tn)∈GN ,M
Ψ
(
xi , y j , tn

)
< 0.

Clearly (x∗
i , y∗

j , t
∗
n ) /∈ Υ N , which implies (x∗

i , y∗
j , t

∗
n ) ∈ GN ,M .

123



Parameter-uniform numerical method for singularly perturbed… 215

Therefore,Ψ (x∗
i , y∗

j , t
∗
n )−Ψ (x∗

i , y∗
j , t

∗
n−1) < 0,Ψ (x∗

i , y∗
j , t

∗
n )−Ψ (x∗

i−1, y
∗
j , t

∗
n ) <

0, Ψ (x∗
i , y∗

j , t
∗
n ) − Ψ (x∗

i , y∗
j−1, t

∗
n ) < 0, Ψ (x∗

i+1, y
∗
j , t

∗
n ) − Ψ (x∗

i , y∗
j , t

∗
n ) > 0 and

Ψ (x∗
i , y∗

j+1, t
∗
n ) − Ψ (x∗

i , y∗
j , t

∗
n ) > 0.

Now, by applying the operator (δ−
t + LN

ε ) on Ψ (x∗
i , y∗

j , t
∗
n ), along with the above

inequalities, we get

(
δ−
t + LN

ε

)
Ψ
(
x∗
i , y∗

j , t
∗
n

)
< 0,

which is a contradiction as (δ−
t + LN

ε )Ψ (xi , y j , tn) ≥ 0, for all (xi , y j , tn) ∈ GN ,M .

Hence Ψ (xi , y j , tn) ≥ 0, for all (xi , y j , tn) ∈ G
N ,M

. �

4 Error analysis

Here, we provide the main theorem for the ε-uniform convergence of the numerical
solution in the discrete maximum norm.

Theorem 2 Let u andU be the solutions of the continuous problem (1) and the discrete
problem (5), respectively. Then, we have the following error bound

∥∥∥u(xi , y j , tn) −Un
i, j

∥∥∥∞ ≤ C
(
N−1 ln N + Δt

)
,
(
xi , y j , tn

) ∈ GN ,M .

Proof We can notice that on the first interval [0, τ ], i.e., where the time discretization
parameter n varies from 0 to p, the initial conditions of the continuous problem (1)
and the discrete problem (5) will be same. So, the analysis can be carried out in the
sameway as one can do for a problemwith out delay. Hence, by using the convergence
result of [3], we can obtain

∥∥∥u(xi , y j , tn) −Un
i, j

∥∥∥∞ ≤ C(N−1 ln N + Δt),
(
xi , y j , tn

) ∈ GN ,M
1 . (6)

For the second interval (τ, 2τ ], the approach of [3] is not applicable because, the
value of the delay term involves in the right hand side of Eq. (5) will be the numerical
solution obtained in previous time interval [0, τ ]. So, we will provide the detailed
proof to get the error over the interval (τ, 2τ ].

On the domain G2 = D× (τ, 2τ), we consider the following singularly perturbed
delay parabolic PDE:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ut + Lεu(x, y, t) = −c(x, y)u(x, y, t − τ) + f (x, y, t), (x, y, t) ∈ G2,

u(x, y, t) = uτ (x, y, t), (x, y, t) ∈ G1 = D × [0, τ ],
u(x, y, t) = 0, (x, y, t) ∈ ∂D × (τ, 2τ),

(7)
where uτ is the exact solution on G1.
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We discretize Eq. (7) by means of the implicit-Euler scheme for the time derivative
and the upwind scheme for the spatial derivatives to determine the numerical solution
U of Eq. (7) at GN ,M

2 . Hence the discretization takes the form,

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

δ−
t U

n
i, j − ε

(
δ2x + δ2y

)
Un
i, j + a1;i, jδ−

x U
n
i, j + a2;i, j δ−

y U
n
i, j + bi, jUn

i, j

= − ci, jU
n−p
i, j + f ni, j , on GN ,M

2 ,

U (xi , y j , tn) = U1(xi , y j , tn), (xi , y j , tn) ∈ G
N ,M
1 ,

U (xi , y j , tn) = 0, i = 0, N or j = 0, N ,

and tn ∈ Λ
p
2,t ,

(8)
where U1(·, ·, ·) is the numerical solution calculated on GN ,M

1 .
Now, we split the solution of Eq. (7) as u = G + E1 + E2 + E12, where the initial

conditions in G1 are G = uτ (x, y, t), E1 = 0, E2 = 0 and E12 = 0. Following the
continuous problem, we decompose the solution of the discrete problem (8), as

Un
i, j = Gn

i, j + E1
n
i, j + E2

n
i, j + E12

n
i, j ,

where Gn
i, j is the solution of

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

δ−
t G

n
i, j − ε

(
δ2x + δ2y

)
Gn

i, j + a1;i, jδ−
x G

n
i, j + a2;i, jδ−

y G
n
i, j + bi, j Gn

i, j

= −ci, j G
n−p
i, j + f ni, j , on GN ,M

2 ,

Gn
i, j = U1(xi , y j , tn), on G

N ,M
1 ,

Gn
i, j = G(xi , y j , tn), i = 0, N or j = 0, N ,

and tn ∈ Λ
p
2,t ,

(9)

and E�
n
i, j , � = 1, 2, 12, satisfy

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

δ−
t E�

n
i, j − ε

(
δ2x + δ2y

)
E�

n
i, j + a1;i, jδ−

x E�
n
i, j + a2;i, jδ−

y E�
n
i, j + bi, j E�

n
i, j

= −ci, j E�
n−p
i, j , on GN ,M

2 ,

E�
n
i, j = E�(xi , y j , tn), on G

N ,M
1 ,

E�
n
i, j = E�(xi , y j , tn), i = 0, N or j = 0, N ,

and tn ∈ Λ
p
2,t .

(10)

The error can be splitted as

∥∥∥u(xi , y j , tn) −Un
i, j

∥∥∥∞ ≤
∥∥∥G(xi , y j , tn) − Gn

i, j

∥∥∥∞ +
∥∥∥E1(xi , y j , tn) − E1

n
i, j

∥∥∥∞
+
∥∥∥E2(xi , y j , tn) − E2

n
i, j

∥∥∥∞ +
∥∥∥E12(xi , y j , tn) − E12

n
i, j

∥∥∥∞ . (11)

We will find the error separately for each term in the above equation.
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Error analysis for the smooth component of the solution: Employing the initial con-
dition for the smooth part of the solution and the error estimate given in Eq. (6) along
with the Taylor’s expansions, we obtain the truncation error for Eq. (9), as

∥∥∥
(
δ−
t + LN

ε

) (
G
(
xi , y j , tn

)− Gn
i, j

)∥∥∥∞

≤
[
C
(
N−1 ln N + Δt

)
+ Δt

∥∥∥∥∂2G

∂t2

∥∥∥∥∞

+ε

3

(
hx,i + hx,i+1

) ∥∥∥∥∂3G

∂x3

∥∥∥∥∞
+ a1;i, j

hx,i
2

∥∥∥∥∂2G

∂x2

∥∥∥∥∞

+ε

3

(
hy, j + hy, j+1

) ∥∥∥∥∂3G

∂y3

∥∥∥∥∞
+ a2;i, j

hy, j

2

∥∥∥∥∂2G

∂y2

∥∥∥∥∞

]
.

Now hx,i ≤ 2N−1, hy, j ≤ 2N−1 and by using the bounds of the derivatives of G
given in Theorem1, we obtain

∥∥∥
(
δ−
t + LN

ε

) (
G
(
xi , y j , tn

)− Gn
i, j

)∥∥∥∞ ≤ C
(
N−1 ln N + Δt

)
,

for 1 ≤ i, j ≤ N −1. Now, by choosing appropriate barrier function and applying the
discrete maximum principle (Lemma1), we can get

∥∥∥
(
G
(
xi , y j , tn

)− Gn
i, j

)∥∥∥∞ ≤ C
(
N−1 ln N + Δt

)
. (12)

Next we shall estimate the error associated to the layer component E1 by separately
providing the proofs in two spatial subregions depending on the location ofmesh-point
xi .

Error analysis for the boundary layer components of the solution: First, we consider
the outer region in the x-direction, i.e., x ∈ [0, 1 − ρx ]. By following the proof of
bound for E1 in fixed time level tn from [10], we get

∣∣∣E1
(
xi , y j , tn

)− E1
n
i, j

∣∣∣ ≤ CN−1, (13)

for 0 ≤ i ≤ N/2 and 0 ≤ j ≤ N .
Next, we find the estimate |E1(xi , y j , tn) − E1

n
i, j | for N/2 < i < N and 0 < j <

N , by means of consistency and barrier function argument. The truncation error for
Eq. (10), can be written as
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(
δ−
t + LN

ε

) (
E1
(
xi , y j , tn

)− E1
n
i, j

)
= ci, j

(
E1
(
xi , y j , tn−p

)− E1i, j
n−p)

+
((

∂

∂t
+ Lε

)
−
(
δ−
t + LN

ε

))
E1.

Now, by using the initial condition of Eq. (10) in the above equation, we get

(
δ−
t + LN

ε

) (
E1
(
xi , y j , tn

)− E1
n
i, j

)
=
((

∂

∂t
+ Lε

)
−
(
δ−
t + LN

ε

))
E1.

Therefore, the Taylor’s expansions yield

∥∥∥(δ−
t + LN

ε )
(
E1(xi , y j , tn) − E1

n
i, j

)∥∥∥∞

≤
[

ε

3
(hx,i + hx,i+1)

∥∥∥∥∂3E1

∂x3

∥∥∥∥∞
+ ε

3
(hy, j + hy, j+1)

∥∥∥∥∂3E1

∂y3

∥∥∥∥∞

+ hx,i
2

a1;i, j
∥∥∥∥∂2E1

∂x2

∥∥∥∥∞
+ hy, j

2
a2;i, j

∥∥∥∥∂2E1

∂y2

∥∥∥∥∞
+Δt

∥∥∥∥∂2E1

∂t2

∥∥∥∥∞

]
.

Since hx,i = 2ρx,0εN
−1 ln N , for N/2 < i < N , along with the bounds of the

derivatives of E1 given in Theorem1, the truncation error becomes

∥∥∥
(
δ−
t + LN

ε

) (
E1(xi , y j , tn) − E1

n
i, j

)∥∥∥∞

≤ C

[
ε−1

αx

N−1 ln N exp

(−αx (1 − xi )

ε

)

+ε

3
(hy, j + hy, j+1) exp

(−αx (1 − xi )

ε

)

+hy, j

2
a2;i, j exp

(−αx (1 − xi )

ε

)
+Δt exp

(−αx (1 − xi )

ε

)]
,

after simplification, we obtain that

∥∥∥
(
δ−
t + LN

ε

) (
E1(xi , y j , tn) − E1

n
i, j

)∥∥∥∞ ≤ C

[
ε−1

αx

N−1 ln N exp

(−αx (1 − xi )

ε

)

+Δt exp

(−αx (1 − xi )

ε

)]
.

Let us choose φn
i, j = C

⎛
⎝N−1 ln N

⎡
⎣∏N

k=i+1

(
1 + αxhx,k

ε

)−1
⎤
⎦+ Δt

⎞
⎠ as a bar-

rier function, and by applying the discrete maximum principle (Lemma1), we get
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∥∥∥
(
E1
(
xi , y j , tn

)− E1
n
i, j

)∥∥∥∞ ≤ C
(
N−1 ln N + Δt

)
. (14)

We can get the bound for the other boundary layer part E2 in an analogous way.
Therefore, for 0 ≤ i, j ≤ N , we can have

∥∥∥
(
E2(xi , y j , tn) − E2

n
i, j

)∥∥∥∞ ≤ C
(
N−1 ln N + Δt

)
. (15)

Error analysis for the corner layer component of the solution: By following the proof
of bound for E12 in fixed time level tn from [10], we get

∣∣∣E12
(
xi , y j , tn

)− E12
n
i, j

∣∣∣ ≤ CN−1, (16)

for 0 ≤ i + j ≤ 3N/2.
Next, we will use the Taylor series approach to estimate the truncation error for

i + j > 3N/2. The local truncation error for the difference Eq. (10) of the corner
layer part E12 can be written as

(
δ−
t + LN

ε

) (
E12

(
xi , y j , tn

)− E12
n
i, j

)
= ci, j

(
E12(xi , y j , tn−p) − E12i, j

n−p)

+
((

∂

∂t
+ Lε

)
−
(
δ−
t + LN

ε

))
E12.

By employing the initial condition in the above equation, we get

(
δ−
t + LN

ε

) (
E12

(
xi , y j , tn

)− E12
n
i, j

)
=
((

∂

∂t
+ Lε

)
−
(
δ−
t + LN

ε

))
E12.

Next, by using the Taylor’s expansions, we obtain

∥∥∥(δ−
t + LN

ε )
(
E12(xi , y j , tn) − E12

n
i, j

)∥∥∥∞

≤
[

ε

3
(hx,i + hx,i+1)

∥∥∥∥∂3E12

∂x3

∥∥∥∥∞
+ε

3
(hy, j + hy, j+1)

∥∥∥∥∂3E12

∂y3

∥∥∥∥∞

+hx,i
2

a1;i, j
∥∥∥∥∂2E12

∂x2

∥∥∥∥∞
+hy, j

2
a2;i, j

∥∥∥∥∂2E12

∂y2

∥∥∥∥∞
+ Δt

∥∥∥∥∂2E12

∂t2

∥∥∥∥∞

]
.

Since hx,i = 2ρx,0εN
−1 ln N and hy, j = 2ρ y,0εN

−1 ln N , for i + j > 3N/2 along
with the bounds of the derivatives of E12, we get the truncation error as

∥∥∥
(
δ−
t + LN

ε

) (
E12

(
xi , y j , tn

)− E12
n
i, j

)∥∥∥∞

≤ C

[
ε−1

αx

N−1 ln N min

{
exp

(−αx (1 − xi )

ε

)
, exp

(−αy(1 − yi )

ε

)}
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+ε−1

αy

N−1 ln N min

{
exp

(−αx (1 − xi )

ε

)
, exp

(−αy(1 − yi )

ε

)}

+Δt min

{
exp

(−αx (1 − xi )

ε

)
, exp

(−αy(1 − yi )

ε

)}]
.

Now, by choosing a barrier function

φn
i, j = C

(
Δt + N−1 ln N

⎡
⎣ N∏
k=i+1

(
1 + αxhx,k

ε

)−1
⎤
⎦

+N−1 ln N

⎡
⎣ N∏
k= j+1

(
1 +

αyhy,k

ε

)−1
⎤
⎦
⎞
⎠

and by using the discrete maximum principle (Lemma 1), we get

∥∥∥
(
E12(xi , y j , tn) − E12

n
i, j

)∥∥∥∞ ≤ C(N−1 ln N + Δt). (17)

Finally, by combining all the bounds from Eqs. (12)–(17), then employing on Eq. (11),
we can get the required bound on GN ,M

2 .
For t ≥ 2τ , we can obtain the desired error bound in a similar way as done above.�

5 Numerical results

To verify the error estimate obtained in Theorem2, here we carry out some numerical
experiments for the following 2D test problems by choosing T = 2 and ρl,0 =
2.2, l = x, y. In the tables, we begin with N = 8, Δt = 0.2 and p = 1/Δt and we
multiply N by two and divide Δt by two.

Example 1 Consider the following singularly perturbed 2Ddelay parabolic IBVPwith
constant coefficients:

⎧⎨
⎩
ut − εΔu + ux + uy = u(x, y, t − 1) + f (x, y, t), (x, y, t) ∈ D × (0, 2],
u(x, y, t) = ϕb(x, y, t), (x, y, t) ∈ D × [−1, 0],
u(x, y, t) = 0, (x, y, t) ∈ ∂D × [0, 2].

The source function f (x, y, t) and the initial data ϕb(x, y, t) are such that the exact
solution of the above problem is

u(x, y, t) = (1 − exp(−t)) (m1 + m2x + exp(−(1 − x)/ε))

× (m1 + m2y + exp (−(1 − y)/ε)) ,

where m1 = − exp(−1/ε), m2 = −1 − m1.
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Table 1 Maximum pointwise errors and the corresponding order of convergence for Example1

ε Number of mesh-intervals N
/
temporal mesh-size Δt

8
/ 1
5 16

/ 1
10 32

/ 1
20 64

/ 1
40 128

/ 1
80 256

/ 1
160

10−1 1.0562e–1 7.1832e–2 4.0928e–2 2.2042e–2 1.1445e–2 5.8295e–3

0.5562 0.8116 0.8928 0.9456 0.9732

10−2 1.9181e–1 1.3457e–1 8.8636e–2 5.6470e–2 3.4444e–2 2.0190e–2

0.5114 0.6024 0.6504 0.7132 0.7706

10−3 2.0568e–1 1.4074e–1 9.2071e–2 5.8304e–2 3.5466e–2 2.0768e–2

0.5473 0.6123 0.6592 0.7172 0.7720

10−4 2.0713e–1 1.4139e–1 9.2427e–2 5.8491e–2 3.5568e–2 2.0826e–2

0.5509 0.6133 0.6601 0.7176 0.7722

10−5 2.0727e–1 1.4145e–1 9.2463e–2 5.8509e–2 3.5579e–2 2.0831e–2

0.5512 0.6134 0.6602 0.7177 0.7723

10−6 2.0729e–1 1.4146e–1 9.2467e–2 5.8511e–2 3.5580e–2 2.0832e–2

0.5512 0.6134 0.6602 0.7177 0.7723

10−7 2.0729e–1 1.4146e–1 9.2467e–2 5.8511e–2 3.5580e–2 2.0832e–2

0.5513 0.6134 0.6602 0.7177 0.7723

10−8 2.0729e–1 1.4146e–1 9.2467e–2 5.8511e–2 3.5580e–2 2.0832e–2

0.5513 0.6134 0.6602 0.7177 0.7723

eN ,Δt 2.0729e–1 1.4146e–1 9.2467e–2 5.8511e–2 3.5580e–2 2.0832e–2

pN ,Δt 0.5513 0.6134 0.6602 0.7177 0.7723

For each ε the maximum pointwise error is calculated by

eN ,Δt
ε = max

(xi ,y j ,tn)∈GN ,M

∣∣u(xi , y j , tn) −U (xi , y j , tn)
∣∣ ,

where u(xi , y j , tn) andU (xi , y j , tn) denote the exact solution and the numerical
solution obtained in GN ,M with N mesh-intervals in the spatial directions and M
mesh-intervals in the temporal direction, such that Δt = T/M is the uniform mesh-
size. In addition, the corresponding order of convergence for each ε is determined by

pN ,Δt
ε = log2

(
eN ,Δt
ε

e2N ,Δt/2
ε

)
.

Now, for each N and Δt , we define the ε-uniform maximum pointwise error by

eN ,Δt = max
ε

eN ,Δt
ε ,
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Table 2 Maximum pointwise errors and the corresponding order of convergence for Example2

ε Number of mesh-intervals N
/
temporal mesh-size Δt

8
/ 1
5 16

/ 1
10 32

/ 1
20 64

/ 1
40 128

/ 1
80 256

/ 1
160

10−1 1.0894e–1 7.3729e–2 4.1932e–2 2.2514e–2 1.1689e–2 5.9596e–3

0.5632 0.8142 0.8972 0.9457 0.9718

10−2 1.9526e–1 1.3425e–1 8.8205e–2 5.6181e–2 3.4258e–2 2.0092e–2

0.5405 0.6060 0.6508 0.7137 0.7698

10−3 2.1242e–1 1.4122e–1 9.1897e–2 5.8141e–2 3.5373e–2 2.0719e–2

0.5890 0.6198 0.6605 0.7169 0.7717

10−4 2.1427e–1 1.4198e–1 9.2318e–2 5.8355e–2 3.5488e–2 2.0783e–2

0.5938 0.6210 0.6618 0.7175 0.7719

10−5 2.1446e–1 1.4205e–1 9.2361e–2 5.8377e–2 3.5499e–2 2.0789e–2

0.5942 0.6211 0.6619 0.7176 0.7719

10−6 2.1448e–1 1.4206e–1 9.2365e–2 5.8379e–2 3.5500e–2 2.0790e–2

0.5943 0.6211 0.6619 0.7176 0.7720

10−7 2.1448e–1 1.4206e–1 9.2366e–2 5.8379e–2 3.5501e–2 2.0790e–2

0.5943 0.6211 0.6619 0.7176 0.7720

10−8 2.1448e–1 1.4206e–1 9.2366e–2 5.8379e–2 3.5501e–2 2.0790e–2

0.5943 0.6211 0.6619 0.7176 0.7720

eN ,Δt 2.1448e–1 1.4206e–1 9.2366e–2 5.8379e–2 3.5501e–2 2.0790e–2

pN ,Δt 0.5943 0.6211 0.6619 0.7176 0.7720

and the corresponding ε-uniform order of convergence by

pN ,Δt = log2

(
eN ,Δt

e2N ,Δt/2

)
.

Next, we consider an example with variable convection coefficients.

Example 2 Consider the following singularly perturbed 2D delay parabolic IBVP:

⎧⎪⎪⎨
⎪⎪⎩

ut − εΔu + (1 + x(1 − x))ux + (1 + y(1 − y))uy

= u(x, y, t − 1) + f (x, y, t), (x, y, t) ∈ D × (0, 2],
u(x, y, t) = ϕb(x, y, t), (x, y, t) ∈ D × [−1, 0],
u(x, y, t) = 0, (x, y, t) ∈ ∂D × [0, 2].

Here also, we choose the source function f (x, y, t) and the initial data ϕb(x, y, t) in
such a way, so that they fit with the same exact solution as mentioned in the Example1.

The calculated maximum pointwise errors and the corresponding order of conver-
gence for Examples1 and 2 are presented in Tables1 and 2, respectively, for various
values of ε and N . In both the tables, we can observe that for a fixed ε, the maxi-
mum pointwise errors decrease monotonically as N increases, which confirm that the
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Fig. 1 Surface plots of the numerical solutions U at t = 2 and N = 32 for Example1. a ε = 1e − 2. b
ε = 1e − 4

Fig. 2 Visualization of the
order of convergence through
loglog plot for Example 1
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Fig. 3 Visualization of the
order of convergence through
loglog plot Example 2
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implicit upwind scheme (5) is ε-uniform convergent. It also reflects the fact that the
classical upwind scheme applied on this class of problem results almost first-order
convergence. To visualize the appearance of the boundary layer and its behavior for
different ε, we have given the surface plots for ε = 10−2, 10−4 and N = 32 in Fig. 1,
for Example1.

In order to reveal the numerical order of convergence, we have plotted themaximum
pointwise errors (in loglog scale) in Figs. 2 and 3, for Examples1 and 2, respectively,
which again confirm the almost first-order convergence of the scheme.

6 Conclusions

In this paper, we have analyzed an efficient numerical scheme for the singularly per-
turbed 2D delay parabolic convection–diffusion problem of the form (1), using the
uniform mesh for the temporal domain and a special piecewise-uniform Shishkin
mesh for the spatial domains. For the discretization of the continuous problem, we
have used the implicit-Euler scheme and the classical upwind scheme to the temporal
and spatial derivatives, respectively. For the proposed scheme, the stability and error
analysis have been carried out, which shows that the method converges uniformly
with first-order (up to a logarithmic factor) in space and first-order in time. Along with
the analysis, we have presented some numerical examples to verify the theoretical
findings.
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