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Abstract We study the initial boundary value problem of semilinear hyperbolic
equations with dissipative term. By introducing a family of potential wells we de-
rive the invariant sets and vacuum isolating of solutions. Then we prove the global
existence, nonexistence and asymptotic behaviour of solutions. In particular we ob-
tain some sharp conditions for global existence and nonexistence of solutions.
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1 Introduction

On the global wellposedness of solution of the initial boundary value problem (IBVP)
for semilinear hyperbolic equations

⎧
⎪⎨

⎪⎩

utt − �u = f (u), x ∈ �, t > 0,

u(x,0) = u0(x), ut (x,0) = u1(x), x ∈ �,

u(x, t) = 0, x ∈ ∂�, t ≥ 0,

(1)

there have been a lot of results [1–9]. On the global wellposedness of solutions to
IBVP for semilinear hyperbolic equations with dissipative term

utt − �u + γ ut = f (u), x ∈ �, t > 0, (2)
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u(x,0) = u0(x), ut (x,0) = u1(x), x ∈ �, (3)

u(x, t) = 0, x ∈ ∂�, t ≥ 0, (4)

we can find a host of literature [10–24].
Recently in [9], problem (1) was studied. By introducing a family of potential

wells Wδ and corresponding family Vδ the above mentioned problems were resolved.
Moreover, some new results on invariant sets, vacuum isolating and global existence
of solutions were obtained.

In this paper we study problem (2)–(4), where γ ≥ 0, � ⊂ R
n is a bounded do-

main, f (u) satisfies the following conditions

(i) f (u) ∈ C1(R) and

(H) u(uf ′(u) − f (u)) ≥ 0, ∀u ∈ R,

where the equality holds only for u = 0.
(ii) There exists a a > 0 and q such that

|f (u)| ≤ a|u|q, ∀u ∈ R,

where 1 < q < ∞ if n = 1,2; 1 < q < n+2
n−2 if n ≥ 3.

(iii) (p + 1)F (u) ≤ uf (u), ∀u ∈ R, for some 1 < p ≤ q and F(u) = ∫ u

0 f (s)ds.

Remark 1.1 Note that from the assumption (H) in [9] one can derive the assump-
tion (H) in the present paper. Therefore the assumption (H) in the present paper is
weaker than the assumption on f (u) in [9].

Since (2) includes the damping term γ ut , the normal convexity method employed
in [3] cannot be directly used to derive the global nonexistence of solutions. Therefore
the main difficulty of the present paper is to improve the classical convexity method
for proving the global nonexistence of solutions, as well as to obtain a sharp condition
of global existence and nonexistence of solutions for problem (2)–(4). In addition,
due to the fact that almost all of the relative works focus on the case E(0) < d ,
where d is the depth of the potential well defined for the problem, it is also a difficult
open problem to prove the global existence or nonexistence of solutions for problem
(2)–(4) with critical initial data E(0) = d .

The main purpose of this paper is to answer the following questions regarding
problem (2)–(4):

(i) Under what conditions the solutions exist globally in time. And under what con-
ditions the existence time of solutions is finite. Whether there exists a sharp
condition for global existence of solutions.

(ii) How to prove the asymptotic behaviour of solutions.
(iii) For the critical initial data E(0) = d , where d is the depth of potential well,

how to prove the global existence, nonexistence and asymptotic behaviour of
solutions.

This paper is organized as follows.
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• in Sect. 2 we recall some preliminary lemmas and introduce a family of potential
wells, by which we not only obtain some new results on the global well-posedness
of solutions but also derive a sharp condition for global existence and nonexistence
of solutions in the rest sections;

• in Sect. 3 we discuss the invariant sets and vacuum isolating of solutions for prob-
lem (2)–(4) for 0 < E(0) < d and E(0) ≤ 0 respectively;

• in Sect. 4 we prove the global existence and nonexistence of solutions and give a
sharp condition for global existence of solutions for problem (2)–(4) for E(0) < d ;

• in Sect. 5 we prove the asymptotic behaviour of solutions for problem (2)–(4) for
0 < E(0) < d ;

• in the last section we prove the global existence, nonexistence and asymptotic be-
haviour of solutions for problem (2)–(4) with the critical data E(0) = d .

Throughout this paper, we set the notations: ‖ · ‖p = ‖ · ‖Lp(�), ‖ · ‖ = ‖ · ‖2.
And(u, v) = ∫

�
uvdx denotes the L2-inner product.

In order to prove the main theorems we give the following Proposition 1.2.

Proposition 1.2 Let q satisfy the condition in (H), then the embedding H 1(�) ↪→
Lq+1(�) is compact.

2 Preliminary lemmas and introducing of {Wδ} and {Vδ}

In this section, before introducing potential wells, we define some functionals. Then
some preliminary lemmas are given to show some of their properties. Finally we
introduce a family of potential wells Wδ and corresponding family Vδ .

As did in [9] for problem (2)–(4) we define

J (u) = 1

2
‖∇u‖2 −

∫

�

F(u)dx,

I (u) = ‖∇u‖2 −
∫

�

uf (u)dx,

Iδ(u) = δ‖∇u‖2 −
∫

�

uf (u)dx, δ > 0.

Lemma 2.1 Let f (u) satisfy (H),

g(u) = f (u)

u
, u �= 0.

Then

(i) limu→0 g(u) = 0;
(ii) g(u) is increasing on (0,∞), decreasing on (−∞,0);

(iii) f (u)u ≥ 0 for u ∈ R, where the equality holds only for u = 0;
(iv) f (u) is increasing on (−∞,∞);
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(v)

0 ≤ F(u) ≤ a

q + 1
|u|q+1.

Proof

(i) follows from (ii) in (H).
(ii) follows from (i) in (H) and

g′(u) = uf ′(u) − f (u)

u2
.

(iii) follows from above (i) and (ii) of this lemma.
(iv) follows from (i) in (H) and (iii) in this lemma.
(v) follows from (iii) in this lemma and (ii) in (H). �

Lemma 2.2 [3] Let f (u) satisfy (H). Then F(u) ≥ B|u|p+1 for |u| ≥ 1 and some
B > 0.

By the proof of Lemma 2.5 in [9] it is easy to see the following Lemma 2.3.

Lemma 2.3 Let f (u) satisfy (H),

ϕ(λ) = 1

λ

∫

�

uf (λu)dx.

Then

(i) limλ→0 ϕ(λ) = 0, limλ→+∞ ϕ(λ) = +∞;
(ii) ϕ(λ) is increasing on 0 < λ < ∞.

From Lemmas 2.1–2.3, by the argument in [9] we can obtain the following Lem-
mas 2.4–2.7.

Lemma 2.4 Let f (u) satisfy (H), u ∈ H 1
0 (�) and ‖∇u‖ �= 0. Then

(i) limλ→0 J (λu) = 0, limλ→+∞ J (λu) = −∞;
(ii) On the interval 0 < λ < ∞ there exists a unique λ̄ = λ̄(u) such that

d

dλ
J (λu)

∣
∣
∣
∣
λ=λ̄

= 0;

(iii) J (λu) is increasing on 0 ≤ λ ≤ λ̄, decreasing on λ̄ ≤ λ < ∞ and takes the
maximum at λ = λ̄;

(iv) I (λu) = λ d
dλ

J (λu);
(v) I (λu) > 0 for 0 < λ < λ̄, I (λu) < 0 for λ̄ < λ < ∞, and I (λ̄u) = 0.
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Lemma 2.5 Let f (u) satisfy (H). Assume that u ∈ H 1
0 (�) and 0 < ‖∇u‖ < r(δ).

Then Iδ(u) > 0. In particular, if 0 < ‖∇u‖ < r(1), then I (u) > 0, where

r(δ) =
(

δ

aC
q+1∗

) 1
q−1

, C∗ = sup
u∈H 1

0 (�),u �=0

‖u‖q+1

‖∇u‖ .

Lemma 2.6 Let f (u) satisfy (H). Assume that u ∈ H 1
0 (�) and Iδ(u) < 0. Then

‖∇u‖ > r(δ). In particular, if I (u) < 0, then ‖∇u‖ > r(1).

Lemma 2.7 Let f (u) satisfy (H). Assume that u ∈ H 1
0 (�), Iδ(u) = 0 and ‖∇u‖ �= 0.

Then ‖∇u‖ ≥ r(δ). In particular, if I (u) = 0 and ‖∇u‖ �= 0 , then ‖∇u‖ ≥ r(1).

Definition 2.8 For problem (2)–(4) we define

d = inf
u∈N

J (u), N = {u ∈ H 1
0 (�)|I (u) = 0,‖∇u‖ �= 0},

d(δ) = inf
u∈Nδ

J (u), Nδ = {u ∈ H 1
0 (�)|Iδ(u) = 0,‖∇u‖ �= 0}, δ > 0.

By the same proof of Lemma 2.9 in [9] we can obtain the following Theorem 2.9.

Theorem 2.9 Let p satisfy (H). Then

(i) d(δ) ≥ a(δ)r2(δ) for a(δ) = 1
2 − δ

p+1 , 0 < δ <
p+1

2 . In particular, we have d ≥
p−1

2(p+1)
( 1
αC

q+1∗
)

2
q−1 .

(ii) limδ→0 d(δ) = 0, there exists a δ0 ≥ p+1
2 such that d(δ0) = 0 and d(δ) > 0 for

0 < δ < δ0.
(iii) d(δ) is strictly increasing on 0 < δ ≤ 1, decreasing on 1 ≤ δ ≤ δ0 and takes the

maximum d = d(1) at δ = 1.

Definition 2.10 Now for problem (2)–(4) we define

W = {u ∈ H 1
0 (�) | I (u) > 0, J (u) < d} ∪ {0};

V = {u ∈ H 1
0 (�) | I (u) < 0, J (u) < d};

Wδ = {u ∈ H 1
0 (�) | Iδ(u) > 0, J (u) < d(δ)} ∪ {0}, 0 < δ < δ0;

Vδ = {u ∈ H 1
0 (�) | Iδ(u) < 0, J (u) < d(δ)}, 0 < δ < δ0.

3 Invariant sets and vacuum isolating of solutions

In this section we discuss the invariant sets and vacuum isolating of solutions for
problem (2)–(4) for 0 < E(0) < d and E(0) ≤ 0 respectively.

Definition 3.1 u = u(x, t) ∈ L∞(0, T ;H 1
0 (�)) with ut ∈ L∞(0, T ;L2(�)) is called

a weak solution of problem (2)–(4) on � × [0, T ) if
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(i)

(ut , v) +
∫ t

0
(∇u,∇v)dτ =

∫ t

0
(f (u), v)dτ + (u1, v),

∀v ∈ H 1
0 (�), t ∈ (0, T ); (5)

(ii) u(x,0) = u0(x) in H 1
0 (�);

(iii)

E(t) + γ

∫ t

0
‖uτ‖2dτ ≤ E(0), ∀t ∈ [0, T ), (6)

where

E(t) = 1

2
‖ut‖2 + 1

2
‖∇u‖2 −

∫

�

F(u)dx = 1

2
‖ut‖2 + J (u).

Remark 3.2 From u ∈ L∞(0, T ;H 1
0 (�)), ut ∈ L∞(0, T ;L2(�)) and (2) we can ob-

tain utt ∈ L∞(0, T ;H−1(�)).

By (6) and the similar argument to that in [9] we can obtain the following Theo-
rems 3.3–3.5 and Lemma 3.6.

At first we introduce the invariance of sets Wδ and Vδ .

Theorem 3.3 Let f (u) satisfy (H), u0(x) ∈ H 1
0 (�), u1 ∈ L2(�). Assume that 0 <

e < d , (δ1, δ2) is the maximal interval including δ = 1 such that d(δ) > e for δ ∈
(δ1, δ2). Then

(i) All weak solutions of problem (2)–(4) with 0 < E(0) ≤ e belong to Wδ for δ ∈
(δ1, δ2), provided I (u0) > 0 or ‖∇u0‖ = 0.

(ii) All weak solutions of problem (2)–(4) with 0 < E(0) ≤ e belong to Vδ for δ ∈
(δ1, δ2), provided I (u0) < 0.

By Theorem 3.3 we can obtain the theorem below.

Theorem 3.4 Let f (u), ui(x) (i = 0,1), e and (δ1, δ2) be the same as those in The-
orem 3.3. Assume that 0 < E(0) ≤ e. Then for any δ ∈ (δ1, δ2) both sets Wδ and Vδ

are invariant, thereby both sets

Wδ1δ2 =
⋃

δ1<δ<δ2

Wδ and Vδ1δ2 =
⋃

δ1<δ<δ2

Vδ

are invariant respectively under the flow of (2)–(4).

Theorem 3.5 Under the assumptions of Theorem 3.4 for all weak solutions of prob-
lem (2)–(4) we have

u(t) /∈ Nδ1δ2 =
⋃

δ1<δ<δ2

Nδ.
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Next we consider the case E(0) ≤ 0.
To discuss the invariant sets for E(0) ≤ 0, we introduce a lemma here.

Lemma 3.6 Let f (u) satisfy (H), u0(x) ∈ H 1
0 (�), u1 ∈ L2(�). Assume that E(0) =

0 and ‖∇u0‖ �= 0. Then all weak solutions of problem (2)–(4) satisfy

‖∇u‖ ≥ r0 =
(

q + 1

2aC
q+1∗

) 1
q−1

.

Now we can obtain the invariance of Vδ for E(0) ≤ 0.

Theorem 3.7 Let f (u) satisfy (H), u0(x) ∈ H 1
0 (�), u1 ∈ L2(�). Assume that

E(0) < 0 or E(0) = 0, ‖∇u0‖ �= 0. Then all weak solutions of problem (2)–(4) belong
to Vδ for δ ∈ (0,

p+1
2 ).

Proof Let u(t) be any weak solution of problem (2)–(4) with E(0) < 0 or E(0) = 0,
‖∇u0‖ �= 0, T be the existence time of u(t). From (6) we can get

1

2
‖ut‖2 + a(δ)‖∇u‖2 + 1

p + 1
Iδ(u)

≤ 1

2
‖ut‖2 + J (u) ≤ E(0), δ ∈

(

0,
p + 1

2

)

, t ∈ [0, T ). (7)

If E(0) < 0, then (7) gives Iδ(u) < 0 and J (u) < 0 < d(δ) for δ ∈ (0,
p+1

2 ), t ∈
[0, T ). If E(0) = 0 and ‖∇u0‖ �= 0, then Lemma 3.6 gives ‖∇u‖ ≥ r0 for 0 ≤ t < T .
Again by (7) we get Iδ(u) < 0 and J (u) < 0 < d(δ) for δ ∈ (0,

p+1
2 ), 0 ≤ t < T .

Hence for above two cases we always have u ∈ Vδ for δ ∈ (0,
p+1

2 ), 0 ≤ t < T . �

4 Global existence and nonexistence of solutions

In this section we prove the global existence and nonexistence of solutions and give a
sharp condition for global existence of solutions for problem (2)–(4) with E(0) < d .

Firstly we consider the global existence of weak solution of problem (2)–(4).

Theorem 4.1 Let γ ≥ 0, f (u) satisfy (H), u0 ∈ H 1
0 (�), u1 ∈ L2(�). Assume that

E(0) < d , I (u0) > 0 or ‖∇u0‖ = 0. Then problem (2)–(4) admits a global weak
solution u(t) ∈ L∞(0,∞;H 1

0 (�)) with ut (t) ∈ L∞(0,∞;L2(�)) and u(t) ∈ W for
0 ≤ t < ∞.

Proof Let {wj(x)} be a system of base functions in H 1
0 (�). Construct the approxi-

mate solutions

um(x, t) =
m∑

j=1

gjm(t)wj (x), m = 1,2, . . . ,
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satisfying

(umtt ,ws) + (∇um,∇ws) + γ (umt ,ws) = (f (um),ws) , s = 1,2, . . . ,m; (8)

um(x,0) =
m∑

j=1

ajmwj (x) → u0(x) in H 1
0 (�), (9)

umt (x,0) =
m∑

j=1

bjmwj (x) → u1(x) in L2(�). (10)

Multiplying (8) by g′
sm(t) and summing for s we get

dEm(t)

dt
+ γ ‖umt‖2 = 0

Em(t) + γ

∫ t

0
‖umτ‖2dτ = Em(0) < d, 0 ≤ t < ∞ (11)

for sufficiently large m

Em(t) = 1

2
‖umt‖2 + 1

2
‖∇um‖2 −

∫

�

F(um)dx.

From (11) by the argument in [9] it follows that there exists a u and subsequence {uν}
of {um} such that

uν → u in L∞(0,∞;H 1
0 (�)) weakly star and a.e. in � × [0,∞),

uν → u in Lq+1(�) strongly for each t > 0,
uνt → ut in L∞(0,∞;L2(�)) weakly star.
And u satisfies (i) and (ii) in Definition 3.1. Next we prove u satisfies (6). First we

prove that

lim
ν→∞

∫

�

F(uν)dx =
∫

�

F(u)dx.

In fact
∣
∣
∣
∣

∫

�

F(uν)dx −
∫

�

F(u)dx

∣
∣
∣
∣

≤
∫

�

|f (u + θν(uν − u))| |uν − u|dx

≤ ‖f (u + θν(uν − u)‖r‖uν − u‖q+1, 0 < θν < 1, r = q + 1

q
.

Since

‖f (u + θν(uν − u)‖r
r ≤ ar

∫

�

(|u + θν(uν − u)|q)r dx

= ar‖u + θν(uν − u)‖q+1
q+1 ≤ C
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we get

lim
ν→∞

∫

�

F(uν)dx =
∫

�

F(u)dx.

Hence from (4.4) we get

1

2
‖ut‖2 + 1

2
‖∇u‖2 + γ

∫ t

0
‖uτ‖2dτ

≤ lim inf
ν→∞

1

2
‖uνt‖2 + lim inf

ν→∞
1

2
‖∇uν‖2 + lim inf

ν→∞ γ

∫ t

0
‖uντ‖2dτ

≤ lim inf
ν→∞

(
1

2
‖uνt‖2 + 1

2
‖∇uν‖2 + γ

∫ t

0
‖uντ‖2dτ

)

= lim inf
ν→∞

(

Eν(0) +
∫

�

F(uν)dx

)

= lim
ν→∞

(

Eν(0) +
∫

�

F(uν)dx

)

= E(0) +
∫

�

F(u)dx,

which gives (6). Finally by Theorem 3.3 we have u ∈ W for 0 ≤ t < ∞. �

Corollary 4.2 If in Theorem 4.1 the assumption “E(0) < d , I (u0) > 0” is replaced
by “0 < E(0) < d , Iδ2(u0) > 0”, where (δ1, δ2) is the maximal interval includ-
ing δ = 1 such that d(δ) > E(0) for δ ∈ (δ1, δ2), then problem (2)–(4) admits a
global weak solution u(t) ∈ L∞(0,∞;H 1

0 (�)) with ut (t) ∈ L∞(0,∞;L2(�)) and
u(t) ∈ Wδ for δ ∈ (δ1, δ2), 0 ≤ t < ∞.

Theorem 4.3 If in Corollary 4.2 the assumption “Iδ2(u0) > 0 or ‖∇u0‖ = 0” is
replaced by “‖∇u0‖ < r(δ2)”, then problem (2)–(4) admits a global weak solution
u(t) ∈ L∞(0,∞;H 1

0 (�)) with ut (t) ∈ L∞(0,∞;L2(�)) satisfying

‖∇u‖2 ≤ E(0)

a(δ1)
, ‖ut‖2 ≤ 2E(0), 0 ≤ t < ∞. (12)

Proof First ‖∇u0‖ < r(δ2) gives Iδ2(u0) > 0 or ‖∇u0‖ = 0. Hence from Corol-
lary 4.2 it follows that problem (2)–(4) admits a global weak solution u(t) ∈
L∞(0,∞;H 1

0 (�)) with ut (t) ∈ L∞(0,∞;L2(�)) and u(t) ∈ Wδ for δ ∈ (δ1, δ2),
0 ≤ t < ∞. Finally in

1

2
‖ut‖2 + a(δ)‖∇u‖2 + 1

p + 1
Iδ(u) ≤ 1

2
‖ut‖2 + J (u) ≤ E(0),

δ ∈ (δ1, δ2), 0 ≤ t < ∞,

letting δ → δ1 we get (12). �



476 X. Jiang, R. Xu

Next we consider the existence of global strong solution for problem (2)–(4).

Theorem 4.4 Let γ ≥ 0, f (u) satisfy

(i) f (u) ∈ C1, f (0) = 0 and

(H1) u
(
uf ′(u) − f (u)

) ≥ 0,

where the equality holds only for u = 0.
(ii) |f ′(u)| ≤ b|u|q1 for some b > 0 and some 0 < q1 ≤ 2

n−2 if n ≥ 3; 0 < q1 < ∞ if
n = 1,2.

(iii) (p + 1)F (u) ≤ uf (u) for some 1 < p ≤ q1 + 1 and F(u) = ∫ u

0 f (s)ds.

u0(x) ∈ H 2(�) ∩ H 1
0 (�), u1(x) ∈ H 1

0 (�).

Assume that E(0) < d and I (u0) > 0 or ‖∇u0‖ = 0. Then problem (2)–(4) admits
a global strong solution u(t) ∈ L∞(0, T ;H 2(�)) ∩ L∞(0,∞;H 1

0 (�)) with ut (t) ∈
L∞(0, T ;H 1

0 (�))∩L∞(0,∞;L2(�)) and utt (t) ∈ L∞(0, T ;L2(�)) for any T > 0
and u(t) ∈ W for 0 ≤ t < ∞.

Proof Clearly from (H1) one can get (H), where q = q1 + 1. Let {wj } be the eigen-
function system of problem

�w + λw = 0, x ∈ �, w|∂� = 0.

Construct the approximate solutions as shown in the proof of Theorem 4.1. Then
from (11) we get

1

2
‖umt‖2 + p − 1

2(p + 1)
‖∇um‖2 + 1

p + 1
I (um) ≤ Em(t) ≤ Em(0) < d

for sufficiently large m. Hence from um ∈ W for sufficiently large m, we have

‖∇um‖2 <
2(p + 1)

p − 1
d, ‖umt‖2 < 2d, 0 ≤ t < ∞. (13)

Let {uν} and u ∈ L∞(0,∞;H 1
0 (�)) with ut ∈ L∞(0,∞;L2(�)) be the same as

those in the proof of Theorem 4.1. Then u is a global weak solution of problem
(2)–(4).

Next multiplying (8) by λsg
′
sm(t) and summing for s we get

d

dt

(
1

2
‖∇umt‖2 + 1

2
‖�um‖2

)

+ γ ‖∇umt‖2

= (
f ′(um)∇um,∇umt

)

≤ ‖f ′(um)‖r‖∇um‖s‖∇umt‖
≤ C‖f ′(um)‖r‖�um‖‖∇umt‖, (14)

where s = 2n
n−2 , r = n if n ≥ 3; s = r = 4 if n = 1,2.
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On the other hand, from (ii) in (H1) and (13) we can get ‖f ′(um)‖r ≤ C for 0 ≤
t < ∞. Thus from (14) we obtain

d

dt

(
1

2
‖∇umt‖2 + 1

2
‖�um‖2

)

≤ C
(
‖∇umt‖2 + ‖�um‖2

)
.

By use of Gronwall inequality we get

‖∇umt‖2 + ‖�um‖2 ≤ C(T ), 0 ≤ t ≤ T . (15)

Multiplying (8) by g′′
sm(t) and summing for s yield

‖umtt‖2 = (�um − γ umt + f (um),umtt )

≤ (‖�um‖ + γ ‖umt‖ + ‖f (um)‖)‖umtt‖
≤ C(T )‖umtt‖

and

‖umtt‖ ≤ C(T ), 0 ≤ t ≤ T . (16)

From (15) and (16), it follows that u ∈ L∞(0, T ;H 2(�)) with ut ∈ L∞(0.T ;H 1
0 (�))

and utt ∈ L∞(0, T ;L2(�)), ∀T > 0 and u is a global strong solution of prob-
lem (2)–(4). �

Now we discuss the global nonexistence of solutions of problem (2)–(4).

Theorem 4.5 Let 0 ≤ γ < (p − 1)λ1, f (u) satisfy (H), u0 ∈ H 1
0 (�), u1 ∈ L2(�).

Assume that E(0) < d and I (u0) < 0. Then the existence time of solution for problem
(2)–(4) is finite, where

λ1 = inf
u∈H 1

0 (�),‖∇u‖�=0

‖∇u‖
‖u‖ .

Proof Let u(t) be any weak solution of problem (2)–(4), T be the maximal existence
time of u(t). Let us prove T < ∞. If it is false, then T = +∞. Let

M(t) = ‖u‖2,

then

Ṁ(t) = 2(ut , u),

M̈(t) = 2‖ut‖2 + 2(utt , u) = 2‖ut‖2 − 2γ (ut , u) − 2I (u), (17)

which together with

1

2
‖ut‖2 + p − 1

2(p + 1)
‖∇u‖2 + 1

p + 1
I (u) ≤ E(t) ≤ E(0)
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gives

M̈(t) ≥ (p + 3)‖ut‖2 − 2γ (ut , u) + (p − 1)‖∇u‖2 − 2(p + 1)E(0). (18)

(i) If E(0) ≤ 0, then

M̈(t) ≥ (p + 3)‖ut‖2 − 2γ (ut , u) + (p − 1)λ2
1‖u‖2.

From γ < (p − 1)λ1 it follows that there exists a ε ∈ (0,p − 1) such that

γ 2 < (p − 1 − ε)(p − 1)λ2
1.

Then

M̈(t) ≥ (4 + ε)‖ut‖2 + (p − 1 − ε)‖ut‖2 − 2γ (ut , u) + (p − 1)λ2
1‖u‖2.

From this and

2γ (ut , u) ≤ (p − 1 − ε)‖ut‖2 + γ 2

p − 1 − ε
‖u‖2

≤ (p − 1 − ε)‖ut‖2 + (p − 1)λ2
1‖u‖2,

we get

M̈(t) ≥ (4 + ε)‖ut‖2. (19)

Hence by Schwartz inequality we get

M̈(t)M(t) − 4 + ε

4
Ṁ2(t) ≥ (4 + ε)(‖ut‖2‖u‖2 − (ut , u)2) ≥ 0,

(M−α(t))′′ = −α

Mα+2(t)

(
M̈(t)M(t) − (α + 1)Ṁ2(t)

)
≤ 0,

α = ε

4
, 0 ≤ t < ∞.

Hence there exists a T1 > 0 such that

lim
t→T1

M−α(t) = 0

and

lim
t→T1

M(t) = +∞,

which contradicts T = +∞.
(ii) 0 < E(0) < d .

In this case from Theorem 3.3 we have u ∈ Vδ for 1 < δ < δ2, 0 ≤ t < ∞,
where (δ1, δ2) is the maximal interval including δ = 1 such that d(δ) > E(0) for
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δ ∈ (δ1, δ2). Hence Iδ(u) < 0 and ‖∇u‖ > r(δ) for 1 < δ < δ2, 0 ≤ t < ∞. So
we have Iδ2(u) ≤ 0 and ‖∇u‖ ≥ r(δ2) for 0 ≤ t < ∞. From (17) we get

d

dt
(eγ t Ṁ(t)) = 2eγ t (‖ut‖2 − I (u))

= 2eγ t (‖ut‖2 + (δ2 − 1)‖∇u‖2 − Iδ2(u))

≥ 2eγ t (δ2 − 1)r2(δ2) = C(δ2)e
γ t ,

eγ t Ṁ(t) ≥ C(δ2)

∫ t

0
eγ τ dτ + Ṁ(0) = C(δ2)

γ
(eγ t − 1) + Ṁ(0),

Ṁ(t) ≥ C(δ2)

γ
(1 − e−γ t ) + e−γ t Ṁ(0).

Hence there exists a t0 > 0 such that

Ṁ(t) ≥ C(δ2)

2γ
for t ≥ t0

and

M(t) ≥ C(δ2)

2γ
(t − t0) + M(t0) ≥ C(δ2)

2γ
(t − t0), t ≥ t0. (20)

On the other hand, from γ < (p−1)λ1 it follows that there exists a ε ∈ (0,p−1)

such that

γ 2 < (p − 1 − ε)((p − 1)λ2
1 − ε).

From (18) we have

M̈(t) ≥ (p + 3)‖ut‖2 − 2γ (ut , u) + (p − 1)λ2
1‖u‖2 − 2(p + 1)E(0)

= (4 + ε)‖ut‖2 + (p − 1 − ε)‖ut‖2 − 2γ (ut , u)

+ ((p − 1)λ2
1 − ε)‖u‖2 + εM(t) − 2(p + 1)E(0). (21)

From (21) and

2γ (ut , u) ≤ (p − 1 − ε)‖ut‖2 + γ 2

p − 1 − ε
‖u‖2

≤ (p − 1 − ε)‖ut‖2 + ((p − 1)λ2
1 − ε)‖u‖2,

we get

M̈(t) ≥ (4 + ε)‖ut‖2 + εM(t) − 2(p + 1)E(0).

From (20) it follows that there exists a t1 > 0 such that

εM(t) > 2(p + 1)E(0) for t > t1
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and

M̈(t) > (4 + ε)‖ut‖2, t > t1.

The remainder of this proof is same with that in the proof of case (i).

Therefore for above two cases we always have T < ∞. �

From Theorem 4.1 and Theorem 4.5 we can obtain the following sharp condition
for global existence of solution for problem (2)–(4):

Theorem 4.6 Let 0 ≤ γ < (p − 1)λ1, f (u) satisfy (H), u0(x) ∈ H 1
0 (�), u1(x) ∈

L2(�). Assume E(0) < d . Then when I (u0) > 0, problem (2)–(4) admits a global
weak solution; and when I (u0) < 0, the problem does not admits any global weak
solution.

Remark 4.7 Note that the proof of Theorem 4.5 for the case 0 < E(0) < d strongly
depend on the fact that u ∈ Vδ for 1 < δ < δ2, where u is the solution of problem
(2)–(4) with 0 < E(0) < d , I (u0) < 0. Therefore the introducing of the family {Vδ}
is necessary for the proof of Theorem 4.5.

5 Asymptotic behaviour of solution

In this section we prove the asymptotic behaviour of solution for problem (2)–(4)
with 0 < E(0) < d .

Lemma 5.1 Let γ ≥ 0, f (u) satisfy (H) and u be the weak solution of problem
(2)–(4) with 0 < E(0) < d , I (u0) > 0 or ‖∇u0‖ = 0. Then

(i) I (u) = ‖ut‖2 − d
dt

(ut , u) − γ
2

d
dt

‖u‖2;
(ii) I (u) ≥ (1 − δ1)‖∇u‖2,

where (δ1, δ2) is the maximal interval including δ = 1 such that d(δ) > E(0) for
δ ∈ (δ1, δ2).

Proof Let u(t) be a weak solution of problem (2)–(4) with 0 < E(0) < d , I (u0) > 0
or ‖∇u0‖ = 0, T be the existence time of u(t).

(i) Multiply (2) by u and integrate on �, we can derive the conclusion.
(ii) From Theorem 3.3 we have u(t) ∈ Wδ for δ1 < δ < 1, 0 ≤ t < T . Hence Iδ(u) ≥

0 for δ1 < δ < 1, 0 ≤ t < T and Iδ1(u) ≥ 0 for 0 ≤ t < T . Thus we get

I (u) = ‖∇u‖2 −
∫

�

uf (u)dx = (1 − δ1)‖∇u‖2 + Iδ1(u) ≥ (1 − δ1)‖∇u‖2. �

Then we have the following theorem on the asymptotic behaviour of the strong
solutions of problem (2)–(4) for 0 < E(0) < d .
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Theorem 5.2 Let γ > 0, f (u) satisfy (H1), u0 ∈ H 2(�) ∩ H 1
0 (�), u1 ∈ H 1

0 (�).
Assume that 0 < E(0) < d , I (u0) > 0 or ‖∇u0‖ = 0. Then for the global strong
solution of problem (2)–(4) given in Theorem 4.4 we have

E(t) ≤ Ce−λt , 0 ≤ t < ∞ (22)

and

‖ut‖2 + ‖∇u‖2 ≤ C1e
−λt , 0 ≤ t < ∞ (23)

for some positive constants C, C1 and λ.

Proof Let u(t) be a global strong solution of problem (2)–(4) given by Theo-
rem 4.4. Then by Theorem 4.4 and Theorem 3.3 we have u(t) ∈ L∞(0, T ;H 2(�)) ∩
L∞(0,∞;H 1

0 (�)) with ut (t) ∈ L∞(0, T ;H 1
0 (�)) ∩ L∞(0,∞;L2(�)), utt (t) ∈

L∞(0,∞;L2(�)), ∀T > 0 and u(t) ∈ Wδ for δ1 < δ < δ2, 0 ≤ t < ∞, where (δ1, δ2)

is the maximal interval including δ = 1 such that d(δ) > E(0) for δ ∈ (δ1, δ2).
Multiplying (2) by ut , integrating on � and multiplying the obtained equality by

eαt (α > 0) leads

d

dt

(
eαtE(t)

) + γ eαt‖ut‖2 = αeαtE(t), 0 ≤ t < T , ∀T > 0. (24)

Integrating (24) with respect to t we get

eαtE(t) + γ

∫ t

0
eατ‖uτ‖2dτ ≤ E(0) + α

∫ t

0
eατE(τ)dτ, 0 ≤ t < ∞. (25)

From u(t) ∈ W and

E(t) ≥ 1

2
‖ut‖2 + p − 1

2(p + 1)
‖∇u‖2 + 1

p + 1
I (u),

we get

E(t) ≥ 1

2
‖ut‖2 + p − 1

2(p + 1)
‖∇u‖2 ≥ 0, 0 ≤ t < ∞. (26)

Moreover form Lemma 5.1 it follows that
∫ t

0
eατE(τ)dτ ≤ 1

2

∫ t

0
eατ‖uτ‖2dτ + 1

2

∫ t

0
eατ‖∇u‖2dτ

≤ 1

2

∫ t

0
eατ‖uτ‖2dτ + 1

2(1 − δ1)

∫ t

0
eατ I (u)dτ

= 1

2

(

1 + 1

1 − δ1

)∫ t

0
eατ‖uτ‖2dτ

− 1

2(1 − δ1)

∫ t

0
eατ d

dτ

(
(uτ , u) + γ

2
‖u‖2

)
dτ (27)
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−
∫ t

0
eατ d

dτ

(
(uτ , u) + γ

2
‖u‖2

)
dτ

= (u1, u0) + γ

2
‖u0‖2 − eαt

(
(ut , u) + γ

2
‖u‖2

)

+ α

∫ t

0
eατ

(
(uτ , u) + γ

2
‖u‖2

)
dτ

≤ 1

2

(
‖u1‖2 + (1 + γ )‖u0‖2

)
+ 1

2
eαt

(
‖ut‖2 + (1 + γ )‖u‖2

)

+ α

2

∫ t

0
eατ

(
‖uτ‖2 + (1 + γ )‖u‖2

)
dτ. (28)

From (26)–(28) it follows that

eαtE(t) + γ

∫ t

0
eατ‖uτ‖2dτ

≤ C0E(0) + α

2

(

1 + 1

1 − δ1

)∫ t

0
eατ‖uτ‖2dτ + αC1e

αtE(t)

+ α2C1

∫ t

0
eατE(τ)dτ, (29)

where C0 and C1 are positive constants. Take α such that

0 < α < min

{
1

2C1
,

2γ

1 + 1
1−δ1

}

.

Then (29) gives

eαtE(t) ≤ 2C0E(0) + 2α2C1

∫ t

0
eατE(τ)dτ, 0 ≤ t < ∞

and by Gronwall inequality we obtain

eαtE(t) ≤ 2C0E(0)e2C1α
2t

and (22), where C = 2C0E(0) > 0, λ = α(1 − 2C1α) > 0.
Furthermore from (22) and (26) we get (23). �

Lemma 5.3 Let γ > 0, f (u) satisfy (H), u0(x) ∈ H 1
0 (�), u1(x) ∈ L2(�). Assume

that E(0) < d , I (u0) > 0 or ‖∇u0‖ = 0. Then for the approximate solutions given in
the proof of Theorem 4.1 we have

(i)

I (um) = ‖umt‖2 − d

dt
(umt , um) − γ

2

d

dt
‖um‖2, ∀m;

(ii) I (um) ≥ (1 − δ1)‖∇um‖2 for sufficiently large m,
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where (δ1, δ2) is the maximal interval including δ = 1 such that (δ1, δ2) ⊂ (0, δ0) and
E(0) < d(δ) for δ ∈ (δ1, δ2).

Proof

(i) Multiplying (8) by gsm(t) and summing for s we can get (i) in this lemma.
(ii) First E(0) < d(δ) for δ ∈ (δ1, δ2) gives Em(0) < d(δ) for δ ∈ (δ1, δ2) and suffi-

ciently large m. Thus from (11) we have

1

2
‖umt‖2 + J (um) + γ

∫ t

0
‖umτ‖2dτ ≤ Em(0) < d(δ),

δ ∈ (δ1, δ2), 0 ≤ t < ∞. (30)

From (30) by a similar argument to the proof of Theorem 3.1 in [9] we can
obtain that um ∈ Wδ for δ ∈ (δ1, δ2), 0 ≤ t < ∞ and sufficiently large m. Hence
we have Iδ(um) ≥ 0 for δ ∈ (δ1, δ2), 0 ≤ t < ∞ and sufficiently large m, which
gives Iδ1(um) ≥ 0 for 0 ≤ t < ∞ and sufficiently large m. Hence we have

I (um) = (1 − δ1)‖∇um‖2 + Iδ1(um) ≥ (1 − δ1)‖∇um‖2

for sufficiently large m. �

By the lemma above, we also prove the asymptotic behaviour of weak solution of
problem (2)–(4) for E(0) < d .

Theorem 5.4 Let γ > 0, f (u) satisfy (H), u0(x) ∈ H 1
0 (�), u1(x) ∈ L2(�). Assume

that E(0) < d , I (u0) > 0 or ‖∇u0‖ = 0. Then for the global weak solution u(t) given
in Theorem 4.1, (22) and (23) also hold.

Proof Let {um} be the approximate solutions give in the proof of Theorem 4.1. Then
from the proof of Theorem 4.1 we have

dEm(t)

dt
+ γ ‖umt‖2 = 0. (31)

Multiplying (31) by eαt (α > 0) we get

d

dt

(
eαtEm(t)

) + γ eαt‖umt‖2 = αeαtEm(t), 0 ≤ t < ∞, (32)

where

Em(t) = 1

2
‖umt‖2 + 1

2
‖∇um‖2 −

∫

�

F(um)dx.

Note that for um, both (i) and (ii) of Lemma 5.3 hold. Hence from (32) by a similar
argument to the proof of Theorem 5.2 we can obtain

Em(t) ≤ CEm(0)e−λt , 0 ≤ t < ∞
for some positive constants C and λ independent of m, which gives
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1

2
‖umt‖2 + 1

2
‖∇um‖2 ≤ CEm(0)e−λt +

∫

�

F(um)dx, 0 ≤ t < ∞. (33)

Let {uν} be the subsequence of {um} given in the proof of Theorem 4.1. Then we
have

lim
ν→∞

∫

�

F(uν)dx =
∫

�

F(u)dx.

Hence from (33) we get

1

2
‖ut‖2 + 1

2
‖∇u‖2 ≤ lim inf

ν→∞
1

2
‖uνt‖2 + lim inf

ν→∞
1

2
‖∇uν‖2

≤ lim inf
ν→∞

(
1

2
‖uνt‖2 + 1

2
‖∇uν‖2

)

≤ lim inf
ν→∞

(

CEν(0)e−λt +
∫

�

F(uν)dx

)

= lim
ν→∞

(

CEν(0)e−λt +
∫

�

F(uν)dx

)

= CE(0)e−λt +
∫

�

F(u)dx,

which gives (22) and (23). �

Remark 5.5 Note that the proof of Theorem 5.2 and Theorem 5.4 strongly depend on
the fact that u ∈ Wδ for δ1 < δ < 1, where u is the solution of problem (2)–(4) with
0 < E(0) < d , I (u0) > 0 or ‖∇u0‖ = 0, (δ1, δ2) is the maximal interval including
δ = 1 such that d(δ) > E(0) for δ ∈ (δ1, δ2). Therefore the introducing of potential
wells {Wδ} is necessary for the proof of Theorem 5.2.

6 Global existence and asymptotic behaviour of solutions for problem (2)–(4)
with E(0) = d

In this section we prove the global existence, nonexistence and asymptotic behaviour
of solutions for problem (2)–(4) with the critical data E(0) = d .

We firstly prove the invariance of sets W ′ and V ′.

Lemma 6.1 Let γ > 0, f (u) satisfy (H), u0 ∈ H 1
0 (�), u1 ∈ L2(�),

W ′ = {u ∈ H 1
0 (�)|I (u) > 0} ∪ {0},

V ′ = {u ∈ H 1
0 (�)|I (u) < 0}.

Assume that E(0) = d . Then W ′ and V ′ are invariant under the flow of (2)–(4) re-
spectively.

Proof We prove this lemma by considering two cases (i) and (ii) for W ′ and V ′
respectively.
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(i) Let u(t) be any weak solution of problem (2)–(4) with E(0) = d , I (u0) > 0
or ‖∇u0‖ = 0, T be the existence time of u(t). We prove that u(t) ∈ W ′ for
0 < t < T . If it is false, then there exists a t0 ∈ (0, T ) such that u(t0) ∈ ∂W ′, i.e.
I (u(t0)) = 0, ‖∇u(t0)‖ �= 0. Then we have J (u(t0)) ≥ d . Hence by

1

2
‖ut‖2 + J (u) + γ

∫ t

0
‖uτ‖2dτ ≤ E(0) = d,

we get
∫ t0

0 ‖ut‖2dt = 0 and ‖ut‖ = 0 for 0 ≤ t ≤ t0, which implies du
dt

= 0 for
x ∈ �, 0 ≤ t ≤ t0 and u(x, t) = u0(x). Hence we have I (u(t0)) = I (u0) > 0
which contradicts I (u(t0)) = 0.

(ii) Let u(t) be any weak solution of problem (2)–(4) with E(0) = d , I (u0) < 0,
T be the existence time of u(t). We prove that I (u) < 0 for 0 < t < T . If it
is false, then there exists a t0 ∈ (0, T ) such that u(t0) ∈ ∂V ′, i.e. I (u(t0)) = 0.
Let t0 be the first time such that I (u) = 0. Then I (u) < 0 for 0 < t < t0. Hence
by Lemma 2.6 we have ‖∇u‖ > r(1) for 0 < t < t0 and ‖∇u(t0)‖ ≥ r(1). So
we have J (u(t0)) ≥ d . The remainder of this proof is similar to the proof of
part (i). �

Lemma 6.2 Let γ > 0, f (u) satisfy (H), u0 ∈ H 1
0 (�), u1 ∈ L2(�). Assume that

E(0) = d , u(t) be a weak solution (not steady state solution) of problem (2)–(4), T

be the existence time of u(t). Then there exists a t0 ∈ (0, T ) such that
∫ t0

0
‖ut‖2dt > 0. (34)

Proof Let u(t) be any solution (but not steady state solution) of problem (2)–(4) with
E(0) = d , T be the existence time of u(t). We prove that there exists a t0 ∈ (0, T )

such that (34) holds. If it is false, then
∫ t

0 ‖uτ‖2dτ ≡ 0 for 0 ≤ t < T , which gives
‖ut‖ = 0 for 0 ≤ t < T . Hence we have du

dt
= 0 for x ∈ �, t ∈ [0, T ), which gives

u(t) ≡ u0, i.e. u(t) is a steady state solution of problem (2), (4). �

By the argument in the proof of Theorem 22 in [9] we can obtain the following
theorems.

The global existence of weak solution

Theorem 6.3 Let γ ≥ 0, f (u) satisfy (H), u0(x) ∈ H 1
0 (�), u1(x) ∈ L2(�). Assume

that E(0) = d and I (u0) ≥ 0. Then problem (2)–(4) admits a global weak solution
u(t) ∈ L∞(0,∞;H 1

0 (�)) with ut (t) ∈ L∞(0,∞;L2(�)) and u(t) ∈ W̄ = W ∩ ∂W

for 0 ≤ t < ∞.

The asymptotic behaviour of weak solution

Theorem 6.4 Let γ > 0, f (u) satisfy (H), u0(x) ∈ H 1
0 (�), u1(x) ∈ L2(�). Assume

that E(0) = d and I (u0) ≥ 0. Then for the global weak solution given in Theorem 6.3,
both (22) and (23) hold.

Proof We only consider the case ‖∇u0‖ �= 0. Let us recall the proof of Theorem 6.3
(see Theorem 5.1 in [9]). Take λm = 1 − 1

m
, m = 2,3, . . . , u0m(x) = λmu0(x). Con-



486 X. Jiang, R. Xu

sider the initial conditions

u(x,0) = u0m(x), ut (x,0) = u1(x), x ∈ � (35)

and corresponding problem (2), (35), (4). Then we have 0 < Em(0) < d , I (u0m) > 0,
where

Em(0) = 1

2
‖u1‖2 + 1

2
‖∇u0m‖2 −

∫

�

F(u0m)dx.

Hence from Theorem 4.1 and Theorem 5.4 it follows that for each m problem (2),
(35), (4) admits a global weak solution um(t) ∈ L∞(0,∞;H 1

0 (�)) with umt (t) ∈
L∞(0,∞;L2(�)) satisfying

Em(t) ≤ CEm(0)e−λt , 0 ≤ t < ∞
for some positive constants C and λ independent of m. The remainder of this proof
is the same as the proof of Theorem 5.4. �

The global nonexistence of solution

Theorem 6.5 Let 0 ≤ γ < (p − 1)λ1, λ1 is defined in Theorem 4.5, f (u) satisfy
(H), u0(x) ∈ H 1

0 (�), u1(x) ∈ L2(�). Assume that E(0) = d and I (u0) < 0. Then the
existence time of solution but not the steady state solution u(t) of problem (2)–(4) is
finite.

Proof Let u(t) be a weak solution of problem (2)–(4), T be the maximal existence
time of u(t). We prove that if u(t) is not a steady state solution of problem (2)–(4),
then T < ∞. In fact, from Lemma 6.2 it follows that there exists a t0 ∈ (0, T ) such
that

∫ t0

0
‖ut‖2dt > 0

and

E(t0) = E(0) − γ

∫ t0

0
‖ut‖2dt < d.

On the other hand, from Lemma 6.1 we have I (u(t0)) < 0. Hence from Theo-
rem 4.5 it follow that the existence time T of u(t) if finite. �

From Theorem 6.3 and Theorem 6.5 we can obtain the following sharp condition
of global existence and nonexistence of solutions for problem (2)–(4) with E(0) = d .

Corollary 6.6 Let f (u) satisfy (H), u0(x) ∈ H 1
0 (�), u1(x) ∈ L2(�). Assume that

0 < γ < (p − 1)λ1 and E(0) = d . Then when I (u0) > 0 the solution u(t) of problem
(2)–(4) exists globally in time, and when I (u0) < 0 the existence time of solution but
not the steady state solution u(t) of problem (2)–(4) is finite.
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