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Abstract  The concept of mental privacy can be 
defined as the principle that subjects should have 
control over the access to their own neural data and 
to the information about the mental processes and 
states that can be obtained by analyzing it. Our aim is 
to contribute to the current debate on mental privacy 
by identifying the main positions, articulating key 
assumptions and addressing central arguments. First, 
we map the different positions found in current litera-
ture. We distinguish between those who dismiss con-
cerns about mental privacy and those who endorse 
them. In this latter group, we establish a further disa-
greement between conservative and liberal strategies 
to protect mental privacy. Then, we address the first 

discussion by articulating and criticizing different 
skeptical views on mental privacy. Finally, we try to 
identify what are the unique features of neural data 
and examine how they may be connected to the ways 
in which neurotechnological mindreading could put 
mental privacy at risk. We suggest that even if neu-
ral data is unique, it may not require new strategies to 
protect people from its misuse. However, identifying 
the special features and risks of neurotechnological 
mind-reading is necessary for the second discussion 
on mental privacy to properly take off.
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Neural Data and Mental Privacy

The search for medical neurotechnological applica-
tions has led to the creation of novel ways to regis-
ter and record neural activity [1–5]). The develop-
ment of techniques such as Deep Brain Stimulation 
(DBS), Transcranial Magnetic Stimulation (TMS), 
and Brain-Computer Interfaces (BCIs) are open-
ing new possibilities of treatment to conditions such 
as Parkinson’s disease, Brain Strokes, and Paraly-
sis among many others [6–10]. Over the last years, 
a number of ethical worries have been raised due to 
the fast development of neurotechnological applica-
tions in the private sector and how these applications 
could impact different dimensions of society such as, 
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for example, education, labor, entertainment, mili-
tary systems, data management, among many others 
[11–16]. In this context, part of the scientific com-
munity has started to worry about the ways in which 
mental privacy could be at risk (e.g. [17–19]). The 
notion of mental privacy refers to the degree of con-
trol that subjects should have over the access to their 
own neural data (or, at least, that informed consent is 
necessary for obtaining access) and to the information 
about their mental processes and states that can be 
obtained by analyzing such data [17, 19–24].

Two fundamental disagreements seem to charac-
terize the current state of the discussion about mental 
privacy; the first one has to do with whether mental 
privacy is really at risk. In this context, a first group 
claims that—for philosophical and empirical rea-
sons—mental privacy is not really at risk, dismissing 
the very worry about how to protect it (e.g., [25–27]). 
Let’s call this the skeptic view. A second group will 
agree that neurotechnological applications pose real 
threats to mental privacy (see [15, 20, 23]). The sec-
ond disagreement concerns this latter group. Agree-
ing that mental privacy should be protected by legal 
means is one thing but agreeing on how to protect 
it is quite another. This debate also seems to remain 
open in current literature [19, 20, 28, 29]. For some, 
citizens would be already protected from the type 
of threat raised by neurotechnological applications 
by current laws, or by simply adding minor specifi-
cations to currently existing legal frameworks (e.g., 
[30–35]). Let’s call this the conservative view. For 
others, the type of threats to mental privacy posited 
by commercial neurotechnological applications might 
not be covered by current legal frameworks or inter-
national treaties, and for this reason, new regulatory 
frameworks should be developed (e.g., [17, 20, 24, 
28, 33, 36–38]. Let’s call this the liberal view.

Each view in these debates faces different chal-
lenges. Arguing that mental privacy is not in need 
of protection requires the skeptics to show that neu-
rotechnological developments either do not provide 
access to (relevant) neural and mental processes or 
that the access they provide is not a real threat to 
users. In other words, the skeptic needs to counter a 
very plausible and intuitive worry. In turn, arguing 
that mental privacy needs protection, but new regu-
latory frameworks are not needed, requires the con-
servative to clarify specifically how existing laws are 
able to mitigate the neurotechnological risks that did 

not exist when they were drafted. In addition, they 
also need to deal with the question about how such 
laws would specifically operate in society through-
out specific legal systems (typification of related 
crimes, establishment of aggravating circumstances, 
degrees of severity of infringements, what constitutes 
evidence, among many others). Finally, the liberal 
needs to connect specific neurotechnological risks 
to specific gaps in current regulatory frameworks 
and explain how those gaps need to be filled (adap-
tation of currently existing frameworks, creation of 
new human rights, establishment of analogies with 
currently existing laws, among others options). As 
it stands, the debate about mental privacy protection 
seems to be far from settled.

After contextualizing the general discussion 
about mental privacy (Section  "Contextualizing the 
Debate: Neurotechnologies and the Need for Neuro-
rights"), we oppose the skeptic view by replying to its 
main philosophical and empirical arguments (Sec-
tion  "Skepticism toward Mental Privacy Threats"). 
Then, we propose that a way of disentangling the 
debate between liberals and conservatives implies 
stepping back and determining whether there are 
risks that are unique to neurotechnological develop-
ments (Section "What is Unique About Neurotechno-
logical Mind-Reading?"). If neurotechnological risks 
are identical to those associated with other technolo-
gies that also provide access to mental processes and 
that are already adequately regulated, then the discus-
sion will not take off and the conservative view can 
be endorsed without much discussion. In contrast, if 
there are risks that are uniquely associated with neu-
rotechnological mind-reading, then we need to have 
a substantive discussion regarding whether these new 
risks can be adequately addressed by current regula-
tions, which were not specifically developed to fulfill 
this task. We approach this issue by critically examin-
ing the uniqueness of the type of data on which neu-
rotechnological mind-reading relies. We then argue 
that these unique features introduce new risks that 
are not associated with other forms of technological 
mind-reading. We finish by claiming that identify-
ing what is unique about neural data is only the first 
step in the discussion between liberals and conserva-
tives (Section "Concluding Remarks: Should Unique 
Threats Induce The Creation of Neurorights?"). In 
order to illustrate this, we examine the liberal pro-
posal championed by the MorningSide Group, 
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then known as the  "Neurotechnology Ethics Task-
force"– NET henceforth –, that proposes that some 
of its unique features make neural data analogous to 
organic tissue. As a consequence of this, the proposal 
suggests that neural data should be legally treated as 
organic tissue [28, 29]. We argue that the features that 
the NET’s proposal appeal to cannot ground that spe-
cific legal analogy.

Contextualizing the Debate: Neurotechnologies 
and the Need for Neurorights

The worry about the protection of mental privacy is 
part of a broader concern about the different ways 
in which subjects could be affected by the misuse of 
neurotechnologies in medical and non-medical con-
texts. In 2014, former US President Barack Obama 
warned the international community about the impact 
that neurotechnological intromissions in the brain’s 
dynamics could have on data privacy, agency, and 
personal responsibility [39]. The main priority of 
large-scale neurotechnology projects has been the 
search for novel medical treatments. However, as 
[40], p. 11) suggests: ‘it would be naïve to think that 
companies that have invested considerable amounts of 
money on these projects might not want to find spe-
cific ways to secure the return on that investment by 
creating commercial uses of those technologies’. Here 
the idea is not that neurotechnological applications 
should be rejected per se, but rather that their wide 
range of potential applications might give rise to a 
number of unforeseen practical and ethical problems.

Motivated by this issue, interdisciplinary com-
munities have started to discuss different regulatory 
strategies through which interests such as agency, pri-
vacy, and liberty might be protected from misuses and 
abuses of invasive and non-invasive neurotechnologi-
cal devices [17, 24, 37, 38, 41–45]. In this context, 
the NET—formerly known as Columbia University’s 
MorningSide Group—suggested that neurotechno-
logical developments are revolutionizing the way in 
which neurological conditions are treated, however, at 
the same time: ‘[neuro]technology could also exacer-
bate social inequalities and offer corporations, hack-
ers, governments or anyone else new ways to exploit 
and manipulate people’ [38], p. 160). One of the main 
problems identified by the NET is that, apparently, 
existing legal frameworks would be insufficient to 

deal with this type of threat [28, 29, 38], and for this 
reason, the group proposed the concept of neuroright 
as a required legal resource that should accompany 
neurotechnological developments in order to protect 
‘people’s privacy, identity, agency, and equality’ [38] 
p. 159).

The NET has developed one of the most widely 
discussed proposals about the creation of specific 
rights associated with neurotechnological develop-
ment, suggesting the creation of fundamental neuro-
rights based on four concerns: (i) The right to privacy 
& consent refers to the right for a person to keep their 
neural data private, ensuring that the ability to opt out 
of sharing is the default mode of ownership of such 
data. (ii) The right to agency & identity is the right for 
a person to preserve their sense of agency and human 
identity in light of potential changes produced by the 
use of neurotechnologies. (iii) The third concern has 
not been crystalized in the creation of a specific right 
yet. This concern refers to the possibility of unequal 
augmentation of cognitive and physical functions 
through the use of neurotechnologies and how this 
augmentation would produce new types of inequali-
ties. (iv) The last concern refers to the way in which 
certain biases could become embedded into neuro-
technological devices and how this might be avoided. 
Although the creation of the concept of neurorights 
is a step forward when it comes to discussing ways to 
protect subjects and societies from potential misuses 
of neurotechnologies, the ways in which such worries 
can be integrated into specific legal frameworks are 
still under debate (see for example, [15, 20, 31, 46, 
47]).

Lately, the neuroright crusade pioneered by the 
NET has been widely criticized. For some people, the 
proposal is replete with highly speculative predictions 
about the way in which neural data might be used 
and collected, thus decreasing the general appeal of 
the whole debate (see, for example, [31]). In the same 
vein, it has been claimed that the potential inclusion 
of terms with a deep philosophical baggage—such as 
agency and free will—into the law leads to a number 
of practical difficulties that make the regulatory  task 
nearly impossible [30, 48]. For others, the creation of 
specific neurorights is redundant, as current frame-
works could be extended to the relevant cases with-
out neglecting their specificity [35]. The idea is that, 
in the same way in which new forms of murdering a 
person do not require new ways of protecting the right 
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to life, new ways of trespassing privacy would not 
require the creation of new laws. All forms of privacy 
are already protected by the law. From this point of 
view, the NET proposal could trigger an ‘inflation’ of 
rights (see [31, 49]. In this vein, for some authors the 
right to mental privacy could be integrated into the 
already existing frameworks for the protection of the 
right to privacy, freedom of thought, and freedom of 
expression [33]. Similarly, Bublitz [31] claims that 
‘insofar as some forms of neurodata are not covered 
but should be so, one may insert “neurodata” to Arti-
cle 9 [of the European Union`s General Data Protec-
tion Regulation—GDPR], next to other types of data 
such as genetic data. No need for further reforms’ (p. 
7). Even if this is true, it is an issue that needs to be 
discussed. It is possible that the current protection 
provided to sensitive data based on the applicable 
data protection laws is insufficient to prevent potential 
threats related to neural data misuse in a proportion-
ate manner, and this possibility cannot be dismissed 
until the risk assessment of the use of neurotechnolo-
gies is well established.

Skepticism toward Mental Privacy Threats

Not everyone agrees that current neurotechnological 
applications pose relevant threats to mental privacy. 
If this is not the case, then no discussion about how to 
protect mental privacy is justified. Arguments for this 
skeptic position have been presented in both the phil-
osophical and empirical domains. In what follows, 
we examine and reply to some of these arguments, in 
order to motivate the idea that worries about mental 
privacy infringements are well justified and need to 
be discussed.

The Philosophical Domain

Until very recently, the mind was regarded as our 
most inner and private space for thought, the last bas-
tion of our freedom and privacy. However, the unique 
features of the  data about brain activity and struc-
ture—neural data—make possible for certain neu-
rotechnologies to undermine the mind’s opacity,  its 
inaccessibility to others, more than any other existing 
mind-reading technologies and techniques. This opac-
ity is what may give us control over which beliefs, 
values, feelings, etc. we share publicly; this opacity 

makes it possible to selectively exteriorize our inner 
lives, and therefore, to exert privacy as a mental 
capacity (Altman 1976, [22, 50]). However, different 
arguments have been proposed to challenge the idea 
that neurotechnological mind-reading can undermine 
mental privacy in a relevant sense. Here we will men-
tion two main philosophical arguments which push in 
opposite directions.

According to a first argument, mental privacy can-
not be undermined because the kind of mental states 
we would like to keep private are private by defini-
tion [25]. The main idea is that the key mental states 
that are at the center of the worry about mental pri-
vacy—such as our personal experiences, feelings 
and thoughts—are essentially subjective, and there-
fore, they can only be first-personally accessed. This 
privileged mode of epistemic access is also associated 
with the idea that there would be ‘something that is 
like’ to be in those states only for the subject under-
going them [51–53], this establishing an ontological 
and epistemological boundary between the 1rst and 
the 3rd person. So, although we can access the behav-
ioral and neural correlates of conscious mental states 
and grasp their main psychological features (3erd per-
son access), an external observer has no direct access 
to those subjective states themselves [25]. As a con-
sequence, the kinds of mental privacy infringements 
that matter to us are in principle impossible.

A second line of argument establishes that it is not 
the case that mental privacy infringements are impos-
sible, but rather that they are too common to be ethi-
cally problematic. The idea is that we are all endowed 
with a natural capacity for mind-reading, usually 
known as the “theory of mind” [54, 55]. This capacity 
is defined as the psychological ability to access other 
people’s mental states (intentions, beliefs, desires) 
on the basis of their overt behavior, gestures, expres-
sions, etc. We exert this ability almost all the time, 
as it is the foundation for our ability to socially inter-
act and predict behavior. However, we do not regard 
this daily access to other people’s minds as ethically 
problematic and most often we do not ask for consent 
(nor expect others to ask for our consent) before using 
this capacity. Thus, if we do not regard natural mind-
reading as ethically problematic, it seems reasonable 
to conclude that technological mind-reading is not 
problematic either [27]. Although these arguments 
might have some traction, there are a number of ways 
to counter them.
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Regarding the first argument, even if it is true that 
first-person conscious mental states are epistemically 
private, there is a close relationship between them and 
their biological underpinnings. In fact, it is plausible 
to say that without their specific biological condi-
tions, such states would not even exist in humans the 
way they do. Secondly, conscious mental states can-
not be reduced to their private subjective character; 
they are an assemblage of phenomenal and physical 
properties, even if the ontological relation between 
them is still unclear. In this sense, brain activity or 
behavioral expression is not less part of a conscious 
mental state than its phenomenal character. The issue 
here is that neurotechnological devices could allow 
access to one of the most fundamental portions of our 
inner mental life i.e. its neurofunctional footprints. 
So, even if it is true that we cannot directly access 
someone else’s qualitative subjective character of 
experience, the very possibility of access to the way 
that the brain behaves while undergoing certain spe-
cific first-personally accessible mental states offers 
the possibility of intromissions into one of the neces-
sary conditions for a subject’s private realm (see [56], 
for example).

Even if neurotechnological mind-reading can-
not access the form in which certain contents appear 
in a subject’s field of awareness, neurotechnologi-
cal devices might still be able to access fundamen-
tal aspects of the representational contents of those 
states via mind-reading; this would entail trespass-
ing the subject’s exert of her ability to privacy as a 
mental capacity. Take the case of recently developed 
decoding methods that define a semantic space in the 
cerebral cortex that represents thousands of differ-
ent mental categories as a result of the many possi-
ble combinations of neural activity patterns recorded 
by fMRI (e.g., [57–59]). These methods have been 
shown to be able to identify, from a large set of com-
pletely new natural images, which particular image a 
person has seen. In other words, such methods have 
been able to access private representational content 
even if they are not able to directly access what it 
is like to experience that content in the experimen-
tal subject’s field of awareness. More recently, it has 
been possible to decode the categories of objects 
perceived by a person while watching a movie or 
dynamic image (e.g., [60, 61]). So, even if it is true 
that we cannot access what it is like to think that P for 
a subject S, we certainly could access the fact that S is 

thinking that P through neurotechnological mindread-
ing, and this is enough for justifying the legitimacy of 
the worry about how to protect mental privacy.

When considering mental states as assemblages of 
properties, there are a number of parts of our mental 
states to which we seem to have third-person access 
and which we often would like to keep private. Take, 
for example, the expression of the contents of our 
emotions, beliefs, intentions, etc., (what we feel sad 
about, what we think about a colleague). These are 
mental events consisting of a  subjective character, 
but also of properties that can be accessed by others 
and that consequently we often try to conceal. Even 
if it is true that part of our conscious mental states are 
only accessed from the first-person perspective, they 
also have properties accessible from the 3rd person 
perspective, which can be inferred from neural data. 
Due to the fundamental role that neural data plays in 
the instantiation of conscious states in terms of form 
and content, we should not underestimate the ways 
in which access to this type of data could undermine 
the privacy we have over our own conscious mental 
states. Although I might feel I have private access to 
what I’m currently conscious of, this does not mean 
that others couldn’t infer what I’m being aware of 
through neurotechnological mind-reading. This rein-
forces the legitimacy of the mental privacy worry.

What about the second argument? Natural mind-
reading does not offer direct access to a person’s mind 
or to what it is like to feel something by the person 
I’m interacting with. However, it does seem to pro-
vide indirect or inferential access to the content of 
her mental states. Mentalizing is exactly that, an abil-
ity to infer a person’s mental contents (see, [62]). 
The relevant issue here has to do with the kinds of 
inferences that can be made about others. The abil-
ity that other people have to infer our mental states 
can be often limited by modulating our behavior. We 
can often change the way we behave or the things 
we say or express in order to conceal our mental 
processes. However, technological mind/reading is 
becoming increasingly powerful to the point of com-
pletely undermining this capacity to become opaque 
to others. Even without addressing neurotechno-
logical mind/reading, digital  psychological profiling 
techniques based on behavioral data can be used to 
infer many different kinds of information about us 
in a way that we cannot anticipate. Digital  profiling 
can be defined as the use of algorithms to discover 
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patterns in databases that can be used to represent a 
group or category and/or the application of this rep-
resentation to an individual to characterize him or her 
as a member of a group or category [63]. Profiling 
techniques that can be applied to digital behavioral 
data (Facebook likes, tweets, Instagram posts, etc.) 
provide access to increasingly private information. 
Kosinski et  al. [64] have shown that digital records 
of Facebook Likes can be used to automatically and 
accurately predict a number of highly sensitive per-
sonal attributes such as sexual orientation, ethnicity, 
religious and political views, personality traits, intel-
ligence, happiness, substance abuse, separation from 
parents, age and gender. Neurotechnological mind-
reading could push profiling techniques even further, 
given that they would provide access to additional 
variables defining neural processes that may not even 
have a behavioral correlate.

Secondly, the folk-psychology categories on which 
our natural mind-reading capacity relies have been 
contested by cognitive neuroscience. The challenges 
associated with mapping brain structures onto these 
psychological categories gave rise to a debate about 
our cognitive ontologies, that is, about what are the 
basic categories through which we should concep-
tualize the mind (see [65]). Some neuroscientists 
and philosophers argue that the systematic mapping 
between neural structure and psychological function 
requires to reconceptualize the latter in a bottom up 
manner, based on what we know about neurocogni-
tive mechanisms (e.g., [65–67]). If our minds are 
actually characterized by this revised ontology, then, 
natural mind-reading may not give us access to the 
real states, processes and capacities that constitute 
other minds. That is, the folk-psychological catego-
ries (such as the concepts of belief, desire or emo-
tion) that our mind-reading capacity uses to under-
stand other people’s minds may be useful for efficient 
social interaction but may not refer to anything real. 
These psychological categories may be similar to 
the concept of color as a mind-independent property 
of the world, which we may not be able to abandon 
but nonetheless does not seem to correspond to any-
thing real in the world. By contrast, neurotechnologi-
cal mind-reading based on this theoretical revision of 
mental states and processes would be the sole means 
to breach a mind’s privacy, it would be the only kind 
of mind-reading that provides access to the properties 
that actually constitute our minds.

Finally, the fact that something is widely wide-
spread in our society or evolutionary history does 
not make it ethically irrelevant. Humans murder each 
other since the very beginnings of our species, how-
ever, this does not make murder ethically irrelevant. 
Moreover, the comparison between psychological and 
neurotechnological mind-reading does not respect 
the different nature of these two processes. While the 
former is a biological necessary condition for human 
interaction, the latter is an artificial form of access-
ing information about others for different purposes 
that (with the exception of BCIs that restore commu-
nication in impaired patients) are often different from 
daily interactions. While psychological mind-reading 
cannot really be controlled by us, neurotechnological 
mind-reading can. Therefore, different ethical condi-
tions might apply to these two types of mind-reading 
when considering the degree and type of control we 
can exert over them.

The Empirical Discussion

Two main criticisms support the idea that we should 
not even worry about legislating about mental pri-
vacy yet on the basis of empirical and technological 
issues. A first argument focuses on the very possibil-
ity of neurotechnological mind reading and proposes 
that concerns about potential intromissions in mental 
privacy do not seem to have real grounds (e.g., [26, 
68]). It is suggested that decoding the contents of 
our mental states though neurotechnological devices 
– namely, determining exactly whether a subject is 
thinking about a muffin, or whether they are imagin-
ing a tree – seems very unreal. The idea is that the 
experimental settings that feed the mental privacy 
concern consist of studies that allow the observer to 
distinguish a subject’s mental content in a restricted 
multiple-choice design where both the subject and 
the decoding algorithm only can choose from prede-
termined options [26]. Such settings might then be 
too far from contextualized and ecologically complex 
real situations where the set of possibilities is not 
clearly defined. Furthermore, decoding mental states 
in these settings would depend on previous matching 
measurements of brain activity evoked in the subject 
by those categories in the past (e.g., [69, 70]). There-
fore, the existence of ecological problems and meth-
odological circularity would make it really hard to 
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produce real-life mind reading in  situations lacking 
such predetermined conditions.

A second criticism addresses the priority of the 
concern about mental privacy. The idea is that pro-
filing techniques applied to non-neural data pose a 
greater risk to mental privacy in current society. The 
analysis of databases in social and private networks 
(banks, medical institutions, and the like) would 
provide access to very sensitive information about 
our mental processes, states, and dispositions, and 
these issues should be the priority in the discussion 
about privacy. As mentioned above, profiling refers 
both to the process of ‘discovering’, through mining 
techniques, correlations between data in databases 
that can be used to represent an individual or group 
and also to the application of these sets of correlated 
data to represent a subject as a member of a group 
or category [71]. Some of these techniques, such as 
“psychological targeting” [72], are aimed at building 
and applying psychological profiles of data subjects 
that represent their mental states, processes, character 
traits, psychiatric conditions, etc. Crucially, not only 
neural data but also some kinds of behavioral digital 
data can be used to build psychological profiles. Once 
these profiles are built, they can be applied to digital 
data generated by a particular subject (for instance, 
in social media) for representing them as belonging 
to some psychological category or group. In these 
cases, mental information that the subject may want 
to keep private is obtained from data that may be non-
sensitive (e.g. Facebook likes and posts) or that they 
willingly share, and therefore profiling techniques 
undermine the informational self-determination or 
control that constitutes mental privacy. Thus, even if 
we agree that the privacy of mental information is at 
risk, it is proposed that the safeguards we need may 
better be condensed into digital rights instead of spe-
cifically regulating neurotechnology through particu-
lar prohibitions. Recently, Bublitz [31] has suggested 
that the protection of mental privacy might be already 
included in the rights protected by the EU General 
Data Protection Regulation—GDPR henceforth. The 
GDPR’s special category of sensitive data includes 
genetic and health data (Article 9 (1) GDPR), and, 
for the author, much data about the brain (neurodata) 
or stemming from medical examinations of it (neu-
roimaging) would be covered by this category. Con-
sequently, with some exceptions, processing of such 
data is prohibited. Indeed, neurodata appears to be 

very close to health data. Health data provide infor-
mation about the physical or mental health of a per-
son. In turn, by providing information about neural 
activities that take place in the human body, neuro-
data can also indirectly convey health-related infor-
mation. However, they can also convey information 
about mental processes that take place consciously or 
unconsciously and which may be closely connected 
to the identity and personality of the person and give 
them a special quality compared to traditional health 
data.

The two aforementioned criticisms make important 
points about the way in which the debate about how 
to protect mental privacy has been framed in current 
literature. However, they do not seem to undermine 
the need to discuss mental privacy in the context of 
neurotechnology use. Regarding the second objec-
tion, it is true that we should prioritize pressing mat-
ters at all levels. However, this does not imply that we 
should not discuss other problems in parallel. In the 
same way in which legislation about equal access to 
health services should be a priority, this by no means 
implies that we should not discuss regulations about 
constructing buildings on potentially dangerous sites. 
Certainly, both issues can be discussed in parallel 
being equally motivated by the possibility of people 
getting hurt due to lack of regulation. Also, if mental 
privacy is understood as a concern that is not limited 
to control over our neural data, but rather as an inter-
est that could also be threatened by digital technolo-
gies that allow us to extract information about mental 
processes or states by analyzing non-neural data, then 
psychological targeting and similar techniques pro-
vide additional reasons to articulate a right to men-
tal privacy. The key question would then be whether 
privacy risks associated with neurotechnologies are 
of the same kind as those associated with digital 
technologies. As we will argue in Section  "What is 
Unique About Neurotechnological Mind-Reading?", 
there are good reasons to believe that  there are sig-
nificant differences.

Regarding the first objection, it is highly plausible 
to think that experimental (ecological and methodo-
logical) constraints might be overcome in the future. 
For example, the development of commercial brain-
machine interfaces such Facebook’s brain-to-text 
and Kernel Flow are clear attempts to overcome this. 
Recently, Elon Musk—Neuralink’s CEO—implanted 
a totally functional BCI chip in a pig, what shows 
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that it is possible to implant this type of invasive 
neurotechnological device without harming brain 
structures, and without altering the animal’s normal 
behavior [36]. During the showcase led by Musk, no 
behavioral and functional differences were observed 
between the implanted animal and the animals that 
had their chip previously removed, showing the 
reversibility of the product. Crucially, after receiv-
ing approval from the US Food and Drug Adminis-
tration and a hospital ethics board, Neuralink started 
recruiting patients with quadriplegia, or paralysis 
in all four limbs, due to cervical spinal cord injury 
or amyotrophic lateral sclerosis (ALS) for a clinical 
trial. Although information about the study is lacking, 
Musk reported during February 2024 that the first 
person with an implanted chip has recovered from the 
intervention and can now control a computer mouse 
“just by thinking”.1

In the same vein, approaches that overcome 
experimental setting limitations related to the range 
of mental contents that can be neurotechnologically 
decodified seem to be on a good track. As already 
mentioned, decoding methods being developed by 
Jack Gallant and his colleagues identify a representa-
tional system in the cerebral cortex in which, through 
a flexible and systematic combination of basic neural 
activity patterns, thousands of different categories 
can be codified. By understanding this rich represen-
tational capacity, neurotechnological mind-reading 
may no longer be limited to a small set of stimuli with 
which a decoding algorithm has been trained. Decod-
ing techniques based on models of this cortical repre-
sentational system can be used to identify any given 
stimulus taken from a large set of completely new 
natural images (e.g., [57–61]).

Even if it is true that real neurotechnological 
mind reading has not been fully developed, people 
are trying, and, eventually, they might get it right. 
The tendency to postpone decision-making until 
we obtain crucial information that we would like to 
have in order to make a good decision is understand-
able. However, at the same time, it would be a case 
of the delay fallacy in the context of mental privacy 
[73, 74]. This would go as follows: since we do not 
know what features neurotechnological mind reading 

will have, we should wait for such technologies to 
be fully developed before deciding how to regulate 
it. The problem with this way of thinking is that it 
might be too difficult to modify the behavior of pro-
viders and users once commercial neuroapplications 
are already developed. More importantly, damage to 
users might have already been done. As suggested 
by Collingridge [75], the real impact of a technol-
ogy cannot be easily predicted until the technology 
is extensively developed and widely used, but at the 
same time, controlling or changing this technology 
is difficult once the technology has become socially 
entrenched. A similar situation seems to be shown by 
the Facebook Case [40]. After a long period of avoid-
ing discussions about the risks of these types of social 
networks, governments and users only started to seri-
ously worry about privacy after faults had already 
been committed. We believe that the responsibility 
of governments and legal organizations should not 
only be the creation of a reactive agenda, but also a 
preventive one, so that when it comes to neurotech-
nological mind reading it may well be better to make 
an early decision with incomplete information than to 
make a more informed decision at a later time – or 
even when it is too late.

What is Unique About Neurotechnological 
Mind‑Reading?

The analysis offered in the last section shows that 
skepticism against mental privacy threats is not well 
justified. However, as mentioned in the introduc-
tion, once we agree that neurotechnological devel-
opments pose significant threats to mental privacy, a 
second debate opens up. For conservatives, current 
laws would already cover some of these threats, or 
minor specifications should be added to do so (e.g., 
[30–35]). For liberals, the type of threats to mental 
privacy posed by commercial neurotechnological 
applications might not be covered by current legal 
frameworks or international treaties, and for this 
reason, new regulatory frameworks should be devel-
oped (e.g., [17, 20, 24, 28, 33, 36–38]). The debate 
between conservatives and liberals is still open in 
the literature. Here we propose that a way of disen-
tangling the discussion implies stepping back from 
these two specific approaches and focusing on a pre-
liminary task, namely, an analysis of the risks that 

1  https://​www.​wired.​com/​story/​neura​link-​brain-​impla​nt-​elon-​
musk-​trans​paren​cy-​first-​patie​nt-​test-​trial/

https://www.wired.com/story/neuralink-brain-implant-elon-musk-transparency-first-patient-test-trial/
https://www.wired.com/story/neuralink-brain-implant-elon-musk-transparency-first-patient-test-trial/
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are unique to neurotechnological developments. We 
believe that we can disambiguate this issue by criti-
cally examining the uniqueness of the type of data on 
which neurotechnological mind-reading is based.

Uniqueness of Neural Data

Insofar as the notion of mental privacy refers to the 
control a subject has over her neural data, determin-
ing what is unique about mental privacy requires 
understanding what is unique about neurotechnologi-
cal mind-reading as opposed to other forms of mind-
reading. We call neurotechnological mind-reading 
the decoding of information about a subject’s mental 
states, processes, traits, capacities, etc. through the 
analysis of data about neural structure, activity and/or 
function. Thus, unique or special features associated 
with neural data could account for the special nature 
of neurotechnological mind-reading. At least 4 spe-
cial features can be associated with neural data.

First, from a biological point of view, neural data 
are causally closer to behavior than other kinds of 
sensitive data, such as genetic data. In this sense, neu-
ral data would be much more predictive of behavior 
than genetic data in experimental and non-experi-
mental contexts. Predicting psychological traits from 
genetic data analysis is very challenging because 
these traits are determined by a combination of genes 
in interaction with personal experience, learning, and 
a number of features of the subject’s environment. 
By contrast, brain activity, structure and function is 
the result of genome and experience, being causally 
closer to psychological traits and behavior, and there-
fore, offering a more accurate capacity for prediction 
(Farah et al. 2008). Here it is important to note that a 
number of genetic predispositions might never mani-
fest themselves in behavior, so the predictive power 
that genetic data could offer might be very variable 
[76, 77]. In contrast, any observed behavior depends 
in part on brain activity, structure, and function, and 
therefore, neural data can be more easily linked to 
observed behavior than genetic data.

Secondly, neural data exhibits a higher tempo-
ral resolution than other types of sensitive data and, 
therefore, it provides a much powerful tool for manip-
ulating behavior. Neural data can provide access not 
only to relatively stable psychological traits and dis-
positions but also to individual, dynamic and tem-
porally indexed mental states, events  and processes. 

This makes neural data a unique tool for real-time 
interaction, including real-time brain-computer inter-
facing [37].

Thirdly, neural data may be seen as providing a 
more “direct” access to our mental processes and 
states than behavioral data, to which many psycho-
logical analytic tools are applied. When we obtain 
mental information from neural data, it seems that 
we are gathering this information “directly from its 
source”, so to speak. This is because, at least in some 
experimental settings, one may be able to access 
mental information without the mediation of behavior 
[27, 56]. In contrast, behavioral data could imply an 
additional level of inference when establishing causal 
conclusions about the subject. This issue about the 
accessibility of neural data reinforces its uniqueness 
due to the ways it could allow mind-reading and con-
trol of a subject’s mental states. Importantly, the very 
possibility of recording neural data underlying spe-
cific mental states production might offer scientists 
and governments the possibility of not only reading, 
but also controlling the production of mental states in 
the minds of regular citizens, a process that has been 
called “brain-hacking” [56].

Even if such a term sounds dystopic, the recollec-
tion of neural data potentially enables a more fine-
grained manipulation of behavior than behavioral 
data. Behavioral data provides information about the 
environmental features (e.g. stimuli, response modal-
ity, etc.) that constitute a cognitive task and that can 
be manipulated in order to trigger or modulate men-
tal processes and behavior. Neural data provides 
information about the neural mechanisms underly-
ing behavior. The neural components, activities and 
organizational properties that constitute neural mech-
anisms define a much wider set of variables that can 
be targeted by intervention techniques to modulate 
our cognitive capacities in more complex and subtler 
ways [78].

Finally, some kinds of neural data can be 
regarded not merely as information about the brain, 
but rather, information in the brain. The function 
of activity in some neural structures is to codify 
information about the external or internal environ-
ment of the organism, thus forming neural repre-
sentations. This means that our brain mechanisms 
themselves are partially constituted by pieces of 
information. As a consequence, when we talk 
about protecting neural information we are in part 
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talking about protecting the brain itself [19]. This 
opens up to an interesting epistemological issue, 
namely, the debate about the distinction between 
the data’s owner (the subject) and the data that is 
owned (neural data), distinction that this funda-
mental when legislating about privacy and property 
in law. If in this case there is a substantial differ-
ence regarding the data’s relation to the data sub-
ject, this could can affect the data subject’s rights 
and interests.

In most kinds of personal data (of the type shared 
with banks, social networks, and the like) there 
seems to be a clear boundary between the subject 
and the information that belongs to her, even if this 
data represents her sensitive information. However, 
it does not seem to be exactly the same case with 
neural data (and genetic data), where the data is 
part and parcel of how and what the data’s owner is 
at the most fundamental biological and existential 
level. Neural data is part and parcel of what the per-
son is. The subject is, so to speak, partly constituted 
by that data. Without assuming a hard physicalist 
stance of the mind, and without examining the many 
debates that could arise from this issue, it is fair to 
say that the boundary between the data’s owner and 
data in the case of neural data seems to be less clear 
than in the other aforementioned cases. This issue 
seems to add further importance to the uniqueness 
of neural data, and certainly, this could impact the 
way in which mental privacy is thought to work and 
planned to be protected in existing (conservative 
view) or novel (liberal view) legal frameworks.

Understanding what is unique about neural data 
may be relevant for both liberal and conservative 
views. As we will see, some liberals might want to 
create a legal framework for the protection of men-
tal privacy by using as  a template laws originally 
thought for the protection of other types of data. 
Problematically, such data might not have the same 
features as neural data, and therefore a number of 
potential risks produced by those special features 
might not be covered. On the other hand, conserva-
tives might also want to try to extend the scope of 
laws originally thought for the protection of other 
types of data, also neglecting the unique nature of 
neural data and the risks that those special features 
create.

The Unique Risks of Neurotechnological 
Mind‑Reading

In light of the unique features of neural data, what 
are the risks posited by neurotechnological develop-
ment? Conservatives and Liberals agree that current 
neurotechnological devices could lead up to differ-
ent threats to mental privacy and the unique features 
of mental data reinforces the need for a discussion 
about how to protect it. There are at least five main 
risks that can be associated with neurotechnological 
mind-reading.

Firstly, there is the risk of arbitrary discrimination. 
Let’s take the case of employment. There are several 
mental processes that seem necessary to adequately 
perform a given job. Furthermore, in some occupa-
tions failure in performance could put peoples’ lives 
at risk. For instance, we need to assess whether a 
truck driver or an airplane pilot can sustain attention 
for a given period of time. However, there are many 
capacities that should not be taken into account in 
providing access to a job position. For instance, being 
a good teacher may be consistent with attention defi-
cits or some forms of neurodivergence and even emo-
tional dysregulation. If neurocognitive profiles based 
on neural data begin to be used as a means to make 
decisions about hiring, promoting or firing employ-
ees, then there is the risk that these decisions are 
made on the basis of irrelevant information, leading 
to arbitrary discrimination. Why is this risk different 
from the risks associated with the possibility of using, 
for instance, genetic or behavioral data for making 
decisions on hiring, promoting or firing employees? 
Firstly, given that, as we mentioned above, neural data 
is much more reliable than genetic data for making 
inferences about psychological traits, it seems more 
plausible that the former will be actually and more 
widely employed for making such decisions, even if 
the traits are irrelevant to the job. Furthermore, the 
dynamic nature of neural data means that, unlike 
genetic data, it can be used to evaluate performance 
of people at the workplace. By contrast, behavioral 
data can also be used to reliably infer psychologi-
cal states or traits. However, given that neural data is 
(at  least  potentially)  gathered directly from people’s 
brains, without the mediation of behavior, the worry 
here is that workers would have less control over the 
data gathering process. For instance, we saw that peo-
ple can conceal their negative intentions and feelings 
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towards other co-workers by modulating behavior. If 
performance in the workplace is evaluated by using 
neural data, then workers could be penalized and dis-
ciplined for antisocial attitudes that have not been 
exteriorized.

A second and closely related risk is that of neu-
rocognitive stigmatization. If these profiles end up 
providing differential access to goods and services 
to different people, then different social status may 
be associated with them, introducing new forms of 
stigmatization, similar to those that people with psy-
chiatric conditions suffer nowadays. This risk may 
be different from the forms of stigmatization that 
could arise from genetic and behavioral data because 
the fine-grained nature of neural data could be the 
basis of new forms of classification and assessment 
of human performance that go beyond current psy-
chological normative categories. Although current 
neurodiversity movements aim to better understand 
the nature and neural basis of neurodivergence for 
promoting inclusion and preventing stigma, the same 
knowledge could be covertly employed in a discrimi-
natory manner.

A third concern is that neurotechnological mind-
reading could provide an opportunity for forced self-
incrimination. Basically, the idea is that providing 
testimony consists in the voluntary exteriorization of 
our thoughts. Therefore, if neurotechnology can be 
used to decode our thoughts and make them publicly 
available without our consent then, when this infor-
mation is gathered in the context of a criminal pro-
cedure and is incriminatory, then this process could 
be considered as equivalent to being forced to testify 
against ourselves. It is considered that this is a threat 
uniquely posed by neural data because, as we men-
tioned above, this is the kind of data that can poten-
tially provide access to dynamic mental processes 
without the mediation of behavior.

The same idea of neural data as that increases the 
degree of transparency of our mental processes intro-
duces two final risks. Fourthly, we can articulate a 
concern about forced self-knowledge. The idea in this 
case is that our mind is constituted by an enormous 
amount of information (our knowledge, memories, 
etc.) to which we have a very restricted access. We 
only have access to the small pieces of information 
we are conscious about. This restricted access could 
be sometimes a necessary condition for our mental 
health and psychological well-being. Think about 

how careful we have to be in providing access to a 
person to a traumatic memory of an event in her child-
hood. If neurotechnological mind reading becomes 
ubiquitous, our minds could become increasingly 
transparent to ourselves and we may not have control 
over which aspects of our minds we have access to, 
therefore risking our mental well-being. Finally, the 
potential decreased opacity of our minds brought up 
by ubiquitous neurotechnology also poses a risk for 
the freedom of thought or cognitive liberty. It is sup-
posed that our minds are the safe-space in which we 
have a higher degree of freedom. Most of the things 
we are not allowed to do are things that we can legiti-
mately fantasize about. This freedom to explore our 
deepest desires and motivations is for some authors 
the necessary basis for the development of our iden-
tities. However, if our thoughts became increasingly 
accessible to other people, this could undermine our 
cognitive liberty, and consequently, our identities [33, 
79–81].

Concluding Remarks: Should Unique Threats 
Induce The Creation of Neurorights?

In this paper we have argued that there are good rea-
sons to think that current limitations of neurotech-
nological mind-reading should not deter us from 
addressing its current and potential unique threats to 
mental privacy. Skeptical approaches to the debate 
seem to ignore the uniqueness of neural data and 
the specific  types of risks that arise from neurotech-
nological applications. It is important to see what 
we have done here as a preliminary step to face the 
conservative/liberal debate about how to specifically 
protect mental privacy. This, because the offered risk 
assessment does not seem to support any of these 
views directly. It could be the case that such risks 
can be addressed by current regulations (or a slightly 
updated version of them) or by new neuro-centered 
rights depending on how each view is defended. Here, 
we hope to have provided a first input to disambigu-
ate this more specific debate. Certainly, this debate is 
still unresolved in the literature. Both conservatives 
and liberals seem to face different argumentative and 
practical challenges. In this final section we briefly 
analyze some problems that arise when novel regula-
tions are created to protect mental privacy and how 
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this would leave room for more alternatives within 
the liberal side.

A liberal proposal has been pioneered by the 
NET in collaboration with the Chilean Government. 
Considering the general concern about the potential 
misuses of neurotechnologies in society, the Chilean 
Senate passed the first ever bill for the creation of 
Neurorights in October 2020. In its Article 4 ([82], 
Bulletin N° 13.828–19), the bill states that:

The use of any system or device, be it neuro-
technology, BCI, or other, the purpose of which 
is to access neuronal activity, invasively or non-
invasively, with the potential to damage the 
psychological and psychic continuity of the per-
son, that is, their individual identity, or with the 
potential to diminish or damage the autonomy 
of their free will or decision-making capacity, is 
prohibited.

This bill is thought to set an important example of 
jurisprudence for any future discussion of different 
governments around the world aiming at establishing 
specific policies and laws to regulate the use of intru-
sive and non-intrusive neurotechnologies in medical 
(experimental and non-experimental) and non-medi-
cal (military and commercial) contexts. Now, regard-
ing our specific discussion, the NET has recently pro-
posed that mental privacy should be protected by the 
laws that regulate organ transplantation and donation 
processes [28]. We call this the Organic Approach to 
mental privacy.

The organic approach to mental privacy consists of 
two main claims [28]. Firstly, people not only have a 
right to not be compelled to give up brain data but, 
crucially, brain data collection requires explicit ‘opt-
in’ authorization. In this sense, ‘brain data should not 
be collected passively or rely on individuals to “opt-
out” if they do not wish their data to be collected’ 
[28], p. 14). Instead, the approach requires data col-
lectors to obtain consent not only for such collection, 
but also for the ways in which neural data will be 
used in terms of purpose and time. Secondly, people 
have a right for their neural data not to be commer-
cially transferred and used. Moreover, collecting and 
using neural data for commercial purposes is prohib-
ited regardless of consent status.

How was this idea articulated within the Chilean 
approach? The proposal of the ‘Future Challenges, 
Science, Technology and Innovation’ Commission of 

the Chilean Senate consists of a constitutional reform 
bill ([83], Bulletin 13.827–19) and a bill on Neuro-
protection ([82], Bulletin 13.828–19). The first ver-
sion of the latter includes a specific interpretation 
of mental privacy. It proposed to understand neural 
data as organic tissue, eliciting protection from the 
laws for organ transplantation and donation. Article 7 
states that:

[T]he collection, storage, treatment, and dis-
semination of neuronal data and the neuronal 
activity of individuals will comply with the pro-
visions contained in Law No. 19.451 regarding 
transplantation and organ donation, as applica-
ble, and the provisions of the respective health 
code.

In line with the organic approach, the special 
nature of neural data seems then to depend on its con-
nection to physical and mental integrity. Article 1.a 
of this version of the Neuroprotection bill explicitly 
affirms that the law aims to ‘[p]rotect the physical and 
mental integrity of individuals, through the protection 
of the privacy of neuronal data’ (emphasis added). It 
is worth mentioning that, after thorough discussion, 
the last version of this bill (still being considered 
in the Chilean Chamber of Deputies) dropped the 
organic proposal. In its new Article 11, the bill only 
states that.

[N]eural data are, as a general rule, reserved and 
their collection, storage, processing, commu-
nication and transfer shall only be used for the 
legitimate and informed purposes to which the 
person has consented, under the terms provided 
for in this law [the bill establishes prior, explicit 
and specific informed consent for any neuro-
technological application] [...] The neuronal 
data shall be treated as sensitive data under the 
terms of Law No. 19,628, on the protection of 
privacy.

However, the organic approach was later articu-
lated by Brazilian Bill nº 1229/21 [84] aimed at 
protecting neural data. While the Chilean proposal 
consists of an autonomous bill for dealing with neuro-
protection in general, the Brazilian bill (pending in 
the Chamber of Deputies), was an amendment of the 
Brazilian General Law on Personal Data Protection 
(LGPD). The Brazilian proposal defined neural data 
as a special kind of information in need of special 
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protection, stronger than that provided for other kinds 
of sensitive data (Article 13-E and “Justification”). 
As to restricting the commercialization of neural 
data, Brazil seemed to follow the original proposal 
of Chile. Article 13-C affirmed that ‘communica-
tion or shared use between controllers of neural data 
with the objective of obtaining economic advantage 
is forbidden’. Although the connection between men-
tal privacy and other rights within this regulation has 
not been made explicit, the Brazilian proposal does 
recognize neural data subjects to be vulnerable in a 
way that goes beyond usual privacy concerns. Article 
13-B states that ‘it is forbidden to use any brain-com-
puter interface or method that may cause damage to 
the data subject’s individual identity, impair his or her 
autonomy or psychological continuity’. Although this 
approach might be regarded as prima facie practical 
and intuitive, we shall point out some difficulties that 
should be considered before trying to include it into a 
specific legal framework.

The analogy seems to articulate the intuition men-
tioned above that neural data is not merely informa-
tion about our brains but rather a constitutive part of 
them. However, we think that this way of articulating 
this intuition has several problems. As Wajnerman-
Paz [19] suggested, a key difference between neural 
data extraction and bodily organ harvesting is that the 
former does not involve any organic material transfer. 
A biopsy is a typical example of information trans-
fer involving the manipulation of organic material. 
In this case, data is contained in organic tissue that 
needs to be extracted in order to be analyzed. By 
contrast, in neural data extraction the physical integ-
rity of the subject is not necessarily affected because 
information can be gathered without extracting any 
organic material. In this case, information is strictly 
speaking not transferred but rather ‘replicated’ [85]. 
That is, we do not move an information-carrying 
object but rather produce a new object (a copy) carry-
ing the same information at a different point in a com-
munication network. For instance, EEG signals that 
carry neural data are not constituted by neural tissue 
but rather by patterns of electrons in EEG electrodes. 
They are a copy of physically different signals con-
tained in neural waves of ions, with which EEG elec-
trodes interact. How is it then conceptually precise 
to use an organic-based approach to protect an entity 
that does not have any organic element? In making 
such a comparison, we might lose some of the most 

relevant aspects of the type of entity we are trying to 
protect. The focus of protection in all circumstances 
is on the data subject, which means that the way in 
which some kind of data is  or is not (ontologically 
or epistemologically) close to the identity of the data 
subject is critical to assessing whether it constitutes 
sensitive information. Unless we provide an appropri-
ate characterization of the relation between the sub-
ject and its data, we cannot determine whether neural 
data can be placed under the existing data protection 
categories, constructed on the basis of the risk posed 
by their processing to the rights and interests of the 
data subject. Thus, it could be that the more adequate 
way to protect neural data is by regarding it a special 
kind of sensitive data (such as genetic data) whose 
protection requires reinforced measures specified in 
general data protection regulations.

It may be true that neural data is ontologically 
closer to the ultimate nature of ourselves than other 
kinds of data. However, this feature cannot ground 
the organic analogy. More generally, the idea that 
neural data is unique and entails unique threats, is 
only a first step that legitimates or substantiates the 
discussion between conservatives and liberals. Only if 
there are such unique risks, it makes sense to examine 
whether current regulations can address them appro-
priately. However, uniqueness claims do not tilt the 
balance toward liberal views. It is possible that cur-
rent regulations are enough to address risks that were 
not foreseen when they were drafted.
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