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Abstract
Aim The aim of this study was to evaluate an image reconstruction algorithm, including a new maximum-likelihood attenu-
ation correction factor (ML-ACF) for time of flight (TOF) brain positron emission tomography (PET).
Methods The implemented algorithm combines an ML-ACF method that simultaneously estimates both the emission image 
and attenuation sinogram from TOF emission data, and a scaling method based on anatomical features. To evaluate the 
algorithm’s quantitative accuracy, three-dimensional brain phantom images were acquired and soft-tissue attenuation coef-
ficients and emission values were analyzed.
Results The heterogeneous distributions of attenuation coefficients in soft tissue, skull, and nasal cavity were sufficiently 
visualized. The attenuation coefficient of soft tissue remained within 5% of theoretical value. Attenuation-corrected emission 
showed no lateral differences, and significant differences among soft tissue were within the error range.
Conclusion The ML-ACF-based attenuation correction implemented for TOF brain PET worked well and obtained practical 
levels of accuracy.
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Introduction

Attenuation correction is an important requirement for 
quantitative positron emission tomography (PET). Com-
puted tomography-based attenuation correction (CT-AC), 
which uses the CT images obtained for diagnostic pur-
poses for attenuation correction, has been the subject of 
numerous studies. However, because the PET and CT 
scans are performed sequentially, the images are not 

perfectly aligned because of respiratory and/or patient 
motion, and attenuation correction artifacts due to spatial 
mismatches are unavoidable [1, 2]. With consideration 
of reducing radiation exposure, the PET-CT guidelines 
for the diagnosis of dementia state that low-dose CT and 
optimization of positioning are necessary to minimize 
exposure to the eye lens, with most patients also having 
existing MRI images for morphologic diagnosis [3]. Fur-
thermore, the initial and running costs can be reduced if 
CT-AC is unnecessary. For these reasons, we consider it 
necessary to develop an attenuation correction for brain 
PET scans that does not require CT. The join-estimation 
method to obtain attenuation factor only from emission 
data has been proposed since the early state of non-time-
of-flight (TOF) PET [4]. This method resulted in insuf-
ficient accuracy due to contamination between emission 
and attenuation and could not implemented in practical 
use. Recently some researchers showed that TOF PET 
data allowed stable estimation of scaled (non-quanti-
tative) attenuation factor [1, 2, 5]. Furthermore, some 
scaling methods which can quantify the attenuation fac-
tor were proposed and validated [6, 7]. In this study, we 
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implemented the maximum-likelihood attenuation cor-
rection factor (ML-ACF) method [2] combined with the 
scaling method [6] which was modified to coincide the 
mode of the intensity histogram of attenuation image with 
0.096  cm−1 for TOF brain PET scanning. Quantitative 
evaluation of the algorithm was performed using phantom 
experiments.

Materials and methods

Scanner configuration

The TOF PET scanner used (SET-5002, Shimadzu Corpora-
tion, Kyoto, Japan) had a sufficient axial field of view (FOV) 
of 162 mm to allow whole brain scanning (Fig. 1). The scan-
ner consists of three detector rings of 300 mm diameter, with 
each ring consisting of 16 detector modules. Each detector 
module is in coincidence with the opposing fifteen modules 
to provide an effective transaxial FOV of more than 268 mm. 
Each detector module consists of a single layer of lutetium—
including crystals, optically coupled to a silicon photomul-
tiplier (Multi-Pixel Photon Counter, S14161-3050HS-04, 
Hamamatsu Photonics, Hamamatsu, Japan). The small crys-
tal elements with its size of 2.1 (X) × 2.1 (Y) × 15 mm (depth) 
are arranged in a 24 (X) × 24 (Y) array. During data acquisi-
tion, both prompt and delayed events are saved in list-mode 
format, and a three-dimensional (3D) image is reconstructed 
at an isotropic voxel size of 1.1 mm with a matrix of 240 
(X) × 240 (Y) × 148 (Z). As typical physical performance, we 
obtained the spatial resolution FWHM at the center of FOV 
as 2.5 mm (radial), and the hot contrast ⊿QH (10 mm) in 
the image quality evaluation as 49.9% according to NEMA 
NU2-2012. However, the image quality was evaluated using 
a cylindrical phantom with an inner diameter of 200 mm 
instead of a IEC Body Phantom for background region by 
considering of the transaxial FOV.

Image reconstruction flow

We implemented the following image reconstruction flow 
[6] consisting of nine processing steps including ML-ACF 
(Fig. 2).

[Step1] Reconstruct the non-attenuation corrected (NAC) 
image with the ordered-subset expectation–maximization 
(OS-EM) algorithm [8].

[Step 2] Generate the uniform attenuation map �U using 
intensity-based thresholding of the NAC image, and com-
bine it with the pre-defined headrest attenuation map �HR 
based on the actual structure to create the initial attenuation 
map �(0) = �U + �HR.

[Step 3] Calculate the TOF scatter + random sinogram, 
referred to as bias sinogram in this paper, b by subtracting 
the attenuated TOF forward projection of the attenuation- 
and scatter-corrected non-TOF emission image �NT from the 
TOF prompt sinogram p as follows:

Here, bit and pit present the bias and the prompt count at 
tth TOF bin at ith LOR, respectively, and cijt is the geometric 
sensitivity of that photons emitted from jth voxel is detected 
at tth TOF bin of ith LOR. In the reconstruction of�NT , the 
random correction is applied by subtracting the delayed 
event sinogram from the non-TOF prompt sinogram, and 
the scatter correction is applied by adding estimated scatter 
sinogram to estimated true sinogram in the non-TOF OSEM 
reconstruction. Here, the scatter sinogram was estimated 
iteratively by alternating the non-TOF OSEM reconstruction 
and the non-TOF single scatter simulation [9] using �(0) with 
tail-fitting. Attenuation correction is also applied using �(0).

[Step 4] Estimate the mask sinogram by intensity-thresh-
olding of the forward projection sinogram of �U.

[Step 5] Using initial attenuation factor sinogram a(0) , 
calculate the non-quantitative activity image � and the 

bit = pit − a
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Fig. 1  Photograph and sche-
matic configuration of the TOF 
PET scanner SET-5002
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non-quantitative attenuation factor sinogram a alternately by 
the ML-ACF [2] with small modifications as follows:
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Fig. 2  Image reconstruction flow diagram for the transmission-less attenuation map generation method
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where lij is the effective intersection length of ith LOR with 
jth voxel, and y(k)

it
 and y(k)

i
 are the non-attenuated TOF and 

non-TOF forward projection of activity image �(k) of tth TOF 
bin of ith LOR:

[Step 6] Reconstruct the non-quantitative attenuation map 
�NQ from the non-quantitative attenuation factor sinogram 
estimated at [Step 5] by OS-EM.

[Step 7] Reconstruct the offset attenuation map �OFF from 
the mask sinogram by OS-EM.

[Step 8] Calculate the quantitative attenuation map �∗ by

where the scaling factor α is determined to coincide the 
mode of the intensity histogram of �∗ with 0.096  cm−1. Here, 
we assumed that human head almost consists of soft tissue.

[Step 9] Reconstruct the diagnostic image using the list-
mode dynamic row-action maximum-likelihood algorithm 
(DRAMA) [10] with image-space point spread function 
modeling.

In this study, we combined the ML-ACF method with a 
scaling method (Step 8) that uses the predictive information 
that the linear attenuation coefficient (which accounts for 
most of the target area) is equivalent to water, thus enabling 
the clinical use of ML-ACF.

Experiments

To evaluate the accuracy of the attenuation correction 
applied to brain PET scans, we performed a phantom 
experiment using a 3D brain phantom [11] consisting of 
three non-uniform cold regions of skull, soft tissue (white 
matter), and nasal cavity, and a uniform hot region (gray 
matter). In the joint reconstruction algorithms of activity 
and attenuation including ML-ACF, the attenuation factors 
of the line of response (LOR) that does not pass through the 
hot region cannot be theoretically determined. To estimate 
all the attenuation factors, the object must be covered by 
the hot region. In clinical brain PET scans, the radioactive 
tracer is distributed over the whole head including the scalp, 
and the scalp plays the role of the hot region. However, this 
condition is not satisfied in the general phantom experiment. 
Therefore, in our experiments, the phantom was wrapped in 
a radioactive polymer sheet prepared by spraying a radio-
active solution with an equal concentration to that of gray 
matter onto the sheet. The radioactivity concentration in the 
gray matter and pseudo-scalp was 38.8 kBq/ml (total dose 
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�∗ = �NQ + �HR + ��OFF,

at gray matter: 21.6 MBq) at scan start time, and emission 
data were acquired for 10 min.

Diagnostic images were reconstructed with and without 
attenuation correction with the list-mode DRAMA condi-
tion of subset 200, beta 200, and iteration 1, followed by 
a 3 × 3 × 3 median filter as a post filter. The voxel size was 
1.1 mm isotropic. The non-attenuation-corrected image, 
uniform attenuation map, and quantitative attenuation map 
generated by the intermediate processing were extracted.

Analysis

To validate the accuracy of the quantitative attenuation map 
obtained in step 8, a histogram of linear attenuation coef-
ficients within the phantom was calculated.

To estimate the quantitative error in the clinical analy-
sis of brain PET, region of interest (ROI) analysis was per-
formed on the diagnostic image obtained in step 9. Twenty 
small ROIs of 3 mm in diameter were placed in each of the 
left and right hot regions of seven areas: frontal, occipital, 
temporal, parietal, thalamus, striatum, and cerebellum.

Statistical analysis

For the left and right regions of the seven areas (all 14 ROI 
groups), the data are expressed as the mean ± SD. One-way 
ANOVA tests with post hoc Tukey–Kramer tests were used 
to compare all 14 individual areas and the seven sets of com-
bined left and right areas. P values of < 0.05 were considered 
significant. All statistical analyses were performed with EZR 
(Saitama Medical Center, Jichi Medical University, Saitama, 
Japan).

Results

Figure 3 shows a non-attenuation-corrected image (A), a 
quantitative attenuation map (B), three diagnostic images of 
representative cross sections including the cerebellum, thala-
mus, and parietal lobe (C), and a histogram of linear attenu-
ation coefficients calculated in increments of 0.005  cm−1 for 
the intra-subject area of the quantitative attenuation image 
(D).

The quantitative attenuation map (B) visually confirmed 
the heterogeneous distribution of attenuation coefficients in 
soft tissue, skull, and nasal cavity. In all sections, the his-
togram peak of the soft tissue was confirmed to be around 
0.1  cm−1, and the deviation from the theoretical attenuation 
coefficient value of water (0.096  cm−1) was less than 5%.

Figure 4 shows diagnostic images and profile curves with 
and without attenuation correction by the present method. 
In the image without attenuation correction (A), the pixel 
values were underestimated because of the influence of 
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attenuation as the depth through the subject increased, 
whereas with attenuation correction (B) the underestimation 
was removed. The profile curve (C) presented that the emis-
sion values were almost constant irrespective of the depth 
from the phantom surface.

Table 1 shows the maximum and average ROI values and 
their standard deviation errors of 20 ROIs placed on the 
left and right sides of all seven regions of the diagnostic 
image. Table 2 shows the results of statistical analysis. 

For each of the seven regions of the diagnostic image, the 
difference in the average value between the left and right sides 
was within the standard deviation error, and no significant lat-
eral difference was observed. However, the ANOVA test on the 
14 ROIs showed the average values were underestimated by up 
to 34% (Occipital lobe R) compared with the theoretical activity 

concentration of 38.8 kBq/ml. In terms of the measured specific 
uptake value comparison between the seven hot region groups, 
significant differences were found between the cerebellum and 
all groups, and in some combinations of the other groups.

Discussion

In this study, we implemented a transmission-less attenua-
tion correction method based on the ML-ACF method with 
the intention of applying it in clinical use, and performed an 
initial evaluation using a 3D brain phantom.

The results shown in Fig. 3A–C present that the atten-
uation correction was effective at compensating for the 
heterogeneity of the brain, such as that found across soft 

Fig. 3  Representative cross sections of a non-attenuation corrected 
image (A), quantitative attenuation map (B), diagnostic images (C), 
and histogram of the linear attenuation coefficient (D). These images 

(A–C) correspond from the top to around the cerebellum, thalamus, 
and parietal lobe

Fig. 4  Diagnostic images without attenuation correction (A), after attenuation correction (B), and profile curves (C)
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tissue, skull, and nasal cavity. Visually, these attenua-
tion maps were similar to conventional attenuation maps 
obtained at an external source and were considered suffi-
cient for use as attenuation correction for PET. Figure 3D 
presents the quantitative validity of the attenuation coef-
ficient, because the attenuation coefficient of soft tissue, 
which occupies most of the brain tissue and affects most 
of the attenuation correction, is very close to the theoreti-
cal value. The recovery of the count near the center of the 
subject in Fig. 4 indicates that the attenuation was properly 
corrected, because the profile curve shows a nearly con-
stant concentration of activity irrespective of the depth 
from the subject surface.

In the evaluation of emission quantification after attenu-
ation correction, the results revealing no significant lateral 
differences between each of the seven regions show that the 
present implementation was effective without bias towards 
the left or right side. Although significant differences were 
found in the quantitative values of the seven regions, the 
error was less than 40%. The values shown in Table 1 indi-
cate that the degree of underestimation of activity was dif-
ferent for each area. The brain phantom used in this study 
was designed to simulate the shape of the cerebral cortex, 
with the thickness of the cortex differing according to the 
region. For example, the thin portion of the occipital lobe is 
3–4 mm thick, whereas the thick portion of the cerebellum 
is several centimeters. In this study, an ROI with a diameter 
of 3 mm was placed in the center position of the thickness 
of the cortex, but we found it difficult to completely avoid 
partial volume effect in thin regions. As we mentioned in the 
Scanner Configuration, we confirmed that the contrast for 
a 10-mm sphere was approximately 50% of the theoretical 
value because of partial volume effect, and we, therefore, 
consider that the quantitative differences between regions 
were within a reasonable error range, and that the attenua-
tion correction method implemented has practical accuracy.

The present study had several limitations. First, we 
made no comparison with an exact method. In particular, 
it is necessary to verify the accuracy of our correction in 
comparison with an attenuation map known to accurately 
present the attenuation coefficients in the phantom. Second, 
we could not consider the effect of high-density area that 
may be present in clinical brain study, such as normal calci-
fication, old infarcted lesion, and post-operative state with 
metal clipping etc. In particular, it is necessary to evaluate 
the effect of metals with higher attenuation coefficients than 
skull, including size dependences. Therefore, we are plan-
ning to evaluate these effects as a critical issue in future 
work. Finally, to obtain an accurate attenuation factor using 
the ML-ACF algorithm, systematic and statistical errors of 
randoms, scattering, sensitivity coefficients, and TOF off-
set must be suppressed as much as possible. In a previous 
study [2], the accuracy of attenuation factor estimation was 
evaluated under conditions of accurate scatter estimation. 

Table 1  Results of the ROI analysis of seven regions

Averaged measured value (n = 20)

Max ± SD Average ± SD

(kBq/ml) (kBq/ml)

Frontal lobe
 R 35.9 ± 3.1 32.4 ± 2.5
 L 35.3 ± 2.3 32.4 ± 2.4

Occipital lobe
 R 27.8 ± 3.8 25.4 ± 3.6
 L 28.0 ± 3.8 25.7 ± 2.9

Parietal lobe
 R 31.1 ± 3.3 28.2± 2.7
 L 30.3 ± 2.9 27.7 ± 2.9

Temporal lobe
 R 30.6 ± 2.7 28.2 ± 2.2
 L 31.1 ± 2.4 28.7 ± 1.8

Thalamus
 R 32.9 ± 1.9 31.0 ± 1.7
 L 32.1 ± 2.2 30.0 ± 1.8

Striatum
 R 34.8 ± 2.3 31.7 ± 1.5
 L 34.0 ± 2.6 31.7 ± 1.9

Cerebellum
 R 39.0 ± 3.2 35.4 ± 2.1
 L 38.2 ± 2.9 35.1 ± 2.0

Table 2  Results of statistical 
analysis of seven regions using 
the Tukey–Kramer method

Frontal lobe Occipital lobe Parietal lobe Temporal lobe Thalamus Striatum

Frontal lobe
Occipital lobe  < 0.01
Parietal lobe  < 0.01 n.s.
Temporal lobe  < 0.01  < 0.05 n.s.
Thalamus n.s.  < 0.01  < 0.05 n.s.
Striatum n.s.  < 0.01  < 0.01  < 0.01 n.s.
Cerebellum  < 0.05  < 0.01  < 0.01  < 0.01  < 0.01  < 0.01
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However, in practice, both the scattering component and the 
attenuation factor must be estimated from an unknown state, 
and in the current implementation, the scattered component 
was calculated using a uniform attenuation map, which may 
have led to some errors. Although we confirmed the hetero-
geneity of the head attenuation map, we believe that further 
optimization will lead to further improvements in accuracy.

Conclusion

The ML-ACF-based attenuation correction implemented 
for TOF brain PET worked well and demonstrated practical 
accuracy in the quantification of radioactivity in a cerebral 
cortex phantom. We expect this individualized approach, 
which does not require additional transmission scans, to 
contribute to reducing exposure to ionizing radiation during 
brain PET scans and to suppressing the position mismatch 
between the emission and attenuation maps.
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