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Abstract
Purposes  Subject’s motion during brain PET scan degrades spatial resolution and quantification of PET images. To sup-
press these effects, rigid-body motion correction systems have been installed in commercial PET scanners. In this study, 
we systematically compare the accuracy of motion correction among 3 commercial PET scanners using a reproducible 
experimental acquisition protocol.
Methods  A cylindrical phantom with two 22Na point sources was placed on a customized base to enable two types of motion, 
5° yaw and 15° pitch rotations. Repetitive PET scans (5 min × 5 times) were performed at rest and under 2 motion conditions 
using 3 clinical PET scanners: the Eminence STAR​GAT​E G/L PET/CT (STAR​GAT​E) (Shimadzu Corp.), the SET-3000 B/X 
PET (SET-3000) (Shimadzu Corp.), and the Biograph mMR PET/MR (mMR) (Siemens Healthcare) systems. For STAR​
GAT​E and SET-3000, the Polaris Vicra (Northern Digital Inc.) optical tracking system was used for frame-by-frame motion 
correction. For Biograph mMR, sequential MR images were simultaneously acquired with PET and used for LOR-based 
motion correction. All PET images were reconstructed by FBP algorithm with 1 × 1 mm pixel size. To evaluate the accuracy 
of motion correction, FWHMs and spherical ROI values were analyzed.
Results  The percent differences (%diff) in averaged FWHMs of point sources at 4 cm off-center between motion-corrected 
and static images were 0.77 ± 0.16 (STAR​GAT​E), 2.4 ± 0.34 (SET-3000), and 11 ± 1.0% (mMR) for a 5° yaw and 2.3 ± 0.37 
(STAR​GAT​E) and 1.1 ± 0.60 (SET-3000) for a 15° pitch respectively. The averaged %diff between ROI values of motion-
corrected images and static images were less than 2.0% for all conditions.
Conclusions  In this study, we proposed a reproducible experimental framework to allow the systematic validation and 
comparison of multiple motion tracking and correction methodologies among different PET/CT and PET/MR commercial 
systems. Our proposed validation platform may be useful for future studies evaluating state-of-the-art motion correction 
strategies in clinical PET imaging.
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Introduction

Normally, clinical brain PET scan protocols require the 
subjects to lie still on the bed with head fixation until the 
end of the scan. However, involuntary rigid motions may 
briefly, or continuously, occur during the scan thereby result-
ing in changes of position/posture on the bed due to disease 

symptoms, comfort loss and execution of neurological tasks 
among other reasons. These types of motion during the brain 
PET scan can degrade spatial resolution and quantification 
of PET images [1]. Previously, rigid-body motion correction 
techniques for brain PET have been investigated to measure 
the subject’s motion during acquisition and correct for its 
effects during data processing [1–22].

To measure the subject’s motion, data-driven methods 
have previously been introduced using list-mode PET data 
[23, 24], dynamic PET images [11, 17, 19], sequential 
MR images acquired simultaneously with PET [2, 4, 18], 
marker tracking methods with optical devices [1, 20–22] or 
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radioactive- or MR-active markers [9, 16], and marker-less 
tracking methods where the object’s surface features can be 
extracted with CCD cameras [10, 15, 25] or with Microsoft 
Kinect [7]. Recently, the estimation of the object’s motion 
during iterative-reconstruction has also been proposed [6].

The measured motion can subsequently be corrected for 
each line-of-response (LOR) of the list-mode data or for 
each sinograms/reconstructed image of a collection of scan 
time frames. LOR-based motion correction (also known as 
event-by-event motion correction) with fine sampling of 
subject motion can achieve high accuracy and time-reso-
lution [13]. Each coincidence event detected in a certain 
LOR can be reassigned to the correct LOR together with 
the proper random and normalization correction factors 
from the detected LOR position and then rebinned into a 
motion corrected sinogram. Then, conventional attenuation 
and scatter correction factors corresponding to the corrected 
LOR positions can be applied. Alternatively, event-by-event 
motion compensation can be implemented within a list-
mode reconstruction framework as it was previously pro-
posed (MOLAR) [12]. Even though event-by-event is con-
sidered the gold-standard methodology for accurate motion 
correction, it requires large computational time proportional 
to the number of detected coincidence events. Multi-frame 
sinogram-based and image-based motion correction tech-
niques (also known as frame-by-frame motion correction) 
can be a more practical approach, in terms of computational 
time, than event-by-event, but requires either a frame-clas-
sification according to the subject’s motion profile or a 
fixed time frame/interval [26, 27]. For accurate attenuation 
and scatter correction, the attenuation map at the original 
position should be transformed into the moved position of 
each frame by applying averaged motion parameters within 
each frame. Subsequently, the image reconstructions with 
the transformed attenuation and scatter correction factors 
are performed for each frame-sinogram. Finally, the recon-
structed PET images are transformed back and summed into 
the reference image position to produce the motioncorrected 
PET image [1]. In case of multi-frame dynamic PET images, 
at first each frame image is reconstructed without attenuation 
and scatter correction and then registered into the reference 
image to estimate the corresponding motion parameters [11]. 
Then, the attenuation correction and scatter correction fac-
tors can be transformed to each frame position using the 
previously estimated motion parameters [11]. However, the 
accuracy of the estimated motion parameters at each frame 
depends on the signal-to-noise ratio of the corresponding 
reconstructed dynamic image, which can be considerably 
low for frames with very short time intervals.

A variety of approaches and their combinations have been 
previously proposed for measuring the subject’s motion 
during a PET acquisition and utilizing this information to 
process the acquired data afterwards and correct for the 

measured motion. Although the accuracy of some of these 
combinations were previously reported [15, 18, 20, 28, 29], 
however, the objective and systematic comparison of the 
accuracy between these methodologies may not be feasible, 
as the evaluations were based on unique PET datasets with 
unique object’s motion. To compare the basic performance 
metrics of various motion correction approaches among dif-
ferent PET scanners, the evaluated PET datasets should be 
acquired with similar conditions and the object’s motions 
should be as consistent as possible to ensure “reproducibil-
ity” of the findings and extraction of useful conclusions for 
future studies.

Recently, motion correction systems have been installed 
in commercial PET scanners. However, the systematic com-
parison of the accuracy of motion correction among PET 
scanners through a common validation protocol has not been 
reported yet. In this study, we propose a highly reproducible 
validation protocol to systematically evaluate the accuracy 
of motion correction capabilities among 3 PET commercial 
scanners and present our validation results to be further uti-
lized by future brain PET studies.

Material and methods

PET scanners

Three commercial PET scanners equipped with motion 
correction systems, Eminence STAR​GAT​E G/L, SET-3000 
B/X (Shimadzu Corp., Kyoto, Japan) and Biograph mMR 
(Siemens Healthcare, Erlangen, Germany) were used in 
this study. STAR​GAT​E is PET/CT scanner and consists 
of 4 rings of 88 detector blocks, each of which is divided 
into 9 × 10 gadolinium oxyorthosilicate (GSO) crystals 
(2.45 × 5.1 × 30 mm). The axial field of view (FOV) is 
20.8 cm, and the transverse FOV is 60 cm. SET-3000 is 
a standalone PET scanner and consists of 5 rings of 88 
detector blocks, each of which is divided into 6 × 8 bismuth 
germanium oxide (BGO) crystals (3.5 × 6.25 × 30 mm). 
The axial FOV is 26 cm, and the transverse FOV is 60 cm. 
Both STAR​GAT​E and SET3000 are equipped with an opti-
cal tracking system by Polaris Vicra (Northern Digital Inc., 
Ontario, Canada) for motion tracking with 20 Hz sampling-
pitch. Moreover, in both systems a multi-frame sinogram-
based motion correction with manual frame-classification 
was implemented [30]. Biograph mMR is a PET/MRI scan-
ner and consists of 8 rings of 56 detector blocks, each of 
which is divided into 8 × 8 lutetium oxyorthosilicate (LSO) 
crystals (4 × 4 × 20 mm). The axial FOV is 25.8 cm, and the 
transverse FOV is 59.4 cm. An MR-driven PET motion cor-
rection system was installed that synchronizes the PET data 
with simultaneously acquired MR data every TR = 1 s (1 Hz 
sampling-pitch) [18]. The acquired MR data are immediately 
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reconstructed and registered to the first MR volume, which 
is considered as the reference frame, to estimate the motion 
data. Subsequently, an LOR-based motion correction algo-
rithm was implemented.

Experimental protocols

To evaluate the accuracy of motion correction, PET scans 
of a cylindrical object were performed for each scanner 
while a specific type of rigid motion was applied to the 
object. Figure 1a shows an overview of the experimental 
phantom set-up. The cylindrical acrylic phantom (inner ϕ 
21 cm × L 21 cm, 0.5 cm thickness) was filled with water. 
An acrylic disk insert was placed in transaxial orientation 
at the phantom’s axial center. Two 22Na point sources (ϕ 
0.25 mm) were sealed within 1 cm3 acrylic cubes (Type: 
MMS09, Eckert&Ziegler co. Ltd) (0.456 and 0.102 MBq) 
and attached to the acrylic disk insert (ϕ 20 cm × T 0.5 cm) 
at 4 and 8 cm off-center, respectively (Fig. 1b). To move the 
phantom, we also made an in-house acrylic base as illus-
trated in Fig. 1c. This base enabled the phantom’s rotation 
around its body axis (yaw) or its horizontal axis (pitch). For 
yaw rotation, the phantom was placed on top of the base 
and rotated in 5° increments using a marked wooden stick 
(ϕ 2 cm × L 115 cm) attached to the side of the cylinder 
(Fig. 1b). For the 15° pitch rotations, a rectangular spacer 
was inserted as shown Fig. 1c. In the case of STAR​GAT​E 
and SET-3000 systems, the target markers for motion track-
ing were also attached to the bottom of the phantom.

Data acquisition

We performed phantom experiments with rest and 2 types of 
motion (5°-yaw and 15°-pitch) for each PET scanner accord-
ing to the scheme illustrated in Fig. 2a, except for the 15°-
pitch for the mMR scanner.

For STAR​GAT​E and SET-3000, after 5-min transmission 
scans with 137Cs (683 and 623 MBq, respectively) [31], 5 
repetitive emission scans of 5 min each were performed at 
the rest condition using the energy window of 400–624 keV 
(STAR​GAT​E and SET-3000) and a coincidences time win-
dow of 6 ns (STAR​GAT​E) and 10 ns (SET-3000). The phan-
tom was manually replaced at initial position before every 
scan started. Furthermore, to investigate the reproducibility 
between different days of experiments, an additional set of 
5 repetitive emission scans at the rest conditions was per-
formed at a different day. Furthermore, two sets of 5 repeti-
tive emission scans of 5 min each were performed with each 
set corresponding to one of 2 types of motion conditions. For 
the first motion condition, a 5° yaw rotation, the phantom 
was manually rotated 5° using a wooden stick at 2.5 min 
after starting the scan and kept its position until the end of 
the scan. For the second motion condition, a 15° pitch rota-
tion, the phantom was manually rotated 15° by inserting a 
spacer of appropriate size (Fig. 1c) at 2.5 min after starting 
the scan and kept its position until the end of the scan. For 
both motion-conditions, before the next scan started, the 
phantom was manually replaced at its initial position. All 
phantom motions were measured during each emission scan. 

A                                                                        

B C

4cm

8cm

22Na point sources

Acrylic disk insert

Rubber seal Spacer

Pitch

Yaw

BaseWooden bar

Fig. 1   Overview of the experimental phantom, a photograph, b geometry inside the phantom: acrylic disk insert attached with two 22Na point 
sources and positioned at the phantom’s central transaxial plane, c phantom motion mechanisms of yaw and pitch rotations
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Figure 2b shows an example of a set of measured motion-
parameters by the STAR​GAT​E system.

For Biograph mMR, a series of Dixon MR scans (TR: 
3.6 ms, TEopp: 1.23 ms, TEin: 2.46 ms) were performed 
at the phantom’s initial position for attenuation correction 
before the beginning of every emission scan [32]. repetitive 
emission scans using the energy window of 430–610 keV 
and a coincidences time window of 5.86 ns were performed 
with the Biograph mMR system at rest and for a 5° yaw rota-
tion, similarly to the scans performed with the STAR​GAT​E 
and SET-3000 systems. The phantom motion was monitored 
by simultaneously acquired MR images at 1 s intervals (TR: 
1 s, TE: 0.3 s, Voxel size: 3.8 × 3.8 × 3.0 mm). Figure 2c 
shows the example of two phantom MR images before (gray-
scale) and after (hot-scale) phantom motion.

Image reconstruction and motion correction

We employed for all 3 PET scanners the filtered back pro-
jection (FBP) reconstruction algorithm without post-filter 
(1 × 1 mm pixel size), including both attenuation and scatter 
corrections (AC and SC). The ACs were performed with 
µ-maps generated from transmission scans, in the case of 
STAR​GAT​E and SET-3000 systems, or Dixon-based MR 
scans, in the case of the Biograph mMR system [31, 32]. 
SCs were performed with convolution-subtraction, for the 

STAR​GAT​E and SET-3000 systems [31], or single-scatter-
simulation for the Biograph mMR system [32].

For the STAR​GAT​E and SET-3000 systems, a frame-by-
frame motion correction approach was followed. The list-
mode PET data of each scan were manually divided into 
4 frames, namely the reference, uncorrected, rejection and 
corrected frames, based on measured motion parameters as 
shown in Fig. 2b. The Reference frame corresponded to the 
first 20 s after the scan start, while the Uncorrected frame 
was defined from 20 s to 2.5 min after the scan start, fol-
lowed by the rejection frame from 2.5 min to the time the 
motion was completed. Finally, the Corrected frame, which 
was the target for motion correction in this study, corre-
sponded to the scan period beginning from the time the 
motion was completed to the end of the scan. The acquired 
list-mode PET data of the reference, uncorrected and cor-
rected frames were rebinned into a corresponding set of 
sinogram frames. Both the Reference and the Uncorrected 
sinograms were reconstructed with AC and SC derived by 
the µ-map at the reference position. However, the Corrected 
sinograms was reconstructed with AC and SC derived by 
the µ-maps transformed according to the measured phan-
tom motion. Finally, the motion-corrected PET images 
were transformed to the reference and then all reference, 
uncorrected and corrected images were summed into a static 
motion corrected image.
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For Biograph mMR, LOR-based motion correction was 
performed [18]. The motion was accounted for in the LOR 
space by moving the coordinates of all crystal based on the 
transformation matrix of 300 frames (TR of 1 s and a total 
PET scan of 5 min), while setting the reference location as 
the one corresponding to the first 1 s after the scan start. The 
transformed events were rebinned into prompt and delayed 
sinograms of 300 frames. Finally, the random, attenuation 
and scattercorrected sinograms were summed into a single 
frame and then reconstructed as a static motion corrected 
image.

Data analysis

To evaluate the effect of motion correction on the spatial 
resolution, we assessed in static (rest) and motion cor-
rected PET images (n = 10 for the static acquisitions with 
STAR​GAR​E and SET-3000, n = 5 for the remaining acqui-
sitions) the averaged FWHMs (mm) of the activity distri-
butions of two 22Na point sources, at 4 and 8 cm off-center 
respectively, by fitting line profiles in the horizontal (X), 
vertical (Y) and axial (Z) direction with an 1-dimensional 

Gaussian function. Furthermore, we calculated the percent 
differences of the averaged FWHMs in motion corrected 
images against those in the rest images as follows:

where FWHMMC and FWHMrest are FWHMs of motion 
corrected PET image and PET image at rest, respectively.

To evaluate the quantification before and after motion 
correction, in terms of counts-preservation, ROI analy-
sis was also performed by drawing spherical ROIs with 
3 cm diameter on the PET images of each of the two 22Na 
point sources. Total ROI counts (cps) of motion corrected 
images were compared with that of the rest images. Per-
cent differences of ROI counts in motion corrected images 
against those in the rest images were also calculated 
according to Eq. (1).

To evaluate the reproducibility of phantom-positioning, 
%COV (= 100 × 1 S.D/Mean) of the FWHMs were also 
calculated for rest and motion corrected images (n = 10 for 
the static acquisitions with STAR​GAR​E and SET-3000, 
n = 5 for the remaining acquisitions).

(1)%difference =
FWHMMC − FWHMrest

FWHMrest

× 100,

Fig. 3   Central transaxial slices 
and line profiles of the μ-maps 
of the experimental phantom for 
a STAR​GAT​E, and b Biograph 
mMR systems
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Results

µ maps for attenuation correction

Figure 3a shows the µ-map of the experimental phantom as 
obtained from STAR​GAT​E with a transmission scan. Not 
only the phantom itself but also other medium (bed, base 
and wooden bar) were visually observed in µ-map, however, 
the line profiles of µ-map indicates that the µ values of both 
the base and bed were lower than that of phantom itself. 
Figure 3b shows µ-map of experimental phantom in Bio-
graph mMR. Even though the slice of µ-map in Fig. 3b cor-
responds to the acrylic disk insert of Fig. 1b, we confirmed 
that µ values of water were assigned inside segmented phan-
tom except for rubber seals.

Phantom‑motion during PET scan

In this study, phantom-motion was implemented by man-
ual handling. For 5°-yaw, the required time for phantom-
motion in STAR​GAT​E, SET-3000 and Biograph mMR 
were 6.8 ± 0.75, 6.2 ± 1.2 s, and 8.0 ± 1.1 s, respectively. For 

15°-pitch, the required time for phantom-motion in STAR​
GAT​E and SET-3000 were 11 ± 1.5 and 11 ± 1.5 s, respec-
tively. For each 5°-yaw and 15°-pitch, no significant differ-
ences in time was observed among the 3 PET scanners (t 
test, p < 0.05).

Figure 4 shows PET images before and after motion cor-
rection of PET acquisitions with STAR​GAT​E, SET-3000 
and mMR scanners. For both the 5° yaw and 15° pitch rota-
tions, each 22Na point source was observed at 2 positions in 
the uncorrected PET images, while it is visually evident that 
motion correction mitigated the effects on spatial resolution 
in the corrected PET images for all 3 PET scanners.

Accuracy of motion correction

As shown in Table 1, the average FWHMrest of the 22Na point 
sources in x-direction at 4 and 8 cm off-center was 5.3 ± 0.011 
and 5.4 ± 0.010 (STAR​GAT​E), 5.6 ± 0.021 and 5.8 ± 0.016 
(SET-3000), and 4.0 ± 0.011 and 4.2 ± 0.020 mm (mMR), 
respectively. For all types of motion, the FWHMMC did not 
perfectly match the FWHMrest. As shown in Fig. 5a, c, e in the 
case of the 5° yaw rotation, the average % differences between 
FWHMMC and FWHMrest were larger in Biograph mMR than 
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images before and after motion correction of 5° yaw rotations with 
STAR​GAT​E, SET-3000 and Biograph mMR systems. Two right col-
umns: Sagittal views of PET images before and after motion correc-

tion of 15° pitch rotations with STAR​GAT​E and SET-3000 systems. 
The black and gray arrows indicate 22Na point sources at 4 and 8 cm 
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in STAR​GAT​E and SET-3000 systems. In the case of the 15° 
pitch rotation, the average % differences between FWHMMC 
and FWHMrest were larger in y and z directions (Fig. 5d, f) than 
in x direction (Fig. 5b). Meanwhile, the % FWHM differences 
were larger for the SET-3000 system in y and z directions and 
similar to the STAR​GAT​E system in the x direction.

Moreover, as shown in Fig. 6, the average % difference in 
ROI values between motion-corrected and rest images were 
less than 2.0% for all types of motion.

Reproducibility of present experiments

As shown in Table 1, at rest, the %COVs of FWHMrest were 
less than 1.6% (maximum value was measured for mMR in 
the z-direction, at 4 cm off-center). After motion correction, 
the %COVs of FWHMMC were, regardless of the motion 
type, less than 2.0% (maximum values were measured for 
STAR​GAT​E in the z-direction, at 8 cm off-center, with 15° 
pitch rotation and for SET3000 in the z-direction, at 4 cm 
off-center, with 15° pitch rotation).

Discussions

The correction of subject’s motion during PET scans can 
contribute to improvement in quantification as previously 
suggested by a range of proposed methodologies [1–22]. 

However, the performance evaluation of each motion cor-
rection technique has been conducted with different objects 
and types of motion thus challenging the drawing of useful 
conclusions concerning comparisons between the different 
approaches. In this study, we presented a series of phantom 
experiments as a common validation platform to systemati-
cally and objectively evaluate the accuracy of motion correc-
tion strategies in 3 commercial PET scanners. The phantom 
experiment protocols were carefully designed such that a 
high degree of reproducibility of the experimental condi-
tions can be achieved thereby allowing their utilization by 
future studies.

Proposed phantom and protocols

As shown in Fig. 1, we set a cylindrical phantom with two 
22Na point sources on a special base designed to apply repro-
ducible types of motion. For PET imaging, the object has to 
contain positron-emitting radioisotopes. However, the filling 
of a phantom with a radioactive solution of short half-life is 
expected to diminish reproducibility between experiments. 
Moreover, point sources of very small diameters can also 
affect reproducibility, because they are regarded as sensitive 
to slight movements. Therefore, for our proposed validation 
platform we used sealed point sources of 22Na with a long 
half-life (2.602 years) and a moderately small diameter (e.g. 
0.25 mmϕ).

Table 1   Summary of average FWHM (mm) performance for rest and 
motion corrected 22Na point source images as obtained from PET 
scans with STAR​GAT​E, SET-3000 and Biograph mMR scanners 

(n = 10 for the rest experiments of STAR​GAT​E and SET-3000, n = 5 
for the other experiments)

Position of 
point source

Index Conditions STAR​GAT​E SET-3000 Biograph mMR

Average SD %COV Average SD %COV Average SD %COV

4 cm FWHM (x) Rest 5.32 0.011 0.20 5.64 0.021 0.38 4.02 0.011 0.28
MC-yaw 5.36 0.009 0.16 5.78 0.019 0.33 4.47 0.042 0.93
MC-Pitch 5.44 0.020 0.36 5.70 0.034 0.59 – – –

FWHM (y) Rest 5.41 0.013 0.24 5.54 0.014 0.26 4.49 0.012 0.28
MC-yaw 5.47 0.011 0.20 5.61 0.005 0.09 4.89 0.014 0.29
MC-Pitch 5.64 0.019 0.34 5.88 0.089 1.51 – – –

FWHM (z) Rest 6.20 0.046 0.75 6.67 0.039 0.58 5.34 0.084 1.58
MC-yaw 6.36 0.035 0.55 6.78 0.011 0.17 5.67 0.044 0.78
MC-Pitch 6.34 0.123 1.93 6.96 0.141 2.03 – – –

8 cm FWHM (x) Rest 5.44 0.010 0.19 5.75 0.016 0.27 4.22 0.019 0.44
MC-yaw 5.54 0.028 0.51 5.92 0.019 0.32 4.59 0.020 0.43
MC-Pitch 6.51 0.041 0.62 5.85 0.033 0.57 – – –

FWHM (y) Rest 5.81 0.025 0.44 5.77 0.028 0.48 4.82 0.021 0.43
MC-yaw 5.88 0.024 0.41 5.85 0.020 0.34 5.07 0.022 0.43
MC-Pitch 6.17 0.064 1.04 6.35 0.103 1.62 – – –

FWHM (z) Rest 6.47 0.027 0.41 7.39 0.032 0.43 5.43 0.036 0.67
MC-yaw 6.51 0.041 0.62 7.43 0.035 0.47 5.60 0.060 1.07
MC-Pitch 6.81 0.138 2.03 8.00 0.107 1.34 – – –



466	 Annals of Nuclear Medicine (2019) 33:459–470

1 3

Furthermore, we evaluated the accuracy of different 
motion correction strategies in both PET and PET/MRI 
clinical scanners using a common experimental phantom. In 
the case of PET/MRI experiments, the phantom motion was 
measured through sequential MR images acquired simul-
taneously to the PET images. For estimating the motion 
in our Biograph mMR system, we implemented a rigid 
registration method between the target and reference MR 
images using intensity differences. In the case of 5° yaw 
rotations, two frame MR images of a cylindrical phantom 
at different positions may result in no differences therefore 
yielding to erroneous motion measurements. To avoid this, 
we used an acrylic disk insert with 4 holes (Fig. 1b), thus 
enabling the motion detection from rotating MR images and 

the successful motion correction of PET data acquired with 
the Biograph mMR scanner (Table 1).

To evaluate the reproducibility of our phantom experi-
ments, we repeated the PET scans 5 times for each experi-
ment with and without phantom-motion. Before every scan, 
the phantom was placed at its initial position manually. At 
rest, in particular, we performed 5 repetitive emission scans 
at 2 different days resulting in a %COV range of 0.19–1.6% 
(n = 10) for the FWHMrest (Table 1). Furthermore, for the 
5° yaw and 15° pitch rotation, the %COV for FWHMMC 
(n = 5) ranged 0.093–2.0% (Table 1), which is similar to the 
range achieved at rest. We also confirmed that there were no 
significant differences between the duration of the motion 
applied to the scans of all 3 PET scanners.

Fig. 5   Average % differences in FWHM (n = 5) between motion 
corrected and rest (static) PET images for a 5° yaw rotations in 
x-direction, b 15° pitch rotations in x-direction, c 5° yaw rotations in 

y-direction, d 15° pitch rotations in y-direction, e 5° yaw rotations in 
z-direction, and f 15° pitch rotations in z-direction
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Mismatch of μ maps

In this study, we observed mismatches between the true 
and the applied μ maps for attenuation correction in terms 
of segmentation and location. For the Biograph mMR, the 
attenuation of photons caused from the bed, as well as from 
the base and wall (5 mm thickness) of the cylindrical phan-
tom were not corrected as shown in Fig. 3b. For both STAR​
TGA​TE and SET-3000, the attenuation of photons caused 
from the cylindrical phantom was corrected in the motion-
corrected frame. However, the attenuation of photons from 
the bed and the base were not accurately corrected, because 
the whole μ map, as opposed to the moving phantom only, 
in Fig. 3a was transformed to the moved-position for attenu-
ation correction. In the present study, we used point sources 
and were able to confirm the counts preservation before and 
after motion correction, thereby suggesting that the observed 
μ map mismatches did not affect quantification significantly. 
However, if the distribution of the radioisotope was different 
from that of the present study, the mismatch may have had a 
more significant effect on PET quantification.

Comparison of the accuracy of motion correction

The intrinsic spatial resolution, as measured by the average 
FWHMrest metric, was better for the Biograph mMR than 
for the STAR​TGA​TE and SET-3000 systems (Table 1). 
We confirmed that the measured FWHMrest values are 
comparable with previous reports of performance evalu-
ation [33, 34]. For the 3 PET scanners, all FWHMs were 
improved after motion correction and total counts were 
preserved before and after motion correction. However, 
for the 5° yaw rotation, the improvement of FWHMMC 
was smaller for the Biograph mMR than for the STAR​GAT​
E and SET-3000 systems (Fig. 5a, c, e). This may have 
been caused by the relatively poor sampling motion rate of 

every 1 s in the Biograph mMR experiments, or the large 
pixel size of the simultaneously acquired co-registered MR 
images. As a preliminary test, we performed motion cor-
rection for the rejection frame data acquired with STAR​
GAT​E using a motion sampling interval of 1 s for 5° yaw 
rotations, however, significant effect of the %difference 
between FWHMMC and FWHMrest was not observed (data 
not shown), a motion sampling interval of 1 s did not ffect 
the %difference of FWHMMC in this study. The pixel size 
of the simultaneously acquired MR image for estimating 
phantom motion was 3.8 × 3.8 mm while the reconstructed 
PET image voxel size was 1 × 1 mm. We should note that 
the pixel size of the MR images may influence the accu-
racy of the estimated motion, which, in turn, can propagate 
to the FWHMMC results. The same effect is expected for 
the pixel size of the PET images. For mMR, if the pixel 
size of the PET images was larger or equivalent to that of 
the MR image, the FWHMrest of the point source in the 
PET images would have deteriorated. Thus, in this case 
the %diff index would have been less sensitive for evalu-
ating any quantitative differences in the spatial resolution 
between static images and images corrected with different 
motion correction.

For the 15° pitch rotations, even though the same opti-
cal tracking system and pixel size of reconstructed images 
(1 × 1 mm in trans-axial plane) were used, the % difference 
between FWHMMC and FWHMrest was lower in STAR​GAT​
E than in SET-3000 (Fig. 5d, f). Furthermore, these %dif-
ferences for the 15-dgree pitch rotations were larger than 
those for the 5° yaw rotations especially in y- and z-direc-
tions. Different performance metrics maybe triggered due 
to differences in the slice thickness between the two PET 
scanners: 2.6 mm for STAR​GAT​E and 3.25 mm for SET-
3000 systems. The aforementioned quantitative performance 
metrics could be comparatively evaluated only through our 
proposed reproducible experimental acquisition protocols. 

Fig. 6   Average %difference in ROI values (n = 5) between motion corrected and rest (static) PET images for a 5° yaw and b 15° pitch rotations
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The derived conclusions can thus be quite useful for further 
performance evaluation comparisons in future studies.

Limitation of the study

In this study we focused the comparison on optical and MR 
data-driven motion tracking techniques for PET acquisitions. 
Thus, we designed our experimental phantom according to 
the demands of these two motion-tracking techniques in 
particular. As a result, the proposed phantom may not be 
appropriate for evaluating other types of motion tracking, 
such as techniques using CCD images and features extrac-
tion. Nevertheless, our phantom can be adapted to support 
feature extraction from its surface and later be used for 
evaluation of such motion tracking strategies. We also used 
FBP as an image-reconstruction algorithm for evaluating 
the FWHMs metrics. However, model-based statistical itera-
tive reconstruction methods (e.g. MOLAR) could instead 
be used in future. Even though our proposed phantom sup-
ports two types of motion (yaw and pitch), we could not 
perform experiments with pitch-motion for the Biograph 
mMR experiments. This is due to the long axial length of 
the mMR integrated PET/MR gantry, which prevented any 
manual application of the pitch rotation without moving 
the bed during the PET acquisition. On the contrary, pitch 
rotation could be easily applied during the PET scan in the 
shorter gantries of the STAR​GAR​E and SET-3000 systems 
without moving the bed. As the pitch motion experiment 
could not be accurately reproduced in the mMR scanner, 
we decided to evaluate pitch motion correction performance 
only for the STAR​GAT​E and SET-3000 systems. However, 
total-body bore PET scanners with 2-meter long fields-of-
view have recently been developed [35, 36], where manual 
pitch-motion evaluation without moving the bed position 
could be challenging in future. One potential solution would 
have been to acquire two consecutive PET acquisitions, one 
before and one after applying the pitch-rotation motion, and 
then estimate and correct the motion between the two PET 
data frames. Of course, in that case, any emission data dur-
ing the motion application would be missing. In general, 
our proposed phantom can be adopted to most clinical and 
research PET scanners. We should note that STAR​GAT​E is 
PET-front PET/CT system whereas conventional PET/CT 
scanners are usually front-CT system. In cases of CT-front 
PET/CT system, we can generate the same yaw and pitch 
rotations from the back-side in the same way of STAR​GAT​
E.

In this study, two types of motions, yaw- and pitch rota-
tions, were selected to mimic the subject’s head shaking 
and nodding respectively. Both types of motion are likely 
to occur during a human brain PET exam. We selected the 
yaw-rotation to simulate the shaking of brain. The 5° extent 
of motion was preferred based on a previous investigation 

of brain PET motion correction approaches by Bloomfield 
et al. [1]. Moreover, our decision was also determined by the 
restriction of the motion tracking algorithm in the mMR for 
less than 8° rotation angles. Similarly, we considered that 
a 15° pitch rotation (nodding) also reflect a possible extent 
of head nodding for humans when lying on a scanner table.

Furthermore, we employed cylindrical phantoms to assess 
the performance of different systems to correct for these 
motion effects. In the case of phantoms, we expect the effects 
of rigid motion not to vary significantly across the different 
phantom regions and primarily depend on the distance of 
the phantom regions from the center of the rotations. There-
fore, we consider that the two measurement points at 4 cm 
and 8 cm off-center were sufficient for the purposes of this 
phantom evaluation study. However, in clinical PET studies, 
where the administered radiotracers may be distributed over 
a wider area forming a variety of contrast features, a larger 
set of carefully selected measurement sites would be needed.

In this study, we used a simple cylindrical phantom with 
two point sources and a reproducible motion application 
mechanism to systematically evaluate and compare the accu-
racy of different motion correction techniques across com-
mercial PET systems. In our evaluation we applied simple 
types of rotations likely to occur in human brain PET studies 
on phantoms of known activity concentration. On the other 
hand, in clinical PET studies the true activity concentration 
is unknown. The use of this less complex set-up ensured 
experimental conditions that can be easily reproduced by 
future investigators. Furthermore, the effect of more com-
plex types of rigid motion on phantoms are not expected to 
be significantly different due to the presence of large regions 
of uniform activity concentrations in phantoms. Instead of 
complexity, we focused in this study on reproducibility 
and the knowledge of the true activity concentration. Our 
approach allowed us to more systematically assess the rela-
tive performance of different motion correction systems on 
real data acquired by clinical PET scanners. We thus believe 
that our findings can be useful for future clinical studies tar-
geting brain PET imaging and motion correction. Besides, in 
order to assess the accuracy of motion correction for clinical 
subjects with specific diseases, we would need to perform 
more complex types of rigid motion and evaluate additional 
motion patterns (speed, irregularity and amplitude). How-
ever this is outside the current scope of our study but will be 
considered as future work.

Conclusion

In this study, we proposed a reproducible experimental 
framework to allow the systematic validation and compari-
son of multiple motion tracking and correction methodolo-
gies among different PET/CT and PET/MR commercial 
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systems. Our findings suggest a strong dependence of the 
motion correction accuracy on the quality of the object’s 
motion monitoring, the scanner geometry, and the types of 
motion occurring during a PET scan. Our quantitative per-
formance metrics were comparable between the different 
acquisitions thanks to the reproducibility of our experimen-
tal acquisition protocols. Therefore, our proposed validation 
platform may be useful for future studies evaluating state-of-
the-art motion correction strategies in clinical PET imaging.
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