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Abstract

Objective Positron emission tomography allows imaging

of patho-physiological information as a form of rate con-

stants from scanned and reconstructed dynamic image.

Some reconstruction algorithms incorporated with time of

flight and point spread function have been developed, and

quantitative accuracy and quality in the image have been

investigated. However, feasibility of the rate constants

from the dynamic image has not been directly investigated.

We investigated the accuracy and quality in the rate con-

stant by scanning a phantom filled simultaneously with 11C

and 18F.

Method We utilized a phantom filled with 18F–F- solu-

tion in the main cylinder and with 11C-flumazenil solution

in seven sub-cylinders. The phantom was scanned by a

Biograph mCT and the scanned data were reconstructed

with FBP- and OSEM-based algorithms incorporating with

and without TOF and/or PSF corrections. Decay rate im-

ages as kinetic rate constant were computed for all the

reconstructed images and quantitative accuracy and quality

in the rate images were investigated.

Results The obtained decay rates were not significantly

different from the reference values for both isotopes for all

applied algorithms when noise on image was not large.

Respective SD was smaller in OSEM with TOF in the 11C-

filled region.

Conclusion The present study suggests that OSEM in-

corporating with TOF provides reasonable quantitative

accuracy and image quality regarding decay rates.

Keywords Feasibility test � Rate constant � Phantom �
PET � Kinetic analysis

Introduction

Positron emission tomography (PET) using radiotracers

with quantitative analysis provides physiological informa-

tion of organs as a form of rate constant(s) [1]. Quantitative

accuracy and, in particular, image quality in PET image

have been improved concerning PET devices and recon-

struction algorithms [2], namely, advancement of recon-

struction algorithms in imaging is remarkable in nuclear

medicine field [3].

Several studies have demonstrated to characterize some

reconstruction algorithms such as filtered back projection

(FBP) and ordered-subsets expectation maximization

(OSEM) [4–6]. Those studies showed that OSEM was

advantageous than FBP in terms of image quality and

resolution in cardiac study, and that was generally in good

agreement with FBP in pixel value and subsequent esti-

mated kinetic parameters.

Besides the development of the reconstruction algo-

rithms, recently additional improvements have been
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achieved by incorporating point spread function (PSF) and

time-of-flight (TOF) techniques and those TOF and PSF

have been implemented in some PET scanner software [7–

9]. It was demonstrated that the incorporation with PSF

allowed improvement in terms of spatial resolution and

noise property [10, 11], implementation of TOF also im-

proves image contrast and quality [12], and that combi-

nation of them improves small lesion detectability [13].

A number of studies have assessed the quantitative ac-

curacy, spatial resolution and noise property of recon-

struction algorithms with or without incorporating PSF

and/or TOF. However, there are no studies assessing ki-

netic parameter estimation directly from FBP- and OSEM-

based dynamic images in PET studies, though there are

some studies comparing those between FBP and OSEM [3,

5].

In the present study, we tested accuracy of rate pa-

rameter and image quality by estimating decay rate of two

known isotopes, i.e., 11C with the decay constant: k =

34.1 9 10-3 min-1 and 18F with k = 6.31 9 10-3 min-1,

those were simultaneously filled in a phantom in separate

regions.

Materials and methods

Phantom

A JSP model phantom (KYOTO KAGAKU CO., LTD,

Kyoto, Japan) was used for the present study (Fig. 1a). The

phantom was made with methyl methacrylate, was cylin-

drical shape with 99 mm in height and 200 and 210 mm in

inner and outer diameters, respectively, and consisted of

seven sub-cylinders with 30 and 36 mm in inner and outer

diameters, respectively, i.e., 3 mm in width of the sub-

cylinder wall. One of sub-cylinders was at the center and

the others were surrounding the central cylinder located

75 mm from the center of the phantom.

PET experiments

The PET scanner used was Biograph mCT64-4R PET/CT

system (Siemens Medical Solutions, Knoxville, TN, USA),

containing LSO scintillation crystals. The scanner allows

tomographic images with field of view (FOV) of 70.0 cm

in diameter and 21.6 cm in axial length. The spatial

resolution was 4.1 mm in full width at half maximum

(FWHM) at 1 cm from the center of the FOV. The coin-

cidence time window applied was 4.1 ns, and time

resolution for TOF was 555 ps.

The phantom used was filled with 18F–F- ion solution in

the main part and with 11C-flumazenil in the all sub-

cylinder regions, respectively. The phantom was set on a

gantry of the PET scanner. Activity concentration of the

solution each was 20 and 30 kBq/ml for 18F and 11C, re-

spectively, at the start time of the PET scanning, so as to be

the similar level in our routine clinical scanning. After CT

scanning for attenuation correction, a list mode scan for

120 min was started in the 3-D list mode.

Data processing

The list mode data collected were sorted to produce dy-

namic sinogram, with frame durations of 24 times 300 s,

i.e., 120 min in total. Images were then reconstructed by

the FBP and OSEM bases with or without incorporating

TOF and PSF, without decay correction, including cor-

rections for dead time, detectors normalization, CT-based

attenuation and scatter (single scatter simulation method

[14]) using the vendor software programs, namely, FBP,

FBP with TOF (FBP ? TOF), OSEM, OSEM with TOF

(OSEM ? TOF), OSEM with PSF (OSEM ? PSF),

OSEM with PSF and TOF (OSEM ? PSF ? TOF). For

the OSEM and OSEM ? PSF procedure, applied condi-

tions were 3 iterations and 24 subsets, and for

OSEM ? TOF and OSEM ? PSF ? TOF, those were 3

iterations and 21 subsets, where 2 or 3 iterations were

recommended in a previous study [15] and we fixed the

number as 3 in the present study. For all the reconstruction

procedure, filtering applied was Gaussian filter with 6 mm

to compare the characteristics of the reconstruction algo-

rithms in a same condition. The reconstructed images

consisted of 256 9 256 9 45 matrix, with a pixel size of

1.27 mm 9 1.27 mm 9 5 mm and with 24 frames.

Decay rate was computed in a pixel-wise manner by fit-

ting a single exponential function applying the basis function

method (BFM) [16] as follows. For the one tissue compart-

ment model, a tissue curve [C(t)] can be expressed as;

18F

: ROI C30

: Subsyrinder (11C-FMZ)

: ROI F30

18F

200mm

75mm
30mm36mm

: ROI C1
: ROI C2
: ROI F1

: Subsyrinder (11C-FMZ)

A B

Fig. 1 ROIs placed are also indicated (see text)
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CðtÞ ¼ K1 � AðtÞ � exp ð�k2tÞ ð1Þ

where K1 and k2 are forward and backward transfer rate

constants from blood to tissue, namely physiological pa-

rameter to be obtained in the kinetic analysis, A(t) is an

input function, and � denotes the convolution integral. The

BFM applies linear least squares together with a discretized

range of basis functions incorporating the nonlinearity and

covering the expected physiological range. The corre-

sponding basis function formed as:

Fðk2; tÞ ¼ AðtÞ � exp ð�k2tÞ ð2Þ

Then Eq. (1) can then be transformed for each basis

function into a linear equation in K1 as:

CðtÞ ¼ K1 � Fðk2; tÞ ð3Þ

Hence for fixed values of k2, K1 can be estimated using

standard linear least squares. The k2 for which the residual

sum of square is minimized is determined by a direct

search and associated set of parameter values for this so-

lutions: (K1, k2) are obtained. For the reasonable range of

k2, i.e., 0\ k2\ 1.0 min-1, 10000 discrete values for k2
were found to be sufficient. For the present computation,

the input function was determined to be the delta function,

i.e., d(0), and the Eq. (1) becomes a simple exponential

function. The computation was performed using all the

reconstructed images, for 60 min starting at 0 min (first

half) and start at 60 min (second half). Also, the decay rate

was computed for 30 min duration starting at 0–90 min

with every 10th min.

Data analysis

Three circular regions of interest (ROI) with 12.7 mm in

diameter were placed in 21st to 25th slices in the summed

reconstruction image for all frames, two were placed at the

center of the sub-cylinders at the top-left (C1) and central

place (C2), namely, in the 11C regions and the other one

was placed between them (F1), namely, in the 18F region

(Fig. 1a). Circular ROIs with the same diameter were also

placed in all the sub-cylinders except the central one in 11C

region in the 21st to 25th slices (C30), namely 30 ROIs in

total, and other 30 ROIs were placed between those sub-

cylinders in 18F region (F30) (Fig. 1b).

Profiles of the cross-sectional distribution of the 23rd

slice for the pixel value in summed images for first and

second halves and decay rate for both the halves were

extracted from top to bottom in the vertical direction at the

horizontal 128th pixel. Mean (±SD) and coefficient of

variation (CV) of summed pixel value and decay rate value

were extracted from all the ROIs for all of the six recon-

struction algorithms. For the two sets of ROIs of C30 and

F30, mean values and CVs of decay rate were extracted for

30 ROIs and respective mean and SD were computed to

test statistical significance between the algorithms. Paired

t test was applied to compare the obtained values, and

P\ 0.05 was considered statistically significant.

Results

The summed and estimated decay rate images in the 23rd

slice for all applied reconstruction algorithms are shown in

Fig. 2. Both of the summed and decay rate images in the

second half seem to be suffered from noise more in the

FBP and FBP ? TOF than the other OSEM-based images

in the 11C regions. For all summed images, boundary part

of sub-cylinder, i.e., cold part, seems lower value for all

summed images in the first half, but the decay rate images,

any lower rate cannot apparently be seen in that part. For

the rate in 11C region, degree of error seems similar among

the images from 0 to 60 min fitting; however, the degree of

underestimation seems more in the images from 60 to

120 min, particularly in images with OSEM-based algo-

rithm without incorporating TOF.

Profile of the cross-sectional distribution in the summed

and estimated decay rate images are shown in Fig. 3. The

boundary part of sub-cylinder shows lower value in all,

particularly in FBP and FBP ? TOF, summed images. For

the decay rate, uniformity is more for OSEM-based summed

images than that for both FBP-based images in the second

half. The estimated decay rates were close to known physical

decay constant in the 18F region in all the applied algorithms.

In the 11C region, the decay rate was close for all the images

from the first half, but underestimated from the second half,

and degree of underestimation was more in the OSEM-based

algorithms. At the boundary part, the decay rate gradually

changes from 11C to 18F decay rates depending on a ratio of

distance from the regions filled with those solutions.

The estimated rate from the 30-min duration data is

shown in Fig. 4. The rate was reasonably identical to the

reference values for 11C regions until the fitting start time

was earlier than 40 min. Then, the rate was basically un-

derestimated after that for OSEM without incorporating

TOF. The underestimation is also seen for OSEM with

TOF after 50 min though degree is less than the others.

In Table 1, the pixel-wise mean ± SD and CV of

summed images are summarized for the three ROIs of C1,

C2 and F1. There were small differences in the mean

values among the applied algorithms in the first half, but in

the second, the means were larger for OSEM-based images

than that for FBP-based. The CV, corresponding to noise

level, was smaller in the FBP ? TOF in the first half for C1

and C2, that in the FBP-based method was larger in the

second half than that in OSEM-based images. The CV in

C2, i.e., central sub-cylinder was larger than that in C1, i.e.,
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surrounding one for FBP-based methods, but that is similar

in the OSEM-based methods.

Mean of estimated decay rate and respective CV are

summarized in Table 2. The decay rate was close to the

reference value for all estimated value for the first half.

However, that seemed to be underestimated for the second

half for 11C region. The CV was the smaller in OSEM with

incorporating TOF for 18F. The CV in C2, i.e., central sub-

cylinder was larger than that in C1, i.e., surrounding one

for FBP-based methods, but that is basically similar in the

first half and smaller in the second in the OSEM-based

methods.

Figure 5 shows the mean ± SD of means and CVs in

each ROI of C30 and F30 for decay rate. For the mean of

estimated rates, difference was not significant (95 % con-

fidence level assuming the normal distribution) against the

reference decay constant in the first half. For the CV,

significant difference were found for all pairs of algo-

rithms, except between FBP and the two of OSEM with

PSF incorporated methods 11C for the first half, OSEM and

the other OSEM-based methods 11C for the second half,

and between OSEM ? TOF and OSEM ? PSF and be-

tween OSEM and the other OSEM incorporating PSF

methods for 18F for the first half.

Discussion

In the present study, we estimated the decay rates of 11C

and 18F from dynamic images by scanning the phantom

simultaneously filled with both of those tracer solutions

and by reconstructing the scanned data. The reconstruction

algorithms applied were FBP- and OSEM-based methods

with and without incorporating TOF and/or PSF, namely,

FBP, FBP ? TOF, OSEM, OSEM ? TOF, OSEM ? PSF

and OSEM ? PSF ? TOF. The means of decay rate were

not significantly different from the reference rate constant

values for both isotopes for all applied methods in the first

half, suggesting the applied reconstruction algorithms are

reasonably acceptable regarding quantitative accuracy for

kinetic analysis. For the image quality in the decay rate,

CV was significantly smaller in OSEM ? TOF. These

findings suggest that the OSEM with incorporating TOF

would provide reasonable quantitative accuracy and better

image quality. Several studies have been already investi-

gated quantitative accuracy and image quality regarding

reconstruction algorithms with and without incorporating

TOF and/or PSF [7–12]. Those studies only focused on

pixel value in a reconstructed image, but not on physio-

logical parameters after kinetic analysis, such as rate con-

stants. Boellaard et al. has demonstrated to investigate

accuracy of kinetic parameters in cardiac study, but com-

pared accuracy of the parameters by an image-based

method against blood sampling method between from FBP-

and OSEM-based images. Lubberink et al. [5] also com-

pared accuracy of the kinetic parameters from OSEM-

based method against those by FBP method, but not test the

accuracy directly. In the present study, we investigated

quantitative accuracy and image quality in terms of re-

construction algorithms in a direct fashion, by estimating

physical decay rates of isotopes of 11C (k = 0.0341 min-1)

and 18F (k = 0.00631 min-1). We assumed that the

Decay rate images

Summed images
FBP FBP+TOF OSEM OSEM+TOF OSEM+PSF OSEM+PSF

+TOF

0 
|

60 
min

60 
|

120 
min

0 
|

60 
min

60 
|

120 
min

20 

0 
kBq/ml

0.05 

0 
min-1

Fig. 2 Images of summed and

decay rate for the six

reconstruction algorithms. The

algorithms applied were

indicated at the top of images.

The summed images were

obtained by summing from 0 to

60 min (upper) and from 60 to

120 min (lower), respectively,

and the decay rate images were

from 0 to 60 min and 60 to

120 min, respectively
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physical characteristics of decay constant corresponds to a

physiological kinetic parameter, in particular the decay

constant of 11C is not very far to physiological transfer rate

constants from brain tissue back to blood, i.e., k2, such as

0.13 ± 0.07 min-1 and 0.11 ± 0.04 min-1 for 18F-FDG in

brain gray and white matter regions [17], respectively,

ranged from 0.099 to 0.21 min-1 for 11C-flumazenil in

brain cortical regions [18], and 0.10 ± 0.07 min-1 for 18F-

FLT in glioma in brain [19].

For the boundary part of a sub-cylinder between 11C and
18F, namely cold part, the profile showed that the obtained

pixel counts in both the FBP- and OSEM-based summed

FBP FBP+TOF OSEM OSEM+TOF OSEM+PSF
OSEM+PSF

+TOF
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Fig. 3 Profile of the cross-sectional distribution of pixel value in the

summed images (first row) and decay rate (third row) for the six

reconstruction algorithms and expansion of those at a boundary part

(from 5 to 30 mm in pixel position, indicated as arrow) between 11C

and 18F regions (second and fourth rows). In the top and third row,

solid and dashed lines are profiles from 0 to 60 min and 60 to

120 min data, respectively. The respective colors in the figures

represent the type of reconstruction indicated at the top of the first row

figures. The horizontal dashed lines indicate decay constants of 11C

and 18F in the decay rate profiles, and wall of boundary part is

indicated with vertical dashed lines
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images were smaller than surrounding hot part, but the

value was not zero but biased. The bias would be due to

spillover depending on filter size and spillover. The bias

could be overcome by increasing the number of product of

subset and iteration, but in the present case, width of 3 mm

in cold part was too thin and that part was not clearly

appeared by increasing the product, namely the number of

iteration from 3 to 10 (data not shown). For that part, the

decay rate seemed to appear as a ratio of estimated decay

rates of two isotopes depending on distance to the regions

of those solutions. In fact, the regression analysis indicated

tight correlations (around 0.99 for all the methods) between

the estimated decay rate and the position between 12 and

20 mm from the center of the phantom. The findings sug-

gests that a kinetic parameter would be estimated as a

mixture form of two or multiple rate constants at a

boundary part where multiple rates contribute, and that the

rate for the cold part would not be accurately estimated

when the width of that part is thinner independent on the

product of subset and iteration.

For computing the decay rate, we have applied the BFM,

which is applied in some computation for physiological

rate constants in the nuclear medicine field [16, 20–24].

Alternative for exponential fitting is a linear regression

estimation on a semi-logarithmic plot. Difference between

those two is in weighting, and might cause affect of ac-

curacy of estimated parameter. For the two kinds of the

D
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Fig. 4 Estimated decay rates from 30-min duration data for C2 (with
11C) region as a function of fitting start time

Table 1 Mean ± SD (kBq/ml) and respective coefficient of variation (%) in summed image

FBP FBP ? TOF OSEM OSEM ? TOF OSEM ? PSF OSEM ? TOF ? PSF

0–60 min

C1 15.95 ± 0.40 (2.52) 15.92 ± 0.40 (2.53) 15.58 ± 0.55 (3.54) 15.60 ± 0.50 (3.21) 15.77 ± 0.55 (3.96) 15.88 ± 0.57 (3.56)

C2 15.94 ± 0.48 (3.00) 15.94 ± 0.41 (2.55) 15.43 ± 0.51 (3.28) 15.24 ± 0.41 (2.70) 15.56 ± 0.62 (3.99) 15.38 ± 0.51 (3.31)

F1 19.35 ± 0.24 (1.24) 19.21 ± 0.20 (1.02) 19.06 ± 0.16 (0.83) 18.75 ± 0.19 (1.02) 19.16 ± 0.15 (0.76) 18.78 ± 0.18 (0.97)

60–120 min

C1 1.87 ± 0.12 (6.62) 1.87 ± 0.08 (4.20) 2.60 ± 0.09 (3.56) 2.31 ± 0.06 (2.72) 2.51 ± 0.09 (3.49) 2.20 ± 0.05 (2.30)

C2 1.81 ± 0.13 (7.33) 1.81 ± 0.10 (5.62) 2.49 ± 0.09 (3.58) 2.18 ± 0.06 (2.82) 2.39 ± 0.07 (3.13) 2.05 ± 0.05 (2.43)

F1 11.89 ± 0.15 (1.02) 11.82 ± 0.12 (1.00) 12.90 ± 0.12 (0.92) 12.74 ± 0.12 (0.97) 12.96 ± 0.10 (0.80) 12.75 ± 0.12 (0.97)

The summed durations were from 0 to 60 min and 60 to 120 min, respectively. The ROI placed were C1 and C2 filled with 11C, and F1 with 18F

regions (see Fig. 1), respectively

Table 2 Mean ± SD (10-3 min-1) and respective coefficient of variation (%) of decay rate for ROIs in C1 and C2 filled with 11C

(k = 34.1 9 10-3 min-1), and F1 with 18F (k = 6.31 9 10-3 min-1) regions (see Fig. 1), respectively

FBP FBP ? TOF OSEM OSEM ? TOF OSEM ? PSF OSEM ? TOF ? PSF

0–60 min

C1 33.85 ± 0.78 (2.3) 33.67 ± 0.53 (1.6) 34.39 ± 0.68 (2.0) 33.73 ± 0.36 (1.1) 35.07 ± 0.76 (2.2) 34.28 ± 0.65 (1.8)

C2 33.61 ± 1.02 (3.1) 33.69 ± 0.88 (2.6) 34.73 ± 0.68 (2.0) 35.02 ± 0.63 (1.8) 35.62 ± 0.67 (1.9) 35.94 ± 0.77 (2.2)

F1 6.41 ± 0.55 (8.7) 6.35 ± 0.42 (6.6) 6.45 ± 0.41 (6.4) 6.45 ± 0.38 (5.9) 6.45 ± 0.36 (5.6) 6.44 ± 0.37 (5.6)

60–120 min

C1 30.24 ± 3.56 (11.8) 30.24 ± 2.42 (8.0) 22.49 ± 2.08 (9.3) 27.28 ± 2.33 (8.5) 23.03 ± 2.08 (9.1) 28.68 ± 2.58 (9.0)

C2 32.72 ± 4.67 (14.3) 32.45 ± 4.00 (12.3) 22.93 ± 1.50 (6.5) 25.97 ± 1.90 (7.3) 23.26 ± 1.52 (6.6) 26.86 ± 2.00 (7.4)

F1 6.33 ± 0.54 (8.5) 6.41 ± 0.44 (6.9) 6.39 ± 0.47 (7.4) 6.54 ± 0.44 (6.8) 6.40 ± 0.46 (7.1) 6.54 ± 0.44 (6.7)

The rates were obtained from 0 to 60 min and 60 to 120 min durations, respectively
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fitting methods, we compared obtained decay rate values in

our preliminary study, and these were no significant dif-

ferences in estimated rates except the rates in 11C region

from FBP and FBP ? TOF when noise, i.e., CV, in sum-

med image was larger.

The FBP is the conventionally applied reconstruction

algorithm in PET imaging. As has been demonstrated in

previous studies, image quality is poorer due to low signal-

to-noise ratio, and the OSEM method was developed and

introduced to overcome that problem [4, 6, 25, 26]. The

present study also showed that the noise level was larger in

both FBP than that in the other methods in summed and

subsequent decay rate images, particularly in the second

half. For quantitative accuracy in all the methods, the es-

timated decay rates were not significantly different to the

reference values for both 11C and 18F when data in the first

half was applied; however, when applied second half, the

decay rate in the 11C region was significantly underesti-

mated. The underestimation might be due to affect of

spillover, namely the affect is larger when activity con-

centration from adjacent region is larger. In fact, we found

that a time activity curve at a pixel at center in the ROI C2

was higher in the late phase ([60 min) than an extrapolated

fitted curve during 0–60 min for the OSEM-based images,

and the difference between the time activity curve at center

and fitted curve was consistent to a curve at outside, i.e., a

pixel at 15 mm from the edge of the main cylinder. For

degree of the spillover for the pixel at the 15 mm outside,

activity level was consistent to zero for FBP-based images,

and the degree was the most for the OSEM image and that

was twofold than that of OSEM ? TOF, three times than

OSEM ? PSF, and four times than OSEM ? TOF ? PSF.

As a whole, the overestimation due to spillover would

cause smaller estimation of rates after 40 min in Fig. 4.

However, the degree was less when TOF was incorporated

in the OSEM method, which might contribute to improve

image quality. The finding would suggest usefulness of

TOF method. For the rate in FBP in Fig. 4, the degree of
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Fig. 5 Mean (bar graph) and respective SD (error bar) obtained

from mean (min-1) and CV (%) values of decay rate for set of ROIs

of C30 and F30. The values were obtained from 0 to 60 min (first

half) and 60–120 min (second half) durations, respectively. * and n.s.

indicate that the difference was significant and not significant,

respectively
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underestimation was not stable. Our preliminary simulation

showed that the BFM derives overestimation in the decay

rate when the level of noise is larger than 15 % in the

60-min summed image, and that the rates are around 2 %

overestimated when the noise level is from 5 to 10 %. This

fact suggests that the unstable estimation in FBP would be

due to noise on image.

It was suggested that, when ratio of activity concentra-

tion at edge was larger, namely, the ratio was around 1:8,

an overshoot due to Gibbs artifact occurred with incorpo-

rating PSF [27, 28]. In this study, however, at the boundary

part of a sub-cylinder between 11C and 18F regions, any

overshoot has not apparently been seen with or without

PSF incorporated images. This could be due to smaller

ratio of the activity concentration in the present condition,

namely 2:3 for 18F and 11C, respectively, at the scan start

time and larger size of cylinder of 30 mm in diameter.

Subsequently, there were also no apparent such affect in

the decay rate. Further study is required to make reveal the

effect to the decay rate.

Limitations of the present study are (1) the study only

estimated decay rate corresponding to physiologically

backward transfer rate, meaning accuracy of forward rates

were not directly tested (2) the width of boundary between
11C and 18F was not thin enough, i.e., 3 mm to simulate

physiological difference of rate constants at adjacent re-

gions, and (3) an affect of overshoot, which would occur

when a difference of activity concentration at a boundary

part is large, has not been made reveal regarding kinetic

parameters.

In conclusion, the present study made reveal that the

accuracy and image quality in the rate images, and sug-

gested that the reconstruction algorithm of OSEM incor-

porating TOF would provide reasonable quantitative

accuracy and image quality in estimating a rate constant.
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