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Abstract
One of the key elements of the hydrogeological cycle and a variable used by many water resource operating models is the vari-
ation in groundwater level (GWL). One of the biggest obstacles to the drawdown analysis and GWL forecasts is the absence 
of accurate and complete data. The application of diverse numerical models has been regarded as a reliable approach in recent 
years. Such models are able to determine the GWL for any given region by utilising a wide variety of statistics, data, and 
field measurements such as pumping experiments, geophysics, soil and land use maps, topography and slope data, a plethora 
of boundary conditions, and the application of complex equations. Artificial intelligence-based models need significantly 
less information. The purpose of this research is to predict the changes of GWL of Shazand plain by using the PSO-ANN, 
ACA-ANN hybrid methods and deep learning methods LSTM, LS-SVM, and ORELM and comparing with GMS numerical 
model. The model’s accuracy is evaluated using a two-stage validation and verification process. Then Taylor’s diagram was 
used to select the best model. Results show that ORELM with R, Nash, RMSE and NRMSE values equal to 0.977, 0.955, 
0.512 and 0.058 respectively was the best performance in the test stage. After that is the PSO-ANN model. Using the Taylor 
diagram is another certain way to guarantee that you’ve picked the best possible model. The research results show that there 
is a link between the ORELM and the place that is most central to the reference point. Since the GMS model is complex and 
requires a large amount of data and a time-consuming calibration and validation process, the ORELM model can be utilised 
with certainty to predict the GWL across the entire plain. This research suggests that instead of using numerical models with 
a complex and time-consuming structure, deep learning methods with the least required data and with high accuracy should 
be used to forecast the groundwater level.

Keywords  GWL prediction · GMS · Hybrid Models · LSTM · LS-SVM · ORELM.

Introduction

Recent population expansion in Iran that is unsustainable, 
limits on accessible surface water, and increased usage of 
the country’s aquifers have led to irreversible harm to the 
country’s natural resources, which have been depleted to an 
alarming degree as a consequence. The substantial decrease 
in GWL is further exacerbated by the fact that aquifers are 
being contaminated with a wide variety of contaminants 
as a result of their proximity to urban, industrial, and agri-
cultural regions. As a result, groundwater management and 
conservation have to be integrated as a fundamental concept 
and foundation in the planning of the nation in order to put 
a stop to the continual decline in quantity and quality of the 
resource. The use of groundwater resources as a depend-
able backup has been the subject of research recently due 
to the rise in population in regions where surface water is 

Communicated by: H. Babaie

 *	 Ahmad Rajabi 
	 ahmad.rajabi1974@gmail.com

	 Siamak Amiri 
	 siamak_amiri2001@yahoo.com

	 Saeid Shabanlou 
	 saeid.shabanlou@gmail.com

	 Fariborz Yosefvand 
	 fariborzyosefvand@gmail.com

	 Mohammad Ali Izadbakhsh 
	 izadbakhsh.mohammad.ali@gmail.com

1	 Department of Water Engineering, Kermanshah branch, 
Islamic Azad university, Kermanshah, Iran

http://crossmark.crossref.org/dialog/?doi=10.1007/s12145-023-01052-1&domain=pdf


3228	 Earth Science Informatics (2023) 16:3227–3241

1 3

either in short supply or unreliable. Therefore, in order to 
make the most of the groundwater resource in terms of its 
efficiency and effectiveness in planning and development, 
it is essential to adopt approaches for properly projecting 
GWL changes, and this is particularly critical during dry 
years and years with low water levels. When looking at 
the quantitative and qualitative effects that development 
has on groundwater resources, mathematical and computer 
modeling of these resources is seen as a powerful tool in 
order to make the most effective use of these resources. 
This is the case whether or not one considers the effects of 
development on groundwater resources. Several different 
mathematical and computational models have been consid-
ered over the last few decades in an effort to understand the 
hydraulic behaviour of groundwater resources and predict 
shifts in GWL. It has been demonstrated that GWL varia-
tions can be accurately simulated in numerical models by 
incorporating a wide range of factors, including topogra-
phy, geology, boundary and ecological conditions, aquifer 
physical and hydraulic properties, wetted surface and river 
sections, aquifer hydraulic parameters, water distribution 
and extraction practises in the plain, and others. Topog-
raphy, geology, border, and biological conditions, aquifer 
physical and hydraulic characteristics, wetted surface and 
river sections, and aquifer physical and hydraulic proper-
ties are only a few examples (Fleckenstein et al. 2010; Luo 
and Sophocleous 2011; Zampieri et al. 2012; Samani et al. 
2018). Most of these models, such MODFLOW and GMS, 
need extensive production and processing of input data 
and maps in a standard format since they were developed 
using finite difference numerical methods. This is essential 
for producing reliable outcomes (Todd and Kenneth 2001; 
Yanxun et al. 2011; Irawan et al. 2011; Lachaal et al. 2012). 
Given the clear relationship between the two, researchers 
have a strong incentive to examine the effects of climate 
factors like temperature and precipitation across the entire 
system and to predict GWL variations in the coming years 
under the influence of these parameters using mathematical 
modelling (Klove et al. 2014; Shrestha et al. 2016; Lemieux 
et al. 2015; Panda et al. 2012; Erturk et al. 2014). Reason 
being, there can be no denying the two are linked. To do 
so, we need to include in information and factors that are 
often missing when modelling surface and groundwater 
(Fleckenstein et al. 2010; Graham et al. 2015; Ramírez-
Hernández et al. 2013; Xie et al. 2016; Mohammed et al. 
2023; Moghadam et al. 2019; Alizadeh et al. 2021; Goorani 
and Shabanlou 2021).

In this regard, there are several studies integrated sur-
face and groundwater models in an attempt to mimic GWL 
oscillations throughout the whole of the plain. The primary 
objective of these models is to replicate the saturated and 
unsaturated zones, respectively. The saturated and unsatu-
rated soil zones are simulated simultaneously in a linked 

model of surface and groundwater. This has the advantage of 
allowing for the calculation of the surface and groundwater 
exchange at varying time and spatial intervals based on the 
full hydroclimatology water budget in each basin. Another 
advantage of this type of model is that it can be used to 
determine the amount of water that can be extracted from 
the ground. The adoption of this strategy in many aquifers, 
however, is not possible since it requires a diverse range of 
data and intricate maps (Zeinali et al. 2020a; b). With the use 
of simulation tools, the complexities of the connections and 
formulae involved in managing uniform systems of surface 
and groundwater resources may be reduced. In order to boost 
the researcher’s confidence in the modeling process, it is 
necessary to make use of one or more highly effective simu-
lation tools. These tools should be able to display complex 
systems in the context of the current reality, and they should 
also give the researcher the opportunity to participate in the 
expansion of the model. These models are notorious for the 
high price tags that they carry (Hu et al. 2016; Ivkovic 2009; 
Pahar and Dhar 2014; Bayesteh and Azari 2021).

The real system runs the risk of being oversimplified 
by the model, which also runs the risk of misrepresenting 
how the system behaves. If the system being investigated 
is oversimplified, the data coming from the model might 
not be adequate. In contrast to numerical procedures and 
mathematical models, approaches that are straightforward, 
reliable, and call for a minimal amount of data while still 
producing accurate results quickly and at a low cost are of 
the utmost significance. They are quicker and more accurate 
than the methods that were used in the past to predict GWL 
shifts and the volume of groundwater storage (Soltani and 
Azari 2022; Guzman et al. 2019; Nadiri et al. 2019; Male-
kzadeh et al. 2019a, b; Poursaeid et al. 2020, 2021, 2022; 
Azizpour et al. 2021, 2022; Yosefvand and Shabanlou 2020).

Artificial intelligence (AI)-based approaches, such as 
GMDH, ELM, LS-SVM, ORELM, and hybrid algorithms, 
have been extensively used in recent decades to forecast 
hydroclimatology elements including temperature, rainfall, 
river flow, changes in the water level of surface reservoirs, 
and groundwater (Samani et al. 2022; Bilali et al. 2022). Cli-
mate, precipitation, river flow, variations in surface reservoir 
levels, and groundwater are all examples of such variables 
(Ebtehaj et al. 2020; Zeynoddin et al. 2020; Azari et al. 2021; 
Poursaeid et al. 2022; Bilali et al. 2021). To wit: (Wang and 
Hu 2005; Ebtehaj et al. 2016; Zeynoddin et al. 2018; Soltani 
et al. 2021; Esmaeili et al. 2021; Jalilian et al. 2022; Nourmo-
hammadi Dehbalaei et al. 2023; Zarei et al. 2022).

The findings make it quite clear that each aquifer need its 
own unique combination of new boundary conditions, data, 
bedrock information and maps, meteorological parameters, 
geology, soil map, and data collected from wells related to 
that area in order to make use of the mathematical mod-
els that are often utilised in this context. To predict GWL 
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fluctuations with little data and knowledge, an alternative 
approach that can be employed with the same degree of 
accuracy and in less time than mathematical models is essen-
tial. Reasons for this include the extensive data and statisti-
cal analysis needed, as well as the time and effort involved 
in calibrating and verifying such models. Yet, many plains 
lack the expertise required for hydraulic analysis and system 
modelling of groundwater resources, making it impossible to 
create a valid estimate of the GWL. As a result, predicting 
the GWL is challenging.

Therefore, the use of methods based on deep learning and 
hybrid models, considering the low required data and high 
accuracy in forecasting, can be a breakthrough in this field and 
is one of the achievements of this research. The major goal of 
this research is to compare the results of the numerical model 
with the predictions made by AI for the oscillations in the 
GWL. To do this, we’ll first use AI to forecast GWL variations 
instead of traditional methods. Comparing the results of the 
GMS numerical model to those of several deep learning and 
hybrid methods is another goal of this research. Hybrid and 
deep learning methods such as PSO-ANN, ICA-ANN, LSTM, 
LS-SVM, and ORELM are examples.

Materials and methods

Study area

The basin of the Qara Chai River contains the 273.19 km2 
Shazand Plain. The maximum transmissivity of 2500 
square metres per day has been calculated in the middle 
parts of the Shazand plain based on pumping tests, and this 

hydrodynamic coefficient decreases toward the edge of the 
plain to less than 500 m2 per day. The plain’s typical specific 
yield is thought to be between 5 and 6%. The research region 
has 757 agricultural wells, 19 industrial wells (Shazand refin-
ery and power plant), and 36 springs and aqueducts, accord-
ing to the most recent figures collected in 2009. The primary 
river that cuts across the plain is a tributary of the Shara river, 
one of the Qara Chai river’s principal tributaries. This river 
enters the Komijan plain from the north of the region in the 
Khandab area and flows the entire length of the range from 
south to north. The research of the role of extraction wells 
in the reduction of river discharge, notably in the centre and 
northern regions of the plain, has always been suggested as 
one of the difficulties. River leakage into the aquifer increases 
in volume when the hydraulic gradient between the river level 
and the groundwater level (GWL) is large, further complicat-
ing river-aquifer interactions in the area. In order to replace 
mathematical models, it is crucial to propose a straightfor-
ward yet highly accurate model based on the architecture 
of artificial intelligence that does not require studying how 
the river interacts with the aquifer or the use of complicated 
equations. In this study, the performance of these models is 
compared to other reliable mathematical models, such GMS, 
to confirm their suitability (Fig. 1).

Construction of groundwater model

Based on observations of groundwater flow in the Shazand 
plain, the presumed grid orientation is northward at 250 by 
250 m. The resulting model grid consists of 13,189 cells (121 
rows and 109 columns) spaced at 250 m apart, with 4382 
of those cells being actively used. In this study, the inflow 

Shazand Plain

Toreh
Pole-doab

Azna
Bazeneh

Markazi Province

Fig. 1   Situation of study area for the construction of the numerical model and modeling artificial intelligence
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and outflow borders of the Shazand plain are reconstructed 
using the general head boundary programme. This package’s 
inflow and outflow are affected by the boundary’s hydraulic 
gradient and the boundary cell’s conductance. For the bedrock 
map of the plain, geologists use information from geophysi-
cal sections and well logs. Groundwater model upper layer 
boundaries are also determined by the DEM map of the plain. 
In order to recreate the functioning wells found in the Shazand 
Plain, the GMS model makes use of the WELL package7 and 
is able to identify the well cells. The recharge of the plain is 
an important part of the groundwater model. Due to factors 
like soil type, geology, vegetation, precipitation, and topog-
raphy, groundwater recharge can vary widely. With the RCH 
package, the GMS model may account for the recharge. The 
zoning method was used to estimate the hydrodynamic param-
eters of the aquifer. The zoning of the studied area was done to 
calculate the hydraulic conductivity and specific yield, based 
on the logs of observational, exploratory and piezometric 
wells, as well as geophysical sections prepared from the area. 
According to the type of soil and sediments of each zone, the 
initial values of hydraulic conductivity and specific yield were 
estimated. Finally, in the calibration and validation stages, the 
optimized value of hydraulic conductivity and specific drain-
age was taken into account for each zone.

In the groundwater simulation portion, the final zoning of 
the important model inputs, namely hydraulic conductivity 
and specific yield, is prepared so that the model can replicate 
the GWL variations for 6 years in a row. This is necessary 
in order for the model to be able to do its job. After that, the 
correctness of the model is examined using calibration and 
validation procedures that include both steady-state and tran-
sient modes of operation. Owing to the fact that we now have 
data dating back 6 years (October 2015 to September 2021).

Artificial intelligence models

To foresee GWL variations in the Shazand plain, this inves-
tigation makes use of both the GMS numerical model and 
models based on artificial intelligence. We have established 
this fact at the beginning of this subsection. To take into 
consideration the complexity of mathematical models, save 
time, and prevent the need to deal with an excessive amount 
of data, this is done. For starters, we use information from 
21 piezometers over a statistical period of 18.5 years to con-
struct the groundwater unit hydrograph of the Shazand plain. 
This aids in depicting GWL oscillations throughout the 
whole plain (April 2003 to September 2021). First, Thiessen 
Polygons are drawn in a geographic information system, and 
then the weight of each piezometer is calculated to produce 
the groundwater unit hydrograph. The resulting groundwa-
ter graph is shown in this example. The groundwater unit 
hydrograph and the water level fluctuations measured by 
these piezometers are shown in Fig. 2.

When all relevant data has been collected, many models are 
used to provide GWL predictions over the whole plain. These 
models include the PSO-ANN, ICA-ANN hybrid, LSTM, 
LS-SVM, and ORELM. To achieve this, we utilise the GWL 
values from the most recent month as the model outputs while 
also considering the properties of the groundwater unit (UH) 
and precipitation (P) from prior months and with various 
delays. For a variable number of inputs, the optimal model 
structure may be attained by splitting the data into a train 
dataset of 70% and a test dataset of 30%. This produces the 
highest degree of agreement with the real data and the lowest 
potential error rate. We choose the model with the best predic-
tions based on the root-mean-square-error, root-mean-square-
absolute-error, and correlation coefficient (R) (4). When all 
other options have been exhausted, the Taylor diagram is used 
to confirm that the optimal model has been selected. The best-
performing model according to three metrics (standard devia-
tion, correlation coefficient, and root mean square error) for 
evaluating simulation accuracy is shown in this graph (RMSE).

WhereXobs
i

 is the ith observation data, Xsim
i

 is the ith sim-
ulated data, Xobs

Mean
and Xsim

Mean
are the mean of observed and 

simulated data, and n is the total number of observations.

Deep learning

Methods of machine learning based on the use of deep 
neural networks that use existing data to calculate future 
behaviors and outputs. If we look at this definition, we 
understand that deep learning is actually one of the meth-
ods of machine learning. Deep learning models use several 
algorithms. Although no network is perfect, some algorithms 
are better suited for certain tasks. Long short-term memory 
networks (LSTM), multilayer perceptrons (MLP) and radial 
basis function networks (RBF) are some examples of deep 
learning algorithms. One of the limitations of artificial intel-
ligence-based methods is that the length of the time series of 
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data used for the training and test periods must be sufficient 
so that the results can be provided to the new data. Another 
limitation is that the input data to the artificial intelligence 
algorithm must be normal, that is, all the data must be trans-
formed into the interval between zero and one, and after 
fitting the model, the prediction results are converted from 
the interval of zero and one into real data (Fig. 3).

Long‑short‑term memory (LSTM) deep learning 
model

Deep learning models, which are subsets of artificial 
intelligence (AI) models, are used to address difficult 
nonlinear time series issues. For long-term data, the 
LSTM is a popular deep learning model that can forecast 
changes in time series based on long-term dependencies 
within the data. The LSTM’s basic structure is depicted 
in Fig. 5. The RNN network’s problem with long-term 
memory is fixed by a particular variety of RNN net-
work called the LSTM network. The “Gate” internal 
mechanics of the LSTM network. These gates regulate 

the information flow. Additionally, they outline which 
sequenced data should be maintained and which should 
be removed based on importance. In order to create the 
intended output, it maintains the network of crucial infor-
mation across the sequence chain.

Fig. 2   a GWL changes in each piezometer b. Thiessen polygons and weight of each piezometer c groundwater unit hydrograph (m) and precipi-
tation (mm) in whole study period

Fig. 3   A simple LSTM block
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The LSTM transforms the time series, or input sequence 
x, into the output sequence y using eqs. 5 and 6. From t = 1 
through t = t, this mapping is carried out iteratively. In this 
mapping, the initial values of C0 and h0 are taken to be zero 
(Langridge et al. 2020).

Where,

AL, t	� the input vector at time t.

ht − 1	� the hidden layer at time t − 1.

U	� the matrice of weights

W	� connections for input-to-hidden and 
hidden-to-hidden

ft	� Output vector with range (0, 1)

σ(·)	� the kernel function (logistic sigmoid)

Wf, Uf and bf	� the trainable variables set for the forget gate

C%
t

	� update vector with range (−1, 1)

tanh (*)	� the hyperbolic tangent

WC%
t
 , UC%

t
,bC%

t
	� other sets of trainable variables

it denotes the forget gate with the range (0,1). Wi, Ui and 
biare a set of trainable variables, specified forthe input gate. 
Eqs. 5 to 7 update the cell state:

where O represents the element-wise multiplication. The 
output gate is thelast gate that controls the cell state ct.

otis in the range (0, 1) and Wo, Uo and bo are defined 
for the output gate (learnable parameters). ht is calculated 
as follows:

(5)f1 = �
(
WfAL,t + Uf ht−1 + bf

)

(6)C%
t
= tanh

(
WC%

t
AL,t + UC%

t
ht−1 + bC%

t

(7)it = �
(
Wixt + Uiht + bi

)

(8)Ct = ftOct−1 + ttOC
%
t

(9)ot = �
(
Woxt + Uoht−1 + bo

)

(10)ht = tanh
(
ct
)
Oot

Least squares support vector machines 
(LSSVM)

In typical SVMs, quadratic programming is used to solve 
the issue. This approach falls far short of design constrained 
optimization. The quadratic programming problem is solved 
using LS-SVM. Instead, it addresses this flaw by employing 
a set of linear equations. To solve the optimization problem, 
LS-SVMs use the following basic equation:

Where,

ei	� the regression error for training data(Fig. 4)

C	� the regularization constant (≥0)

N	� training data number

This optimization problem is similar to a regular convex 
optimization problem. To solve this problem, the method of 
Lagrange multipliers is used. Eq. (12) has been developed 
for the Lagrangian with the Lagrange multipliers, ai ∈ R.

The optimal conditions are obtained by differentiating 
the lagrangian:

(11)
min R(w) =

1

2
‖w‖2 + C

2
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e2
i
,

s.t. yi =
�
w,�

�
xi
��

+ b + ei, (i = 1,… ,N)

(12)

La(w, b, e) =
1

2
‖w‖2 + C

2

�N

i=1
e2
i
−

N�
i=1

ai
��

w,�
�
xi
��

+ b + ei − yi
�

(13)

�La(w, b, e)

�w
= 0 → w

N∑
i=1

ai�
(
xi
)
,
�La(w, b, e)

�b
= 0 →

N∑
i=1

ai = 0

Observa�on Data

Output 
Es�mated by 

LSSVM

Fig. 4   The approximation error in LS-SVM for training data set 
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In the subsequent linear Karush–Kuhn–Tucker (KKT) 
system, w and e are replaced in the Lagrangian results:

In this equation, I stands the size N identity matrix, and 
y = [y1, …, yN]T, 1v = [1, …, 1]T, a = [a1, …, aN]T are N by 1 vec-
tor. Moreover, the elementin row k and column i of Ω is com-
puted in terms of thesubsequent equation (Wang and Hu 2005).

According to Mercer’s theorem (Cristianini and Shawe-
Taylor 2000), the inner product 〈φ(x), φ(xi)〉 can be speci-
fied through a kernel K(x, xi), so Ωki can be expressed as 
Eq. (18).

Estimating the LSSVM-based function as well as the 
Gaussian radial basis (RBF) kernel isexpressed in Eq. 
(16).σ2denotes the kernel parameter, and ai and b are the 
solutions to Eq. (12).

Outlier robust extreme learning machine 
(ORELM)

In their 2004 and 2006 presentations, Haung and colleagues 
introduced a feedforward single-layer neural network called 
the Extreme Learning Machine (ELM) (Huang and Siew 

(14)
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)
+ b =
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(
−
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‖‖2
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)
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2004; Huang et al. 2006). The ELM uses an analytical for-
mula and a random number generator to determine the out-
put weights. The basic structure of this approach is shown in 
Fig. 2a. The main difference between an ELM and a Single 
Layer Feedforward Neural Network is that the ELM’s out-
put neurons are not biassed (SLFFNN). The following is 
a mathematical description of a single-layer feed-forward 
neural network with n hidden nodes.

To be more specific, G(ai, bi, x) is the output of the ith 
node for the input x, βi is the weight between the ith hidden 
node and the output node, and ai ( ai ∈ Rn ) and bi are train-
ing factors of hidden nodes. For the additive hidden node 
G(ai, bi, x), the multi-type activation function g(x) may be 
expressed as:

Activation functions are used to determine a neuron’s 
final output response. Activation functions are used to cal-
culate a response after a collection of weighted input sig-
nals has been implemented. Figure 5 illustrates the nonlinear 
activation functions of the ELM. These functions include 
the step function (hardlim), the sigmoid function (sig), the 
sinusoidal function (sin), the triangle bias function (tribas), 
and the radial bias function (radbas).

Outlier data is unavoidable when working with AI-
based models; nonetheless, their elimination is not pos-
sible since their existence is frequently intrinsic to the 
issue itself. That’s why it includes some proportion of 
the overall training error (e). It is the presence of outli-
ers in such data that causes the data to be sparse. Rather 
than utilising the l2-norm, Zhang and Luo (2015) gener-
ated the output weigh matrix (β) by taking the sparsity 
of the training error (e) into account. This is because 
they were aware that the l0-norm more accurately cap-
tures sparsity.

(19)fn(x) =

n∑
i=1

�iG
(
ai, bi, x

)

(20)G
(
ai, bi, x

)
= g

(
aix + bi

)

Fig. 5   a ELM structure b ELM 
activation functions
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(β), is the output weights matrix (woor is the same 
aswoutput).

(or in some references it is presented in this form))wo(is 
output weights matrix):

As shown above, this is not a convex programming issue. 
Writing the problem in a manageable convex relaxation form 
without sacrificing the sparsity feature is a common starting 
point for analysis of this issue. L1-norm is used to obtain the 
sparse term. Substituting l0 − norm by l1 − norm ensures the exist-
ence of the sparsity characteristic, or the existence of limit 
events, and leads to the minimising of convexity (a smaller 
error function) (rare data).

By nature of being a constrained convex optimization 
problem, the aforementioned equation perfectly suits the 
domain of the AL multiplier method.

The penalty parameter here μ =  = 2N/‖y‖1 implies on the 
Lagrangian multiplier vector λ∈Rn. By iteratively minimis-
ing the following function, we may get the optimal response, 
represented by (e,), as well as the Lagrangian multiplier vec-
tor, denoted by (λ).

PSO‑ANN and ICA‑ANN hybrid models

To build a fully interconnected network, scientists turn 
to the multi-layer perceptron (MLP). Unlike single-layer 
perceptron neural networks, multilayer networks may be 
taught to handle nonlinear situations and those needing a 
large number of evaluations. A neural network will have 
m neurons in its input layer if there are m features in the 
training data, and the m inputs will be multiplied by n 
weights W. This product is the neural network’s output. 
The characteristics of a dataset are the many components 
that make up the variable that may be changed to affect the 
outcome. For n hidden layer neurons, you’ll need n sets 
of weights (W1, W2,..., Wn) to multiply the weights from 
the X inputs. In order to make an accurate prediction, it is 
necessary to fine-tune the network at each of its layers by 
determining the optimal values for its weights. This may be 
accomplished by following the steps outlined in the previ-
ous sentence. The network may be trained in a number of 

(21)
min
�

C‖e‖0 + ‖�‖2
2
subject to y −H� = e

� =
�
�1,… , �N

�T

minw0C‖e‖0 + ��w0
��22 subject to T − Hw0

(22)min
�
‖e‖1 + 1

C
‖�‖2

2
subject to y −H� = e

(23)
L�(e, �, �) = ‖e‖1 + 1

C
‖�‖2

2
+ �2(y −H� − e) +

�

2
‖y −H� − e‖2

2

different methods, and the weights can be modified as nec-
essary depending on the situation until a significant mis-
take is found. Constructing a hybrid model by combining 
the MLP model with the optimization approach is one of 
the helpful tactics that can be implemented in this domain. 
In this study, we make use of two distinct hybrid modeling 
approaches: PSO-ANN and ICA-ANN. To find the optimal 
weights, the structures of these models employ the colonial 
competition and particle swarm optimization algorithms. 
In order to get optimal performance with these models, the 
RMSE must be minimised. Weights in the model structure 
are generated and rectified, and the algorithm’s iteration 
count is adjusted accordingly, until the minimum error is 
achieved.

To clarify the work steps for the numerical model and 
methods based on deep learning, the flowchart of the 
research steps is shown in Fig. 6.

Results and discussion

Findings from numerical simulations

The groundwater model’s hydraulic conductivity and specific 
yield are verified to guarantee an accurate representation of 
the water table before the GWL is modelled. At this point, 
a statistical comparison between the calculated GWL levels 
and the actual levels at the site of the observational wells on 
the Shazand plain is performed using the root mean square 
error (RMSE). In Fig. 7a, we can see that the value of the 
index predicted by the steady-state model is very close to 0.7, 
corroborated by the data collected for this study. The ground-
water model was recalibrated and validated over a six-year 
period, from October 2015 to September 2021 (Fig. 7b), and 
the results show that the model can accurately reproduce GWL 
variations due to stresses placed on it, with an RMSE of less 
than 0.5 when all study months are taken into account.

Artificial intelligence based GWL forecast

Instead of using complex numerical models with huge data 
volumes, like GMS, this study 18ormaliz artificial neural 
network methodologies to predict the time series of GWL. 
The following are a few examples of such models: This is 
crucial in settings where either there are not enough data 
points or conditions are already favourable for the develop-
ment of complex numerical models. Such that changes in the 
underground water level may be predicted with high preci-
sion using a very limited number of input variables. The 
study objectives cannot be achieved without feeding pre-
cipitation and GWL data from the preceding and subsequent 
months (t-1, t-2, t-3, t-6, t-12, and t-24) into every AI method 
and hybrid model. Observed data from the piezometers is 
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used to construct the groundwater level (GWL) hydrograph 
for the current month (t). The model has produced these 
results. The accuracy with which these models may predict 
future GWL variations in the Shazand plain is measured 
using the root-mean-squared error (RMSE), 18ormalized 
root-mean-squared error (NRMSE), 18ormalized absolute 
standard error (NASH), and the correlation coefficient. The 
most salient results that may be gleaned from using these 
models are shown in Table 1. Table 1 demonstrates that, 
when all metrics are included, the ORELM model achieves 
better outcomes than its rivals throughout both the train-
ing and testing phases. The LS-SVM model then provides 
the subsequent degree of accuracy in predictions. Figure 8 
shows the point distribution around the Y = X line for the 
PSO-ANN, ICA-ANN, LSTM, LS-SVM, and ORELM mod-
els, along with the squared value of the correlation coef-
ficient for making the optimal AI model selection during 
the modelling test phase. Using this data, we can choose the 
most effective AI system. The ORELM model seems to be 
more reliable since its points tend to congregate along the 
Y = X line and have a more uniform distribution. In Fig. 9, 
we can see how the better model’s (ORELM) predicted val-
ues for the GWL have evolved over time in contrast to the 
observed values throughout the train and test phases.

In this research, according to the values of differ-
ent statistical indicators, the ORELM model had a better 

performance. But in many researches, choosing the best 
model based on each statistical index may have different 
results. For example, one model may be better based on the 
correlation coefficient index (R), but another model may be 
selected based on other indices such as RMSE, NASH or 
NRMSE. This issue has also been seen in many researchs 
(Zeynoddin et al. 2018; Zeynoddin et al. 2020; Azari et al. 
2021; Soltani et al. 2021; Bilali et al. 2021). Therefore, it is 
difficult and confusing to make a decision based on statisti-
cal indicators, which may confuse us in choosing the best 
model.

In such cases, the researcher selects the superior model 
based on one or two indicators that have a significant dif-
ference compared to other indicators. Another way is to 
use the Taylor diagram, which simultaneously shows the 
best model graphically using three indicators of correlation 
coefficient, standard deviation and RMSE. In this research, 
Taylor’s diagram was used as a supplementary solution to 
select the best model.

Choosing the superior model based on Taylor 
diagram

We are able to increase our chances of selecting the optimal 
model if we make use of a Taylor diagram. Figure 10 is an 
illustration of the Taylor diagram, which may be used to 

Fig. 6   Flowchart of the research 
steps
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assist in making a decision on which of the PSO-ANN, ICA-
ANN, LSTM, LS-SVM, and ORELM approaches to use for 
forecasting the GWL on the plain.

The Centered RMSE calculates the amount of deviation that 
exists between the point that is observed and the point that is 
generated by each technique. Compatible models have sets of 

(a)

(b)

Pizometer

GHB

River Cell

Well

Fig. 7   a Components of numerical model of Shazand plain and its calibration in steady-state b values of RMSE of water level in GMS in tran-
sient state during calibration and validation stages

Table 1   compares the PSO-
ANN, ICA-ANN, LSTM, and 
LS-SVM models to one another 
and to the ORELM model in 
terms of their ability to predict 
GWL using statistical indices 
in both the training and testing 
phases

Model Type Input combination Terain Test

GWL Rainfal RMSE NRMSE NASH R RMSE NRMSE NASH R

LSTM t-1, t-2, t-3 – 0.6332 0.0770 0.907 0.937 0.9701 0.1101 0.837 0.931
ORELM t-1, t-2, t-3 – 0.6063 0.0490 0.959 0.983 0.5122 0.0581 0.955 0.977
LS-SVM t-1, t-2 – 0.6266 0.0755 0.915 0.970 0.7281 0.0826 0.908 0.963
ICA-ANN t-1 t, t-1 0.5909 0.0718 0.943 0.954 0.7755 0.0880 0.896 0.947
PSO-ANN t-1 t-1 0.5717 0.0695 0.945 0.975 0.6562 0.0744 0.925 0.966
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simulated values that have a standard deviation that is com-
parable to that of the observed quantities and a coefficient of 
determination that is equal to one. (Zeynoddin et al. 2018).

The data that were observed for the GWL are denoted 
by point A, whereas the assessment findings for the models 

discussed before are indicated by points B, C, D, E, and 
F. The correlation coefficient and standard deviation are 
presented below in order to facilitate an analysis of the 
degree of accuracy achieved by various approaches. This 
diagram contrasts the suggested method with the PSO-ANN, 

Fig. 8   Distribution of points around the line X = Y and squared values of correlation coefficient for choosing best artificial intelligence model in 
modeling test stage
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ICA-ANN, LSTM, and LS-SVM methodologies, as well as 
the ORELN approach, in order to evaluate how accurately 
the predictions are made. The distance between the points 
generated by the different models (B, C, D, E, and F) and 
the point that was seen (A) is measured. These models are 
referred to as “point generators.” A model that is consistent 
with the quantities that have been measured is a collection 
of points that have a correlation coefficient that is close to 1 
and a standard deviation that is comparable to the values that 
have been measured (Zeynoddin et al. 2018).

The Taylor diagram analysis shows that the PSO-ANN, 
ICA-ANN, and LSTM, LS-SVM techniques (points B, C, D, 
and E) are less accurate in forecasting the GWL based on the 
unit hydrograph of the plain, whereas the ORELM approach 
(point F) has very little difference with the observed quanti-
ties. These results stem from the fact that the ORELM tech-
nique shows a negligible dissimilarity to the actual numbers. 
As a result, the ORELM is connected to the node that is 
located in the area that is geographically closest to the RP 

(point E). As a consequence of this, the ORELM technique 
performs much better than other methods when it comes to 
predicting the GWL.

Taylor’s diagram, which shows the superior model with 
more certainty based on 3 different criteria (correlation 
coefficient, standard deviation and RMSE), has been used 
in various researches and is suggested as a reliable solution 
(Nourmohammadi Dehbalaei et al. 2023; Paul et al. 2023; 
Moradi et al. 2023).

Results from using the ORELM AI model show that this 
method has the least amount of error in predicting the GWL 
throughout the statistical period of 228 months. Therefore, 
the RMSE value for this method is close to 0.6 for the train 
and test phases combined. When the transient period of 
6 years is included in the numerical GMS model, the root-
mean-squared error (RMSE) is around 0.4, proving that the 
ORELM model accurately predicts the GWLvariations with-
out requiring a large amount of data, without employing 
the challenging modelling procedure based on governing 

Fig. 9   Time series of predicted 
GWL values based on best 
model (ORELM) in comparison 
with observed data in train and 
test stages
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equations, and in a significantly shorter amount of time. It’s 
important to note that the GMS model’s simulation time is 
close to 72 months because it needs a lot of data, relevant 
maps, and not enough data. However, as AI models only 
use precipitation and groundwater level (GWL) data from 
piezometers, it is assumed that the length of the prediction 
period is 228 months. But the main advantage of conceptual 
models compared to models based on artificial intelligence 
is that they are able to simulate the distribution groundwater 
level in the plain.

Conclusion

This paper’s most important conclusion is the possibility of 
long-term GWL prediction using only piezometric data and 
precipitation information, a fairly sparse dataset compared to 
numerical methods. No meteorological factors, soil, geology, 
stratigraphy, geophysical data, well operating logs, data on 
the extraction of water from wells, springs, aqueducts, or the 
interaction of surface and groundwater are used in this pre-
diction of the GWL using artificial intelligence techniques. 
In addition, the GWL may be predicted without expensive 
and time-consuming calibration and validation of mathemat-
ical models, as well as without the usage of complex maps 
and software. Water resource professionals will find this to 
be extremely useful in areas where there are either no avail-
able statistics (basins), no available statistics (aquifers), or 
a lack of essential data and reliable maps (plains). Because 

using AI models to predict fluctuations in GWL during dry 
and rainy years requires minimal time or money but can 
yield tremendously useful management information. Arti-
ficial intelligence models (PSO-ANN, ICA-ANN, LSTM, 
LS-SVM, and ORELN) were shown to be superior than the 
GMS numerical model in forecasting GWL fluctuations, 
according to an examination of their performance on Shaz-
and Plain. Results show that ORELM with R, Nash, RMSE 
and NRMSE values equal to 0.977, 0.955, 0.512 and 0.058 
respectively was the best performance in the test stage. After 
that is the PSO-ANN model. The ORELM model is the most 
accurate artificial intelligence tool for forecasting the GWL 
of the Shazand plain, and this was further confirmed by the 
extended error criteria of the Taylor diagram. The GWL is a 
key component of the water budget, therefore understanding 
its dynamics through time is crucial. The deep learning mod-
els utilised in this work may be suggested, particularly in 
areas where fundamental statistics are lacking or mathemati-
cal models cannot be used. Base on the results the models 
developed for this study may be used to future investigations 
of the interplay between rivers and aquifers in other regions, 
such as the Shazand Plain, where similar findings have been 
obtained. How the surface water and groundwater will inter-
act may be predicted with great precision under these condi-
tions. As a result, you won’t have to worry about any intri-
cate equations or connections. One of the most important 
achievements of using deep learning models to predict the 
groundwater level in this research is the significant reduc-
tion in the time to achieve results compared to numerical 

Fig. 10   Taylor diagram for 
selecting the best artificial 
intelligence model in modeling 
test stage

A: Observa�on GWL
B: ICA-ANN

C: PSO-ANN
D: LS-SVM

E: LSTM
F: ORELM
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simulation methods such as GMS. In these models, there 
is no need for complex information and various maps and 
time-consuming simulations.
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