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Abstract

Light is scattered and absorbed as it travels through the water, which results in color shift, poor contrast, uneven illumination,
and blurred details. This is not conducive to the exploration of marine life, the protection of marine ecology, and the
development of marine engineering. For the problems of visual unnaturalness and blurred details in the enhanced underwater
images, we propose a multi-weight and multi-granularity underwater image enhancement algorithm. The algorithm is built
on the fusion of two images, which are derived from color-corrected and contrast-adjusted versions of an original degraded
image. Based on this, their associated weight maps, i.e., Laplace contrast weight, local contrast weight, saliency weight,
exposure weight, and saturation weight, are normalized and then fused with multi-granularities to solve the problem of the
visual unnaturalness of images due to uneven illumination. Further, we use double scale decomposition to obtain two high-
frequency components and then fuse them into image fusion to enhance image contrast and highlight image details. We
test the subjective results and objective evaluations of the proposed algorithm on several datasets. The subjective results
demonstrate our algorithm not only improves contrast, color naturalness, and brightness but also enhances the details of
underwater images. The objective evaluation shows that the average values of UCIQE and PCQI of our algorithm outperform
the other six different classical algorithms.

Keywords Underwater image enhancement - Multi-weight fusion - Multi-granularity fusion - Dual-scale decomposition

Introduction rational development, utilization, and protection of marine
resources. Underwater images are an important carrier of
marine information. However, unlike normal images, under-
water images have poor visibility due to the attenuation of
propagating light, mainly due to absorption and scattering
effects. The absorption of light by the medium in the water
can lead to color degradation of the acquired images. At
the same time, the scattering of light by the medium in the
water will lead to the problem of blurring and low contrast
of the acquired images. Therefore, clear underwater images
are crucial for accessing marine resources, and obtaining

The theoretical technologies of marine information acqui-
sition, transmission, and processing are crucial to the
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The first category is underwater image recovery methods.
The recovery methods for degraded images rely on specific
physical models. The recovery method considers the root
cause of image quality degradation and restores it to
the state before image degradation. For instance, Pan
et al. (2019) proposed a multi-scale iterative framework
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to remove scatter, which uses a white balance algorithm
to remove color bias, and then transform the image to
the nonsubsampled contourlet (NSCT) domain to remove
noise to improve the visual effect of the image. However, it
cannot effectively remove the blue background in the deep
ocean region. He et al. (2011) suggested a single image
defogging algorithm that finds the brightest pixel in the dark
channel as the background light intensity, thus improving
the atmospheric fogged image. However, it does not apply
to underwater image processing. Galdran et al. (2015)
presented a red channel-based method for underwater image
restoration, which reduces the attenuation of the red channel
and the effect of artificial light sources on the transmittance
estimation. However, the obtained image red channel does
not reflect the image details well, and some image regions
produce red shading problems.

The second category is underwater image enhancement
methods. These methods do not rely on specific models
but purposefully enhance the most important and useful
information and suppress information from irrelevant
regions. For example, Wen et al. (2013) put forward
an algorithm combining the dark channel with the blue-
green channel to estimate the red channel transmittance to
enhance the image details effectively. However, the image
is also biased. Ghani and Isa (2014) proposed Rayleigh
stretching to improve the quality of underwater images,
which enhances visibility and contrast. However, the image
colors are over-enhanced. Igbal et al. (2007) presented an
unsupervised color correction method for underwater image
enhancement, effectively removing the bluish colors and
improving red channel information. However, the processed
image has obvious red shadows.

The third category is underwater image fusion methods.
These methods have shown great improvement in dealing
with color shift, low contrast, and low definition. For
instance, Ancuti et al. (2011) used a fusion-based method.
Firstly, two different versions of the original image
are obtained from the original image and used as the
fused components. Secondly, four fusion weight maps
are obtained from these two images separately. Finally,
the multi-scale fusion technique fuses the weight maps
and fusion components to obtain the enhanced underwater
images (Ancuti et al. 2017). However, the details of the
processed underwater images are not clear enough.

We conducted a comprehensive study of several state-
of-the-art single underwater image enhancement algorithms
above. Based on the previous work, we propose an
underwater image enhancement algorithm based on multi-
weight and multi-granularity fusion from the perspective of
fusion. It has low complexity and high stability and can
correct image chromaticity shift as well as improve image
sharpness.

@ Springer

Overview of the main work: firstly, color balance algo-
rithm and contrast limited adaptive histogram equalization
(CLAHE) are used for underwater recession images to
obtain two images with color correction and brightness
uniformity. Secondly, the two images’ multi-weight and
multi-granularity normalized fusion drive their edge trans-
fer. The fused image has a natural appearance. Then, the
fused image F is subjected to dual-scale image decompo-
sition to obtain the first layer of large-scale high-frequency
component Fy, and small-scale low-frequency component
Fp,. Finally, the small-scale low-frequency component is
subjected to dual-scale image decomposition to obtain the
second layer of large-scale high-frequency component Fp,
and low-scale Fp,. The original image, Fy, and Fpy, are
fused to obtain a high-quality image. The algorithm can
effectively enhance the global contrast, sharpness, and dark
region brightness of the image, as well as significantly
improve the edge detail texture.

The main contributions of this paper are summarized as
follows.

®  We propose a multi-weight and multi-granularity under-
water image enhancement algorithm, which can directly
enhance individual underwater images without addi-
tional information. The proposed algorithm demon-
strates the advantages of fusion and also drives
the development of fusion-based underwater image
enhancement.

®  Qur algorithm analyzes and processes the five weights
and optimally assigns each weight proportion to make
the image visually natural. The method can be applied
to various image enhancement fields, such as marine
image enhancement defogging images.

®  We conducted experiments on subjective results and objec-
tive evaluations, and the results show that the algorithm
achieves better structure recovery, more natural color cor-
rection, more remarkable details, and higher stability.

Proposed algorithm

The main challenge of underwater image enhancement is
color correction while recovering image details. Therefore,
we propose a fusion-based underwater image enhancement
algorithm. The framework of our algorithm is shown in
Fig. 1. Firstly, the color is corrected by color balance
and CLAHE, and we obtain Icp and Icp. Secondly,
Wep and Wey, are obtained by multi-weights on I¢cp and
Ic; and then image F is obtained by multi-granularity
fusion. Thirdly, the first double-scale decomposition of F is
performed to obtain Fy, and Fp,, Fr, is decomposed again
to obtain Fp, and Fp,. Finally, Fyy, and Fpy, are added to F/
to produce a clear resultant map.
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Output image

Fig. 1 Framework of multi-weight and multi-granularity fusion of underwater image enhancement algorithm

Color correction

Different wavelengths of light attenuate at different rates
underwater, causing a large reduction in light energy and
resulting in color deviations between underwater images
and real scenes. Currently, the classical methods of color
correction include Gray World and White Patch algorithm
(Provenzi et al. 2008), Perfect Reflection (Zumofen et al.
2008), multi-scale retinex with color restoration (MSRCR)
(Qiu et al. 2014), and the results of each color correction
algorithm are shown in Fig. 2. However, the images
processed by the above methods have the problems
of reduced global contrast, high color saturation, and
overexposure. To solve the above problem, we use the color
balance algorithm to remove the color bias to obtain image
Icp (Limare et al. 2011). The principle is intuitive: the
image’s R, G, and B channels are contrast stretched. Then,
the data is removed from the smallest and largest parts by a
certain percentage. Finally, the middle part is re-quantized
linearly to between 0 and 255. The result of this algorithm
is shown in Fig. 2(f), which can eliminate color distortion

(d) White Patch (f) Color Balance

(e) MSCRC

Fig.2 Comparison of color correction methods

more effectively, recover the color saturation of the image
more properly, and restore the color more naturally and
more closely to the visual perception of human eyes.

Since some areas in the image /¢ p processed by the color
balance algorithm are too bright or too dark, we use CLAHE
to solve the above problem (Li 2010). Based on the Adaptive
Histogram Equalization (AHE) (Zimmerman et al. 1988),
CLAHE uses thresholding to limit the contrast to achieve
the effect of weakening the noise amplification problem and
effectively solve the deficiencies of Histogram Equalization
(HE) (Cheng and Shi 2004) and AHE. As a result, the
visual effect of image /¢ obtained after processing by the
CLAHE algorithm is more harmonious.

The edges and details of the scene are affected by
scattering, and the use of color balance and CLAHE
algorithms is insufficient to address the unnaturalness of
local areas. Based on this, we propose an effective fusion-
based approach. The multi-weighted multi-granularity
fusion strategy described in the next section will be in
charge of minimizing the transfer of these unnaturalizes to
the final blended image.

Multi-weight and multi-granularity fusion

Image fusion has shown utility in several applications
such as image compositing (Grundland et al. 2010),
multispectral video enhancement (Bennett et al. 2007;
Ancuti and Bekaert 2010), and HDR imaging (Mertens
et al. 2010). Here, our goal is to solve the phenomenon
of excessive contrast enhancement in local areas and make
the overall visual effect of the image more natural. In
this work, we establish a multi-scale fusion principle,
analyze and process 5 weights of Laplace contrast
weights(Wyqp ), local contrast weights(Wjoe k), saliency
weights(Wsa i), saturation weights(Ws,, x) and exposure
weights (Wexp i)k € {CB,CL}). After finding the
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relationship of the five weights, we propose a multi-
weight and multi-granularity fusion method to solve image
unnaturalness, in which Icp and I¢; are used as the two
input images for image fusion.

Multi-weight fusion

A. Laplace contrast weighting(Wygp )

Wiap,k is to apply the Laplacian filter to each
luminance channel and calculate its absolute value
to get the weight map of global contrast. First,
the RGB image is converted into an HSV image.
Then, the luminance layer is extracted so that the
Laplacian operator can effectively handle the image
edge information. Finally, the Laplacian filter is
applied to the brightness channel of each input image,
and its absolute value is calculated to obtain the global
contrast (Ancuti et al. 2012).

B. Local contrast weight(Wjoc k)

Wioe,k 1s the deviation relationship between the
brightness of each pixel in the input image and
the average brightness of its neighboring pixels. We
convert the input image Iy from RGB space to LAB
space to calculate the local contrast weights of the
image. It is defined as follows:

Wioek = Ui — Ly il ()

where I is the input brightness channel, I, is the
pixel value after Gaussian low-pass filtering, and I, «
is the Gaussian low-pass filtering for the brightness
channel. The cut-off frequency of this filter is usually
taken as 7 /2.75. The value of local contrast shows the
overly bright and dark areas in the image. Therefore,
the local contrast map is used to enhance the local
contrast of the fused image.
C. Saliency weight(Wsa 1)

Wiai k 1s mainly to enhance the contrast of light and
dark areas, enhance the overall contrast of the image,
and highlight the inconspicuous objects in the water
environment:

Wiaik = (Lx — L)* + (Ag — A* + (B — Bp)?, (2)

where L is the brightness. A and B is the two colors.
The average of each the three channels is noted as L, A
and B, respectively.

Wiai k 1s used to highlight the salient areas of the
image and enhance the contrast between the salient
areas and the adjacent areas, thus improving the global
contrast of the image.

D. Saturation weight (W4 1)

Saturation is an indicator that determines the
brightness of an image. Wy, is used to adjust the
saturated areas in an image, which makes the image

@ Springer

achieves uniform saturation after blending. Therefore,
we can adjust the highly saturated areas of the original
image based on Wy, . We calculate the saturation
weight by computing the deviation between the three
channels Ry, G, By and the brightness I as follows:

1
Wiar k = \/3[(Rk — L)%+ (Gx — Ly)* + (Br — Lp)?].
3

Turning up the saturation of an image usually
produces a more vibrant image. Wy,  is used to select
colorful image areas to be added to the fused image.

E. Exposure weight(Wxp x)

Wexp,k is used to increase the proportion of highly
visible image areas in the fused image. All pixels of
the image are in good exposure to retain more detailed
tonal information, and we define good exposure as
follows:

(L =05)?
2x0.252

Wexp.k = 6[ 4

The larger the W,y of a region of the image,
the more balanced the exposure of that region and the
higher the visibility.

Summation of Laplace contrast weight, local con-
trast weight, saliency weight, saturation weight, and
exposure weight:

Wk = Wlap,k + Wloc,k + Wml,k + Wmt,k + Wexp,k- (5)
Next, Wy (k € {CB, CL}) is normalized as
— Wy
Wk = —?
X(Wep + Wer)
where Wcp is the sum of Wiy cBs Wioe,cB» Wsai,CB>
Wsar,ce and Weyp cp. Weyp is the sum of the five
weights of Icp. Wi is the weight map of the input

image and as the weights for image fusion, as shown in
Fig. 3.

(6)

Multi-granularity fusion

To avoid problems arising from pixel-level fusion meth-
ods, such as the halo phenomenon, therefore, we use a
multi-granularity fusion method based on pyramidal decom-
position. The flow of multi-grain fusion is shown in Fig. 4,
and the description of steps is as follows.

Step 1 decomposes the two normalized weight maps
into Gaussian pyramids. The weight maps Wcp and Wep
are low-pass filtered and downsampled to generate [
(¢ e {1,2,..,9}) granularity layer Gaussian pyramids,
respectively. It is denoted Gj . Different decomposition
layers correspond to different granularities.

Step 2 decomposes the two input images into Laplacian
pyramids. Decompose the input images Icp and Icy into
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Fig.3 Process of multi-weighting fusion

| granularity layers Laplace pyramids, respectively. (1)
Icp and Icp are generated into low-grained Gaussian
pyramid layers. (2) Up-sampling and low-pass filtering of
the Gaussian pyramid layer to obtain the next granularity
Gaussian pyramid layer. (3) The decomposition layer of
Laplace’s pyramid is obtained by making a difference with
the Gaussian pyramid layer of the previous granularity.
Repeat (2)-(3) to obtain nine different decomposition layers.
Different decomposition layers also correspond to different
granularities. The [ granularity layer of Laplace pyramid is
recorded as Ly .

Step 3 fuses the result images obtained from steps 1
and 2 in each / granularity layer to obtain the multi-grain
fusion image F;. The Laplace pyramid layer L;; of each
granularity is weighted and summed using the Gaussian
pyramid layer G;x of the same granularity to obtain the
multi-grain size fusion image:

> Gl (N

ke{CB,CL)

F, =

where G is the Gaussian pyramid decomposition and L is
the Laplace pyramid decomposition.

% The nom&lized
weight( WCL )

Step 4 obtain the multi-granularity fusion image F by
up-sampling and reconstructing the Laplace pyramid F;.

Dual-scale image decomposition detail
enhancement

The contrast, color naturalness, sharpness, and brightness of
the fused image are significantly improved, and the overall
visual effect is well. However, the details and edges are not
clear enough. The effect of light scattering on imaging is
eliminated while recovering detailed texture information to
represent the ocean scene information fully. We propose a
dual-scale image decomposition algorithm based on a fused
image. The dual-scale image decomposition algorithm
refers to the decomposition of the original image into two
parts: the low-frequency component and the high-frequency
component. Among them is the low-frequency component
in the image region, where the gray value changes slowly.
The large flat area of the image describes the main part
of the image. The high-frequency component corresponds
to the part of the image changing drastically, which is the
detailed edges or noise of the image.
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Fig.4 Process of
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The implementation of the image dual-scale decomposi-
tion algorithm is shown in Fig. 5. Firstly, F is convolved
with the mean filter Z to obtain F;, and Fp,. Secondly, F,
is decomposed into Fy, and Fp,. Finally, Fy,, Fy, and F
are fused to obtain the result image, which effectively solves
the detail degradation problem.

Fusion image( /") i

Low frequency

Ablation experiment

To demonstrate the validity of each component of our
algorithm. We conducted ablation experiments to analyze
the algorithms in this paper. Histograms of the R, G, and
B channels visualize the grayscale distribution of an image

component(F, L)

Low frequency
componcnt(F,q )

Result image

Fig.5 Process of dual-scale fusion
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(a) (b) (c) (d)

Fig.6 RGB channel histogram comparison results. (a) Histogram of the original image. (b) Histogram of color correction image. (c) Histogram
of multi-weight multi-granularity image. (d) Histogram of result image

and are a common method for analyzing image quality (He  and dual-scale decomposition of images. Figure 6 shows the
et al. 2021). We demonstrate the differences between the results of the histogram comparison for the R, G, and B
original image, color correction image, F, and the resultant channels. As shown in Fig. 6(a), each channel’s pixel values
image by ablation experiments to reflect the need for  in the original image histogram vary greatly in size. They
color correction, multi-weighted multi-granularity fusion  are distributed only in concentrated areas, which suffer from

Fig.7 Comparison of different algorithm enhancement maps. (a) Original image. (b) He et al. (2011). (c) Ancuti and Ancuti (2013). (d) Drews
et al. (2013). (e) Emberton et al. (2015). (f) Ancuti et al. (2017). (g) Hou et al. (2020). (h) Our results
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low contrast and color bias. Figure 6(b) shows that the color
correction histogram recovers the color bias and stretches
the histogram. As shown in Fig. 6(c), the histogram of
the multi-weighted multi-granularity fusion image shows
a reduced percentage of 255-pixel points in 0 to 255,
improving the unnaturalness of local darkness. As shown in
Fig. 6(d), the histogram of the dual-scale fused image shows
that the gray values of each channel are stretched, and the
pixel values of the three channels are balanced in size, with
significantly enhanced gray levels less texture granularity.
Figure 6 shows that the color correction is very effective.
Multi-weighted and multi-granularity retain and accumulate
important features at all previous levels and improve
local color correction. The dual-scale fusion helps extract
edge features of underwater images and motivates the
algorithm to use the key effective information to generate
clearer images. The ablation experiments demonstrate the
effectiveness of our algorithm.

Analysis of results

We used publicly available underwater image datasets
(Ancuti et al. 2012; Galdran et al. 2015). We chose six
typical underwater blurred images to test the feasibility of
our algorithm.

Subjective evaluation

Figure 7(b) is based on the dark channel a priori decol-
orization algorithm in which the color distortion problem
remains unresolved. The atmospheric dark primary color
defogging algorithm is not applicable in underwater images.
The Multi-Scale fusion dehazing algorithm enhances the
contrast of the images to some extent (Ancuti and Ancuti
2013). However, it cannot correct the color distortion of
the underwater images, as shown in Fig. 7(c). The UDCP
algorithm designed to recover underwater images cannot
accurately correct the color of the image in the case of
severe color deviation or even exacerbates the deviation
phenomenon, as shown in Fig. 7(d) (Drews et al. 2013).

The rank-based dehazing shows enhanced contrast (Ember-
ton et al. 2015). However, the overall color of the images
is yellowish, and the color recovery is not satisfactory, as
in Fig. 7(e). The result of the fusion enhancement algo-
rithm has a high degree of color reproduction (Ancuti et al.
2017). However, the images appear overexposed. For exam-
ple, the red channel appears overcompensated, and some
areas of the images appear reddish, as in Fig. 7(e). The
result of a novel dark channel prior recovery algorithm local
contrast is enhanced (Hou et al. 2020). However, the color
distortion increases and the images are overexposed overall,
as Fig. 7(g). In contrast, the proposed algorithm can solve
the color bias and overexposure problems for underwater
images with green (dark and light green) and blue back-
grounds. As a result, Fig. 7(h) has more natural colors and
high contrast and sharpness.

To test the effectiveness of the proposed algorithm in
processing detailed texture information, we perform further
experiments on local detail images. As in Fig. 8(b)—(e)
and 8(g), the problems of color bias and poor detail
texture enhancement still exist. Figure 8(f) shows that
the color correction works well, but the process loses
detailed information. Nevertheless, our algorithm has a
good visual effect compared with other algorithms. As
shown in Fig. 8(h), the proposed algorithm improves the
contrasting sharpness and enhances the detailed texture
structure while correcting the color bias.

Objective evaluation

The subjective visual evaluation shows that the algorithm
has a good clarity effect on underwater images in
different environments. To further verify the effectiveness
of the proposed algorithm, we conduct experiments from
the objective point of view. The proposed algorithm is
objectively evaluated by two evaluation metrics namely the
underwater color image quality evaluation (UCIQE) (Yang
and Sowmya 2015) and patch-based contrast quality index
(PCQI) (Wang et al. 2015).

(1) UCIQE is a linearly weighted combination of chro-
maticity, saturation, and sharpness in CIELab space.

(b) (© (d)

Fig.8 Comparison of local details of different algorithms. (a) Original image. (b) He et al. (2011). (c) Ancuti and Ancuti (2013). (d) Drews et al.
(2013). (e) Emberton et al. (2015). (f) Ancuti et al. (2017). (g) Hou et al. (2020). (h) Our result
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Table 1 Comparison of UCIQE evaluation metrics

He Ancuti&Ancuti Drews Embertan Ancuti Hou Our method
imagel 0.485 0.561 0.499 0.499 0.594 0.401 0.647
image2 0.577 0.643 0.535 0.555 0.664 0.450 0.647
image3 0.593 0.631 0.544 0.652 0.659 0.512 0.664
image4 0.565 0.629 0.550 0.632 0.632 0.580 0.648
image5 0.426 0.558 0.536 0.630 0.633 0.469 0.701
image6 0.456 0.595 0.492 0.529 0.592 0.408 0.629
average 0.517 0.603 0.521 0.583 0.629 0.470 0.662

It not only quantitatively describes the uneven color
shift, blur, and low contrast of underwater images but
also measures the quality of underwater images.

(2) PCQI s a metric used to evaluate the quality of images
with local contrast variation by calculating the mean
intensity, signal strength, and signal structure in each
patch to compare the difference in contrast between
two images. PCQI is based on comparing the mean and
variance within the patch.

The UCIQE and PCQI of underwater images processed
by our algorithm and six different algorithms are shown in
Tables 1 and 2, with the optimal values in bolded font. We
can obtain the following observations: 1) The higher UIQM,
the better the overall quality, the more natural color, and
higher contrast and sharpness. 2) The larger the value of
PCQ]I, the better the quality and fidelity of the images.

Our algorithm presents more effective information while
also better eliminating the fogging of underwater images,
and the subjective visual effect is significantly improved. In
addition, the result values of PCQI and UCIQE on objective
evaluation are also well.

Stability analysis

We will further analyze the stability of the algorithm. Six
underwater images with different scenes and different tones
are selected from the publicly available underwater image
database. Six different classical algorithms are compared
with our algorithm, as shown in Fig. 9.

Table 2 Comparison of PCQI evaluation indicators

The comparison of different algorithms from Fig. 9
shows that our algorithm steadily improves the visual
quality of underwater images and better reflects the image
details. The algorithm corresponding to Fig. 9(b)—(f) and (g)
still suffer from color distortion. Figure 9(c) shows that the
details of the resulting map of this algorithm are not clear
enough. Figure 9(e) shows that the color saturation of the
resulting map of this algorithm is low.

The resultant image of our algorithm has a high color
fidelity and good visual perception compared to the original
image. In addition, the resulting image of our algorithm
shows objects in the water clearly distinguished from the
background. Furthermore, the thematic information, such as
divers and carved rocks, is better highlighted. In conclusion,
our proposed algorithm shows significant improvements in
handling color shifts, low contrast, and low sharpness, while
the details of the processed images are much clearer.

To objectively demonstrate the stability of our algorithm,
we compare the histograms of the six original images in
Fig. 9(a) and the resulting images in Fig. 9(h) to verify the
stability of the proposed algorithm, as shown in Fig. 10.

Figure 10 shows that the overall RGB grayscale in the
resultant histogram is enhanced. The red channel is no
longer concentrated in the low grayscale region around 0
to 50 but is evenly distributed in the overall interval. The
histograms of the six enhanced underwater images are the
same, proving our algorithm’s better stability.

In summary, our algorithm improves the quality of
underwater images better than other advanced algorithms.

He Ancuti&Ancuti Drews Embertan Ancuti Hou Our method
imagel 0.86 1.032 0.909 1.036 1.022 0.957 1.241
image2 1.071 1.071 0.973 1.129 1.207 1.038 1.301
image3 1.056 1.030 0.749 1.147 1.152 0.932 1.303
image4 1.012 0.998 0.649 0.945 1.172 0.902 1.297
image5 0.983 1.016 0.864 1.136 1.192 0.991 1.276
image6 0.649 1.077 0.475 0.603 0914 0.505 1.088
average 0.939 1.039 0.770 0.999 1.110 0.888 1.251
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®

Fig.9 Comparison of different algorithm enhancement maps. (a) Original image. (b) He et al. (2011). (c) Ancuti and Ancuti (2013). (d) Drews
et al. (2013). (e) Emberton et al. (2015). (f) Ancuti et al. (2017). (g) Hou et al. (2020). (h) Our results

In addition, the algorithm has higher UCIQE and PCQI
values in the relevant evaluation, proving the algorithm’s
advanced innovation.

Conclusions

We propose an underwater image enhancement algorithm based
on the fusion principle of multi-weight and multi-granular-
ity fusion. The algorithm starts directly from a degraded
image without additional information from a single original
image. Firstly, the algorithm color corrects the underwater
image by pre-processing the original image before fusion.

a8 EBYEE

- B B BB BB
- 8 B HE BB B
. B B H B BB

Secondly, the idea of fusion-decomposition-fusion to solve
the problem of unnatural and detail blurred images is
adopted to obtain a clear resultant image. Finally, we validate
and analyze the proposed algorithm from three perspec-
tives: subjective, objective, and stability, respectively. The
results of experiments show that the algorithm can stably
improve the contrast of the image, solve the color shift
problem, and better reflect the details of each channel
without losing the color information of each channel itself.
Compared with the original image, the visual effect is sig-
nificantly improved. However, the shortcoming is that some
noise is amplified during the detail texture enhancement
process, which will be further optimized in future research.
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Fig. 10 The image7-image12 color histograms of the original and the result images
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