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Abstract
In recent years, a large amount of data has been accumulated, such as those recorded in geological journals and report litera-
ture, which contain a wealth of information, but these data have not been fully exploited or mined. Automatic information 
extraction offers an effective way to achieve new discoveries and pursue further analysis, which is of great significance for 
users, researchers or decision makers to aid and support analysis. In this paper, we utilize the bidirectional encoder represen-
tations from transformers (BERT) model, which is fine-tuned and then applied to automatically generate the title of a given 
input summarization based on the collection of published literature samples. The framework contains an encoder module, 
decoder module and training module. The core stages of summary generation involve the combination of encoder and decoder 
modules, and the multi-stage function is then used to connect modules, thus endowing the text summarization model with 
a multi-task learning architecture. Compared to other baseline models, our proposed model obtains the best results on the 
constructed dataset. Therefore, based on the proposed model, an automatic geological briefing generation platform is devel-
oped and used as an online platform to support the excavation of key areas and a visual presentation analysis of the literature.

Keywords Geological domain · Fine-tuned BERT model · Automatic text summarization · Briefing generation framework

Introduction

The exponential growth of natural language text data in the 
domain of geosciences (i.e., geological documents/reports 
and a variety of journal literature) has produced a rich data 
source for geological research. Both the U.S. Geological 
Survey and the Chinese Geological Survey have accumu-
lated a large amount of geological data, and a large amount 
of unstructured data, such as geological survey reports and 
work records, has not been fully utilized and mined (Qiu 
et al. 2018a). They cover a variety of geological topics, 
ranging from descriptions of geological literature, rocks, 

minerals, and geological age to evolutionary patterns and 
geological significances (Qiu et al. 2019). For example, to 
attract attention from potential readers, most journalists’ 
articles and geological documents/reports attempt to report 
and present the core content and information. However, the 
rich geological data that they contain remain underutilized 
but could be leveraged in several applications to offer better 
services and usages (Ma et al. 2020; Wang et al. 2021).

Automatic text summarization (ATS), as an important 
category of information extraction, is a challenging task in 
natural language processing (NLP) (Narayan et al. 2018a, 
2018b, 2018c). It aims to facilitate the task of quickly read-
ing and searching for information in large documents/reports 
by generating reduced documents without loss of meaning. 
This enables researchers to find relevant information quickly 
and accurately in massive amounts of data to address the 
contradiction between the existence of a very large amount 
of data with low content density and the needs of users to 
obtain efficient and accurate information. In the domain of 
geosciences, with the rapid growth of textual data, high-
quality textual data analysis methods have become nec-
essary to remedy information content overload since it is 
impossible to manually obtain text summaries from massive 
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geological text data (Hunter et al. 2012). Such approaches 
can be used to allow users to make critical decisions by que-
rying and finding the most salient core information quickly 
without examining the whole document/report.

Existing research on this issue, however, offers only 
partial solutions. First, most existing text summarization 
approaches are not suitable for Chinese text data. The 
grammar and semantics of Chinese texts are much more 
complex than those of English texts, especially in the field 
of geosciences, where the presence of a large number of 
specialized words further increases the difficulty. The 
Chinese language is not based on words, while English is 
word-based; moreover, in Chinese, there are no separators 
between words. In Chinese, determining what constitutes a 
word is difficult; therefore, word segmentation is a necessary 
first step to determine the boundaries between consecutive 
words (Qiu et al. 2018a, b). Therefore, ambiguity exists in 
Chinese texts. Second, the majority of text summarization 
methods depend on traditional bag-of-words representa-
tions that involve high-dimensional and sparse data, and 
it is difficult to represent and capture relevant information 
(Hou et al. 2017; Liu 2019; El-Kassas et al. 2020). Third, 
the recent studies of Chinese text summarization are still in 
their early stages; the literature that addresses this subject 
area in Chinese is fairly scant and has only recently become 
comparable to that on other languages. In addition, Chinese 
text summarization has not yet reached the same level of 
maturity and reliability as that for English. Therefore, there 
is an urgent need to develop systems/models for the analysis 
and summary of large amounts of Chinese texts that con-
tinue to grow.

In recent years, people have attempted to use deep 
learning to model and have achieved good results in a vari-
ety of NLP tasks. The current popular deep language rep-
resentation models are embeddings from language models 
(ELMo) (Peters et al. 2018), universal language model 
fine-tuning (ULMFiT) (Howard and Ruder 2018), genera-
tive pre-training (GPT) (Radford et al. 2018) and bidirec-
tional encoder representations from transformers (BERT) 
(Devlin et al. 2018). ELMo is based on a language model. 
Specifically, it is a bidirectional language model and a 
bidirectional long short-term memory (LSTM) structure. 
UMLFiT, like ELMo, uses a recurrent neural network. The 
pre-training process of GPT is similar to that of ELMo, but 
the difference is that the feature extractor of GPT uses a 
transformer, and ELMo can use context to predict words, 
while GPT uses the above to predict words. The BERT 
model overcomes the shortcomings of ELMo, ULMFiT 
and GPT. It uses a two-way converter and a simple fully 
connected network based on a specially designed attention 
mechanism to replace the complex convolutional neural 
network (CNN) and recurrent neural network (RNN). It 
can not only greatly reduce the two-way modelling of the 

text but also effectively improve the network performance. 
The BERT model has the following state-of-the-art per-
formance: (1) When using the BERT model, our text does 
not require labels and the transformer encoder stack can 
be used to directly train a large amount of text. Addition-
ally, such an iterative method of generating representations 
could allow the model to obtain a substantial amount of 
language information. (2) In the case of BERT, task-spe-
cific layers are added on top of BERT, and the entire model 
is fine-tuned based on task-specific labelled datasets. (3) 
BERT is based on bidirectional and context-sensitive rep-
resentations. Since the BERT model learns a large amount 
of linguistic information during unsupervised pre-training, 
it can be fine-tuned even on small datasets. Therefore, it 
performs better than CNN- or RNN-based models that 
need to be trained from scratch.

In this paper, we use BERT to develop an efficient and 
effective automatic summarization system. We present a new 
Chinese text summarization method based on the bidirec-
tional LSTM (BiLSTM) model. Figure 1 shows the addi-
tion of the collected corpus to the BERT pre-training model, 
which makes full use of context information to enhance the 
semantic representation of the word vector and obtain a bet-
ter word vector representation, the input of the generated 
word vector into the seq2seq model for training, and finally 
the formation of an automatic text summary. We use the 
bilingual evaluation understudy (BLEU) and recall-oriented 
understudy for gisting evaluation (ROUGE) indicators to 
evaluate the experimental performance of the model. The 
experimental results show the effectiveness of the proposed 
model in automatically generating the title of a given input 
summarization. To the best of our knowledge, this is the 
first work to provide text summarization in the domain of 
geosciences based on a deep learning approach.

The main contributions of this research are summarized 
as follows:

(1) From the perspective of the algorithm, the BERT model 
is fine-tuned and then applied to automatically generate 
the title of the input summarization based on the col-
lection of published literature samples. Compared to a 
list of baseline models, the proposed model obtains the 
best results considering the evaluation metrics.

(2) From an application perspective, we design a frame-
work for the automatic generation of journal presenta-
tions that provides timely and effective data support to 
decision makers to formulate more specific decisions 
and to users to quickly navigate and search for informa-
tion.

(3) We build a large-scale corpus in the domain of geo-
sciences by collecting four major journals: Geological 
Review, Geological Journal, Mineral Deposit Geology, 
and Chinese Geology.
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The remaining chapters of this article are organized as 
follows: in Section 2, we briefly introduce the method of 
automatic abstract generation and the development of auto-
matic abstract generation in various fields. In Section 3, we 
mainly introduce the constructed dataset and the model used 
in the experiment. In Section 4, we present the content and 
results of the experiment. Finally, Section 5 demonstrates the 
application and platform, and Section 6 draws conclusions 
and discusses future work.

Related work

Approaches to text summarization can be classified into 
three categories: extractive text summarization approaches, 
abstractive text summarization approaches and hybrid text 
summarization approaches.

Extractive text summarization

Extractive text summarization evaluates the importance of 
a sentence by considering the position of the sentence in 
the original text, word frequency, keywords, etc., and then 
selects the sentence with a high importance from the original 

text to form the abstract. At present, most extractive sum-
maries use sentences as the extraction unit to achieve better 
summarization effects (Ceylan et al. 2010), mainly consid-
ering the relevance of the summary and the redundancy of 
sentences (Carbonell and Goldstein 1998; Radev 2004). 
Relevance mainly refers to whether the generated abstract 
is consistent with the meaning of the source document, and 
redundancy is considered to evaluate the amount of redun-
dant information among the candidate sentences.

Figure 2 shows the architecture system of extractive text 
summarization, which is mainly divided into three parts: (1) 
pre-processing of the input text (El-Kassas et al. 2020); (2) 
post-processing, such as reordering the extracted sentences; 
and (3) the following processing tasks: first, a suitable rep-
resentation is created of the input source text to facilitate 
text analysis (Joshi et al. 2018), the sentence is then scored 
and sorted according to the input text representation (Nen-
kova and Mckeown 2012), and the most important sentences 
are finally selected and connected to create a new abstract 
(Shuai et al. 2017). In recent years, extractive text summa-
rization has been applied in many fields and has achieved 
good results (Zhou et al. 2018). Mao et al. (2019) proposed a 
single-document summary extraction method that combines 
supervised learning and unsupervised learning. Wang et al. 

Fig. 1  Overall framework of text summarization classified into four 
stages: data collection, data processing, BERT-based summarization 
model and briefing overview. The data collection stage focuses on 
collecting published literature data from Chinese journals; the data 
processing stage aims to filter and clean the collected published data 
for further analysis; the BERT-based summarization model is used to 

generate a geoscience domain-specific summary based on the input 
published data; and the briefing overview stage aims to combine the 
generated summaries to develop an overview, which is displayed to 
users. The U-shaped arrow indicates the overall framework flow, 
including data collection, data processing, BERT-based summariza-
tion model and briefing overview
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(2021) faced difficulties in extracting long text summaries 
and proposed an extraction method for long Chinese docu-
ments. Their experiment showed that the presented BERT 
method improves the accuracy and reduces the redundancy 
in the extractive summarization process of long Chinese 
texts.

The extractive text summarization methods are faster and 
simpler than the abstractive methods because such meth-
ods are based on the direct extraction of sentences from 
the original texts, and the extracted terms exist in the texts. 
However, this approach is far from the approach designed 
by human experts. The main reasons include redundancy 
from some extracted sentences, lack of semantics and cohe-
sion and inability to cover important information (El-Kassas 
et al. 2020).

Abstractive text summarization

Abstractive text summarization requires a deeper analysis 
of the input source text. Abstractive text summarization is 
mainly based on understanding the semantics of a given arti-
cle, compressing and refining sentences at the word level, 
and finally generating abstracts with fewer words and clearer 
language (Al-Abdallah and Al-Taani 2017). Summary 

generation has the ability to generate new sentences rather 
than simply copying sentences from the source document 
(Bhat et al. 2018).

Figure 3 shows the structural system of abstractive text 
summarization, which is mainly divided into three parts: (1) 
pre-processing: (1) of the source text, (2) post-processing, 
and (3) the following processing tasks: an internal semantic 
representation is first built, and natural language generation 
technology is then applied to generate a summary that is 
more in line with the understanding of people (El-Kassas 
et al. 2020).

With the advent of deep learning, an increasing number 
of deep learning methods have been used in abstractive text 
summarization. Sutskever first proposed the seq2seq archi-
tecture (Sutskever et al. 2014). The basic structure is com-
posed of an encoder and a decoder, and both the encoder 
and the decoder are implemented in a neural network. At 
this stage, abstractive text summarization mainly relies on 
the seq2seq architecture. Nallapati et al. (2016a, 2016b) 
integrated the attention mechanism into a model, which can 
assign different weights to the input vector representation 
at each moment. Hu et al. (2015) proposed an RNN-based 
seq2seq architecture with an attention mechanism using a 
large-scale Chinese short text summary dataset based on 

Fig. 2  Architecture of the 
extractive text summarization 
system

Fig. 3  Architecture of the 
abstractive text summarization 
system
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Sina Weibo and achieved good results, providing a basis 
for further research on short text summaries. Siddiqui and 
Shamsi (2018) developed a local attention mechanism based 
on the seq2seq architecture and achieved good results in 
solving the problem of repeated words. Shashi Narayan et al. 
(2018a, 2018b, 2018c) used the seq2seq architecture based 
on convolutional neural networks to automatically generate 
abstracts of BBC online articles. TAN et al. (2017) proposed 
a graph-based attention mechanism neural model, which 
has achieved good results in the automatic generation of 
abstracts. Liang et al. (2020) aimed to generate a short ver-
sion of a given sentence and proposed a selective reinforce-
ment seq2seq attention model to abstract social media text 
summaries and combined cross-entropy and reinforcement 
learning strategies to directly optimize the ROUGE score.

However, there are also many problems in abstractive text 
summarization. If the length of the source text is very long, 
a length-dependent problem occurs, and information may 
be lost, resulting in the generated summary not being suf-
ficiently accurate. Therefore, Rush et al. (2015) used a con-
volution model to encode the original document and applied 
a context-sensitive attention feedforward neural network to 
generate summaries. Adding the attention mechanism can 
generate more targeted summaries. Zhang et al. (2019) pro-
posed a seq2seq model based on the BERT model, which 
integrates the BERT model into the summary generation 
task so that better summary information is generated.

Hybrid text summarization

Extractive text summarization uses sentences as the extrac-
tion unit. The generated abstracts are relatively smooth but 
can only use sentences from the original text and contain 
redundancy, while abstractive text summarization can gen-
erate abstracts on the basis of understanding the semantics 
of the text, but part of the information may be lost in the 
process of generating the abstract, resulting in an inaccurate 
abstract. In view of the advantages and disadvantages of 
these two text summarization methods, hybrid text summa-
rization has been proposed (Chen and Bansal 2018). Aim-
ing at the advantages and disadvantages of extractive and 
abstractive text summarization methods, Qiu et al. (2019) 
proposed a hybrid text summarization model based on 
reinforcement learning, which combines the advantages of 
extractive and abstractive text summarization and ensures 
the language fluency and simplicity of the final summaries. 
Lu et al. (2020) proposed a three-stage composite text sum-
marization model based on pre-training by combining the 
extraction method and the generation method. Combining 
the extraction method and the generative method, the two-
way contextual information word vector generated by the 
source text after pre-training is obtained by the sigmoid 
function to obtain the sentence score to extract the key 

sentence, and the key sentence is rewritten as a cloze task 
in the abstract generation stage to generate the final abstract 
and achieve very good results.

Methods

Pre‑training with BERT

The BERT model is a new language representation model 
that can be used to perform unsupervised pre-training using 
a large number of texts (Devlin et al. 2018). Over the past 
few years, the BERT model has performed relatively well 
in natural language processing. The BERT model contains 
a two-way transformer encoding layer, and the model is 
designed to pre-train the deep bidirectional representation 
of unlabelled text by conditional pre-processing on the upper 
left and right of all layers (Liu 2012), thus enabling modi-
fication. It can better capture the two-way relationship in a 
given sentence.

To cope with different task input requirements, the 
BERT model can simply enter a sentence or combine two 
sentences. The input structure is shown in Fig. 4. The input 
of the BERT model is mainly divided into three layers, 
namely, the token embedding layer, segment embedding 
layer and position embedding layer. The token embedding 
layer converts each word into a fixed-dimensional vector. In 
the BERT model, each word is converted into a 768-dimen-
sional vector representation, where the first input text must 
be tokenized before being sent to the token embedding layer, 
while the method used for tokenization is WordPiece tokeni-
zation. The segment embedding layer is used to distinguish 
two kinds of sentences. In addition to the masked language 
model, pre-training must also perform a classification task 
of judging the order of any two sentences. Each token of the 
previous sentence is represented by 0; each token of the lat-
ter sentence is represented by 1, etc. The position embedding 
layer is obtained through training in BERT. In particular, 
an input sequence of length n yields three different vector 
representations:

1. Token embedding, (1, n, 768). Vector representation of 
words.

2. Segment embedding, (1, n, 768). Assists BERT to dis-
tinguish the vector representation of the two sentences 
in a given sentence pair.

3. Position embedding, (1, n, 768). BERT enables learning 
the sequential attributes of the input.

The BERT model is an unsupervised NLP pre-training 
model, and self-attention is an important idea of BERT. 
Combined with position coding, this concept solves the 
problem of temporal correlation of text data. In layman 
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terms, self-attention is a way of dynamically calculating 
weights when information is propagated forward. The 
implementation steps are as follows:

1. x1, x2, x3, and x4 represent 4 input sentences. Each 
input sentence is embedded and multiplied by a matrix to 
become a1, a2, a3, and a4:

2. Each ai is multiplied by three different transforma-
tions to generate three vectors, which are q, k, and v, and 
the dimensions of these three vectors are the same.

3. Each q is considered to pay attention to each k. The 
scaled dot product is used in the attention algorithm in the 
self-attention layer.

In the above equation, d is the dimension of vectors q 
and v.

1. a1, 1 to a1, 4 are normalized through the softmax layer 
to obtain ̂a1,1 to ̂a1,4.

2. v1 to v4 are multiplied and added to ̂a1,1 to ̂a1,4 to 
obtain the first output vector b1.

3. The above steps are repeated to obtain b2, b3, and b4.
In addition, the BERT model also introduces multi-head 

self-attention. The equation is as follows:

(1)ai = Wxi

(2)qi = Wqai

(3)ki = Wkai

(4)vi = Wvai

(5)a1,k = q1 ∙ ki∕
√

d

Overall architecture

In this research, the overall architecture of text summariza-
tion is shown in Fig. 5, which contains an encoder module, 
decoder module and training module. The core stages of 
summary generation are the combination of encoder and 
decoder modules, and the multi-stage function is then used 
to connect modules, which endows the text summarization 
model with a multi-task learning architecture.

Encoder

As shown on the left side of Fig. 5, the encoder stage is 
composed of four parts: a fine-tuned BERT-embedding com-
ponent, a BiLSTM component, a set of convolutional gated 
units, and a self-attention mechanism. The object of the fine-
tuned BERT-embedding component is to initialize the value 
of the input sequence based on word embedding. With the 
input sequence, the BiLSTM component is applied to encode 
the input received from the previous layer. The convolutional 
gated units focus on retraining the core information based 
on the previous output at each time step. The self-attention 
mechanism aims to explore the links between notes and fur-
ther intensifies the global information thereafter.

Let  X1:T =  (x1 ⊕  x2 ⊕  x3...  xT) ∈R1 × T be the input 
sequence, where the length is T and x denotes the basic 
unit (i.e., word) in the input sequence and ⊕ denotes the 

(6)headi = Attention
(

QWi
Q,KWi

k,VWi
v
)

(7)Multi − head(Q,K,V) = Concati
(

headi
)

Wo

Fig. 4  Input to the BERT model
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concatenation operator. With the source text as the input, 
the basic units are converted into vectors based on word 
embedding operations. This process is initialized by using 
the fine-tuned BERT model, which is further fine-tuned 
in the training process. Herein, we use the “BERT-Base 
Chinese” model to fine-tune the input sequence.

Let h = GLU(h1, h2, h3, ….ht)∈RT × dim be the content 
output of the processing step of the bidirectional LSTM 
from left to right and from right to left. GLU(.) denotes 
the gated linear unit, and hi denotes the hidden state of 
the encoder with time step t, which can be represented as 
hi = [��⃗hi;

�⃖�hi] ∈ R1×2dim.
In regard to the words in the input sentence, a local link 

among words exists in natural language. In this research, 
a set of convolution operations is applied to capture these 
links, specifically obtaining the n-gram features. Moreo-
ver, filters and the receptive field are applied to grasp the 
richer local link features based on considering the aver-
age length of the input sequence X. Then, the two vectors 
q∈R|q| and  wk∈Rk∈{3,5,7} are convolved to form a feature 
map m∈R|q|-k + 1, and the calculation can be expressed as 
follows:

where f denotes the rectified linear unit (ReLU) function.
With the output retrieved from the CNN, a self-attention 

mechanism is used to mine and capture the above global 
links. Based on the self-attention mechanism, this enables 
the model to learn long-term dependencies, which does not 
consume excessive computational resources. Therefore, the 

(8)mi = f
(

wk ∗ q
)

i
= f

(

wk ∗ q[i∶i+k−1]
)

= f

(

i+k−1
∑

j=1

wj
kqj

)

mechanism is used to develop the link between global infor-
mation and annotations at each time step as follows:

where Q and V denote the matrices generated by the 
CNN, and K denotes a learnable matrix.

The CNN module can be used to obtain the n-gram fea-
tures of the input sequence X, and the self-attention mecha-
nism can capture the long-term dependencies of the input 
sequence X. Herein, a gated unit is employed to carry out 
global encoding, which generates the output of the encoder. 
The content is output, which is expressed as follows:

Decoder

The context vector c output by the encoder section encodes 
the entire input sequence, and the decoder section decodes 
the information contained in context variable c to generate 
an output sequence. As shown on the right side of Fig. 5, the 
decoder stage is composed of three parts: global attention, 
bidirectional LSTM, and fine-tuned BERT model.

Global attention considers the hidden state of the ALL 
encoder to define an attention-based context vector at each 
decoder step, which ensures that the sequence encodes 
the encoder into a different c at each time step, and when 
decoding, combines each different c to decode the output 
to yield a more accurate result. The BiLSTM can decode 

(9)self − Attention(Q,K,V) = softmax

�

QKT

√

dk

V

�

(10)
∼

h = h⊙ 𝜎(g) ∈ RT×dim

Fig. 5  Overall structure of the proposed text summarization model, which consists of two core modules: encoder and decoder modules
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the sentences output by the encoder, predict the next word 
according to the given semantic vector c and the output 
sequence, and obtain the output sequence, while the fine-
tuned BERT model can effectively capture the contextual 
relationship among sentences, generating a complete con-
text at every moment, which makes the generated sum-
mary more accurate.

The main idea of global attention is to consider the hid-
den layer state of all encoders, where at is an alignment 
vector with a variable length, and the length is that of the 
encoder part of the time sequence. This approach com-
pares the current hidden state ht of the decoder to the hid-

den layer state at(s) = align
�

ht, hs

�

=
exp

�

score
�

ht ,hs

��

∑

s� exp
�

score
�

ht , �⃖�hs�
��

Here, the score is a content-based function, which can 
be implemented in the following three ways:

All at(s) values are integrated into a weight matrix, Wa 
is obtained, and the following is calculated:

A weighted average operation is performed on at to 
obtain the context vector ct.

The BiLSTM can be a combination of a forward LSTM 
and a backward LSTM. The detailed calculation process 
is as follows:

1. Calculate the forget gate and select the information to be 
forgotten

Input: the hidden layer state ht − 1 at the previous 
moment, and the input value at the current moment is Xt.

Output: the value ft of the forget gate.

2. Calculate the memory gate and select the information to 
be memorized

Input: the hidden layer state ht − 1 at the previous 
moment and input word Xt at the current moment.

Output: memory gate value it and the temporary cell state.

3. Calculate the cell state at the current moment

(12)score = ht
Ths

(13)score = ht
TWahs

(14)score = va
T tanh

(

Wa

[

ht;hs

])

(15)at = softmax
(

Waht
)

(16)ft = �
(

Wf ∙
[

ht−1, xt
]

+ bf
)

(17)it = �
(

Wi ·
[

ht−1, xt
]

+ bi
)

(18)
∼

Ct = tanh
(

Wc ·
[

ht−1, xt
]

+ bC
)

Input: memory gate value it, forget gate value ft, tempo-
rary cell state 

∼

Ct , and cell state Ct − 1 at the previous moment.
Output: current cell state Ct.

4. Calculate the output gate and the state of the hidden 
layer at the current moment

Input: the hidden layer state ht − 1 at the previous moment, 
the input word Xt at the current moment, and the cell state Ct 
at the current moment.

Output: the value of the output gate is ot, and the state of 
the hidden layer is ht.

Experiments and results

In this subsection, a set of primary experiments is conducted 
to validate the effectiveness of the proposed text summa-
rization model. First, quantitative evaluation based on an 
evaluation metric is used to evaluate the performance of the 
proposed model. Second, we conduct qualitative evalua-
tion experiments to test the performance of generative text 
summarization.

Dataset and evaluation metric

Dataset

The dataset used in our experiments in this research is 
mainly retrieved from published literature data that include 
the Geological Bulletin of China, Acta Geological Sinica, 
Geological Review and Mineral Deposits. We collected 
abstracts and titles from the published literature and then 
cleaned the collected data by using the process of data pre-
processing. Therefore, the open-access Jieba (fxsjy 2018) 
segmentation library was applied to decompose the original 
Chinese texts into word sequences for further analysis.

Regarding data pre-processing, a list of rules is developed 
to clean and format the corpus and then develop the data-
set. For example, author names and publication information 
are filtered out directly, such as Wang et al. 2021, 67 (1): 
1–12. DOI: https:// doi. org/ 10. 16509/j. geore view. 2021. 01. 
001”. Since the length of the abstract and title may influ-
ence the performance of the model, we obtained statistics on 
the length distribution of the abstracts and titles, as shown 
in Fig. 5. Any data beyond the range length are not shown in 
the figure. Additionally, the corresponding histogram of the 
dataset of the collected titles and abstracts is shown in Fig. 6, 

(19)Ct = ft ∗ Ct−1 + it ∗
∼

Ct

(20)ot = �
(

Wo

[

ht−1, xt
]

+ bo
)

(21)ht = ot ∗ tanh
(

Ct

)
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in which the length of the title is lentitle∈[10,70] and the rel-
evant abstract length is lenabs∈[200,1100]. In this paper, the 
intent of the simple characterization statistics for the dataset 
is to visualize the characteristics of the constructed dataset, 
and in future work, we will test and analyse headings of dif-
ferent lengths (Fig. 7).

An example of the developed dataset after the above 
pre-processing is provided in Table 1, and we finally obtain 
approximately 3315 records, of which 80% of the dataset is 
applied for training, 10% of the dataset is applied for vali-
dation, and the remaining 10% of the dataset is applied for 
testing.

Evaluation metric

In this research, the ROUGE metric (Lin 2004) is applied 
to evaluate the text summary generation performance. This 
method calculates the ratio between the generated sum-
mary ( ̂Y  ) and the original summary (Y) and assesses the 
similarity between them. Three metrics, namely, ROUGE-1, 
ROUGE-2 and ROUGE-L, are used to evaluate the effective-
ness of the proposed model.

ROUGE-1 aims to calculate the unigram overlap score 
between Ŷ  and Y, and ROUGE-2 is used to compute the 
bigram overlap score between Ŷ  and Y. In this research, the 
recall of ROUGE-1 and ROUGE-2 is selected and calculated 
as follows:

ROUGE-L is computed based on the longest overlap 
subsequence between the generated summary ( ̂Y  ) and the 
original summary (Y), and it is calculated by the following 
equation:

(22)ROUGE − N =

∑

S∈Y

∑

gramn
Countmatch

�

gramn

�

∑

S∈Y

∑

gramn∈S
Count

�

gramn

�

(23)Rlcs =
LCS

(

Y , Ŷ
)

∣ Y ∣

(24)Plcs =
LCS

(

Y , Ŷ
)

∣ Ŷ ∣

(25)Flcs =

(

1 + �2
)

RlcsPlcs

Rlcs + �2Plcs

Fig. 6  Text length distributions of the abstracts and titles as a box plot

Fig. 7  Histogram of the text length of the collected titles and abstracts in the dataset
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where LCS(Ŷ,Y) denotes the length of the longest overlap 
subsequence between Ŷ  and Y, β denotes a default constant, 
and Flcs denotes the F-measure between Rlcs and Plcs.

Additionally, the BLEU metric is used to evaluate the 
performance of the proposed methodology. This metric 
measures the precision of the output sentence result by ana-
lysing the degree of N-element co-occurrence of the output 
sentence and the reference sentence. The BLEU score ranges 
from 0 to 1. The closer the score is to 1, the higher the qual-
ity of the generated sentences. The calculation equation is 
summarized as follows:

BLEU calculates the precision of output sentences 1-g, 
2-g..., N-gram. In the equation, Pn is the precision rate of 
the n-gram, and Wn is the weight of the n-gram, which is 
generally set to a uniform weight, i.e., Wn = 1/N for any n.

The penalty factor is the brevity penalty (BP), which is 
less than 1 if the length of the output sentence is smaller than 
that of the shortest reference sentence. The 1-g accuracy of 
BLEU indicates how faithful the output sentences are to the 
original text, while the other n-grams indicate the fluency 
of the output sentences.

Experiment settings

All the experiments in this research are based on an NVIDIA 
GTX 2080TI GPU and a Linux operating system. In our 
task, the maximum length of the sentence is 256, and the 
batch size is 16. The hidden unit of the bidirectional LSTM 
is 512, which is the same dimensional setting of the hid-
den unit of the unidirectional LSTM. We use the adaptive 
moment estimation (Adam) optimizer (Kingma and Ba 
2014) to optimize the loss function, and the learning rate is 
0.00001. The dimension of the word embedding operation 
of the encoder and decoder modules is 768.

(26)BLEU = BP × exp

(

N
∑

n=1

wnlogPn

)

(27)BP =

{

1 if c > r

e1−r∕c if c ≤ r

Baseline methods

To validate the performance of our proposed models, we 
select a set of state-of-the-art models as comparison algo-
rithms as follows:

RNN‑context This algorithm combines the basic RNN and 
the context-based RNN methodology to accomplish text 
summarization based on the basic seq2seq structure (Hu 
et al. 2015). In contrast to the basic RNN model, the con-
text-based RNN model utilizes the attention mechanism to 
enhance the performance of the algorithm.

Super‑AE This is an autoencoder model that applies an 
assistant supervisor for capturing the semantic representa-
tion and then generates a more reasonable and high-quality 
summary (Ma et al. 2018).

CGU  This applies a convolutional gated unit (CGU) module, 
which captures the local and global relations of each word 
from a given sequence (Lin et al. 2018).

Quantitative evaluation

We choose the current mainstream Chinese word embed-
ding methods, the word2vec and global vectors for word 
representation (GloVe) word vector models, to verify the 
effectiveness of the word embedding methods proposed in 
this research. A Chinese pre-training model is used for the 
comparison experiments. To reduce the training cost, we 
selected only a simple linear classifier for training and then 
extracted summary sentences via binary classification.

As indicated in Table 2, compared to the other five word 
embedding models, we first chose a simple linear classi-
fier for training and then a method of extracting summary 
sentences through binary classification. ROUGE-1 reached 
0.814 and ROUGE-2 reached 0.711. Through these two 
datasets, we find that nearly 80% of the words in the stand-
ard abstract have been captured in the machine-generated 
automatic abstract, but it is very likely that the machine-gen-
erated abstract is very long. Most of the words in the abstract 
are useless, making the generated abstract unnecessarily 

Table 2  Quantitative evaluation 
results compared to the other 
word embedding models

Model ROUGE-1 ROUGE-2 ROUGE-L BLEU

Word2Vec + Classifier 0.705 0.611 0.625 0.513
GloVe+Classifier 0.713 0.623 0.641 0.531
GloVe+RL 0.744 0.649 0.669 0.599
GloVe+BiLSTM 0.775 0.691 0.701 0.609
GloVe+BiLSTM+Attention 0.789 0.711 0.725 0.631
Ours 0.814 0.781 0.846 0.676
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long. ROUGE-L reaches 0.846. This indicator considers all 
word pairs arranged in word order, which can better reflect 
the sentence-level word order, and it is found that the gen-
erated abstract is more fluent. BLEU is mainly based on 
the accuracy. Compared to the other five word embedding 
models, BLEU reaches 0.676. It can be concluded that the 
accuracy of abstract generation is higher than that of the 
other five word embedding models.

To validate the performance of our proposed models, we 
selected a set of the most advanced algorithm models for 
comparison and analysis. As shown in Table 3, ROUGE-1 
of our model reached 0.814, and ROUGE-2 reached 0.781. 
Through these two sets of data, it is observed that most of 
the words in the abstract generated by the target are the same 
as the words in the original abstract, but the summary may 
contain redundancy. ROUGE-L of our model reached 0.846, 
and we also found that using the chosen model smoothed 
the final generated summary. This indicates that our model 
achieves better results than the current state of the art models 
and enhances the performance of Chinese summarization 
systems.

As suggested by the results in Table 3, it is obvious that 
our approach outperforms all other approaches because 
our system makes full use of the BERT model. The BERT 
model learns much of the language information during unsu-
pervised pre-training, and it can be used to represent the 
input more semantically. Additionally, such results clearly 
demonstrate that when the information comes from several 

sources, the presented model can generate an effective and 
meaningful summary.

Qualitative evaluation

We conducted a series of tests on a real dataset based on 
the model that was trained, and the generated headlines 
were compared directly to the original text summary head-
lines. The results are listed in Table 4. As shown in the 
figure, the headlines generated by our trained model are 
better and can cover the core information in the original 
text, which further confirms the effectiveness of the algo-
rithm proposed in this study. For example, the important 
information of the original title “Suggestions for counter-
measures of national core science and technology resource 
sharing mechanism” is “rock cores” and “sharing”. Our 
model generates this core content information while 
expressing the key messages of the original text.

Convergence evaluation

In the process of training the entire model, we should pay 
attention to the size of the target value (loss) at any time. 
The loss in a normal model should slowly decrease with 
an increasing number of epochs and should eventually sta-
bilize. At the initial stage of model training, the change in 
loss may be relatively obvious, but as long as the amount 
of data is sufficient, the model is correct, and the num-
ber of epochs is large enough, the model will eventually 
reach a state of convergence, close to the maximum value 
or a local maximum will be reached. In this experiment, 
the cross-entropy is used as the loss, and the input part is 
masked. The cross-entropy is the true probability distribu-
tion. The reason why the cross-entropy is used as the loss 
function is to achieve maximum likelihood estimation, i.e., 
the predicted distribution obtained by the model should be 
as close as possible to the actual distribution of the data. 
This experiment has a total of 100 epochs. We visualized 

Table 3  Quantitative evaluation results compared to the other models

Model ROUGE-1 ROUGE-2 ROUGE-L BLEU

RNN 0.738 0.705 0.781 0.621
RNN-context 0.744 0.721 0.797 0.633
Super-AE 0.781 0.743 0.805 0.642
CGU 0.792 0.765 0.821 0.655
Ours 0.814 0.781 0.846 0.676

Table 4  Comparison of the original title and the title generated by the trained model

No. Original Title Generated Title

1 Suggestions for countermeasures of national core science and technology 
resource sharing mechanism

Suggestions related to core resource sharing countermeasures

2 Reflections on the development of physical geological data science in the 
new era - taking the natural resources physical geological data centre as 
an example

Reflections related to the development of geological data sci-
ence for geological data centre

3 Deep-seismic bathymetry-based deep dynamics research methods and 
applications

Study on the dynamics related to seismic bathymetry

4 Geochemical characteristics and geological significance of rare earth ele-
ments in mud shales of the Cretaceous Madongshan Formation in the 
Liupanshan Basin

Geochemical characteristics of the Cretaceous and the basic 
significance of its study
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the loss value changes during the first 20 epochs and rep-
resented them as a line graph, as shown in Fig. 8.

Application and platform

A geological public hotspot extraction and mining plat-
form is constructed and used as an important part of the 
information extraction and knowledge discovery process in 
the domain of geoscience. Herein, the geological briefing 

is the core module of the mining platform, as shown in 
Fig. 9. The data shown in Fig. 9 are collected from 28 
April 2020, to 29 April 2020, and they are regarded as an 
example to support decision-making. Based on this plat-
form, the time of crawling and mining can be freely cho-
sen. The platform can be classified into three stages: (1) 
the briefing list; (2) proportion of hotspots; and (3) data 
count. Next, we describe each section in detail.

Briefing list Data from different journals are presented on 
the platform in the briefing list that consists of the Geologi-
cal Bulletin of China, Acta Geological Sinica, Geological 
Review and Mineral Deposits. The briefing list includes 
four columns: ID, briefing (in this research, this is generated 
based on the proposed model), data source and the original 
content with a link. Based on the briefing list, decision mak-
ers or users can obtain topical concerns or hotspots during 
different periods or stages in a timely and effective manner 
to formulate timely decisions.

Proportion of hotspots This section mainly shows the cur-
rent geological hotspots and concerns from crawler data. A 
larger occupied area represents a higher level of attention or 
hotness. Only hotspots larger than 10% are displayed in the 
section. Based on this module, decision makers or users can 
understand the current concerns more clearly.

Data count The main goal of the statistics module is to be 
able to count the amount of data on the platform so that 

Fig. 8  Convergence evaluation results for automatic summary genera-
tion

Fig. 9  Example of the Geology Journal Hotspot Mining Platform. The platform includes three sections: the briefing list, proportion of hot spots 
and data count
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decision makers or users can visualize the geology trends 
over time.

Conclusions and future work

Automatic text summarization plays an important role in 
information extraction, briefing generation and knowledge 
discovery. In this paper, an automatic text summarization 
generation framework is proposed based on the fine-tuned 
BERT model. The framework is composed of an encoder 
module, decoder module and training module. The core 
stages of summary generation are the combination of 
encoder and decoder modules, after which the multi-stage 
function is used to connect modules, thus endowing the text 
summarization model with a multi-task learning architec-
ture. We evaluate the performance of the proposed model 
on the developed dataset, and compared to a set of baseline 
models, our model achieves the best results. Additionally, 
we develop a briefing list platform to serve as an important 
part of the information extraction and knowledge discovery 
process in the domain of geoscience.

We conducted a set of primary experiments with the 
developed dataset to evaluate the summarization task for 
Chinese text. The experimental results confirm the following 
suggestions and findings. First, the fine-tuned BERT model 
achieves better results than other models, such as the word-
2vec and GloVe models. Second, the text summarization 
based on neural network models trained on the developed 
datasets achieves a better performance than summarizations 
based on other models (i.e., RNN, RNN-context, Super-AE, 
CGU). Third, the results of our experiments show that deep 
learning with BERT representation significantly improves 
the results of the summarization system and outperforms 
the state-of-the-art approaches. As the BERT model learns 
much of the language information during unsupervised pre-
training, it can be fine-tuned even with small datasets and 
hence performs better than CNN or RNN downstream-based 
models that must be trained from scratch.

Future work will focus on the following points: (1) more 
domain knowledge should be considered and added to the 
model to further enhance the representational power of the 
model. (2) Multi-source data are a very interesting explo-
ration target, such as data retrieved from more literature 
journals and geological reports, which will help the model 
learn more valuable knowledge. (3) We intend to collect a 
vast amount of textual data, train BERT in the domain of 
geosciences for a variety of geoscience tasks in NLP, and 
further improve the word representation.
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