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Abstract

In recent days, people in remote area suffer a lot due to variety of natural calamities such as flooding, earthquake and so on. It has
been noted that people used to stay in top portions of their house when there is a flooding issue. Hence, it is very difficult for the
rescue team to identify the location of a person by looking at the parts of a person such as hands, legs and partial image of a face
using the existing approaches. In this proposed approach, an idea for detecting person when there is only parts such as legs, hands
are visible from remote, wild or non-urban areas with the help of UAV-Unmanned Aerial Vehicle has been suggested. Detecting
person and identifying the location from the image tends to be a difficult process due to very small and camouflaged objects in the
images collected. In this approach, Semantic Segmentation using deep learning approach has been applied in order to detect a
person. SegNet- Segmentation Network is the network architecture used in the process of semantically segment the image
according to each pixel, hence identifying person is easy. The main objective of this proposed model is that, sometime UAV
image may contain partial person images, like legs, hand, etc., that could not be identified by existing approaches were being
recognized and identified successfully. This model is trained and tested using HERIDAL dataset. Over 70% images were trained
and 30% images were used for testing. This enhanced deep learning model named as Semantic SegNet model achieved an
accuracy of 91.04%. This proposed Semantic SegNet model has been compared with existing approaches such as VGG16,
GoogleNet and ResNet- Residual neural Network for the same set of trained and tested images. Comparison table declared that
this proposed Semantic SegNet Model outperformed other existing models.
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Introduction occasion, people stayed in top portion of their houses. It is

observed that, with the help of rescue mission team, shifting
In 2018, severe flood affected Kerala due to heavy rainfall  the trapped people into safest camps using helicopters and
which caused over 2 lakh people to loss their life. In that  boats. Rescue mission officers received the information about
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the place where the people get trapped by the phone calls.
Information has been provided from the trapped people or
using social media videos. Also, there was no electricity and
internet due to the endless rain which made the trapped people
finding difficult to communicate with the rescue team.
Identifying the person who got trapped in various part of the
house was hectic and time consuming without proper commu-
nication facilities. In some places, it is found that normal peo-
ple couldn’t directly go without the help of helicopters. In
2019, Malapuram, Kavalapara affected with sliding of land
which requires finding the person very quickly to save their
life for the resume mission team.

In this proposed approach, an idea for detecting person
from remote, wild or non-urban areas with the help of UAV
has been suggested even though only the parts of the person
images are available (Harold Robinson and Golden Julie
2019). The proposed model uses Semantic segmentation
method with SegNet architecture for person detection.
Semantic segmentation is defined as the method used for seg-
mentation where image is segmented to multiple classes (ex-
ample: Person, Animal, Background) and each class is
assigned with different colors.SegNet is the network architec-
ture which is used in the process of semantically segment the
image according to each pixel (Joshua Bapu et al. 2019). The
proposed model includes Collecting UAV image set which is

to be labeled pixel wise using Semantic segmentation. SegNet
architecture is constructed for training and testing the network.
Also, User interface is to be built for deployment to computer
applications.

There may be a chance for flooding in the coming years as
2018 & 2019; it is desirable to find out suitable methodology
to overcome such issues. It is found that many dams in Kerala
might havea chance to be broken; this proposed method will
be helpful for the researchers and rescue mission team to iden-
tify and rescue the needy people.

The main objective is to collect various UAV image
dataset for person identification and detection. Collected
images need to be processed (Rudol and Doherty 2008)
which involves image restoration and image enhance-
ments. There are plenty of image processing algorithms
available in order to perform image restoration and image
enhancement. Many factors should be considered to apply
image processing algorithms such as image resolution,
scaling of an image. In recent days, many advanced image
classification techniques such as Artificial Neural
Network, fuzzy-set and so on. This work focuses on per-
pixel classification approach in order to train whether it is
a human or not. This is achieved by inputting an image
that contains only parts of a human such as legs, hands
and so on. Labeling is performed in such a way that
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Fig. 1 Example Dataset used for person detection
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Fig. 2 System Architecture for Person detection

assigning human/ parts in one color and all the other
things such as table, sofa and other materials in different
color.

Semantic pixel-wise segmentation (Badrinarayanan et al.
2017) involves classifying pixels accurately to predict the
class probabilities such as performing labeling operation. In
this approach, a deep convolutional neural network applicable
for segmentation has been used for object classification.
Various UAV image are applied to this semantic SegNet as
input and they have been trained in order to separate human
parts and other non-living organism with different colors. This
is achieved by using convolutional encoder-decoder along
with batch normalization, pooling, up sampling and softmax
operation. Accuracy of identifying a person is carried out and
compared with existing approaches for the same UAV image
dataset. Semantic segmentation is done on the images in order

to detect whether it is a person or any other things. User inter-
face is built after performing semantic segmentation. At last,
detected person and the position at which person detected in
the image has been displayed.

The contribution of the paper is

* Heavy rain causes Flooding in many of the countries
which threatened most of the people’s lives. Helping the
needed people who are trapped in various parts of the
houses would be identified easily by the rescue mission
team.

» There is a thread that heavy rains increase the water level
which makes the rescue team to find out the person by
looking at the partial parts of a human such as upper body
part or lower body parts.

*  Due to appropriate working of quarries and cutting tree in
hilly area causes landslide in most parts of the countries.
Person detection will be very helpful during this situation.

* The most common hazard in forest is forests fire which
affects many nearby people to adopt safety measures. This
proposed work would be useful when people get trapped
in the forest.

* There are many hairpin bends across the world which
causes frequent accidents. This makes many persons be-
ing fallen down and very difficult to find out. This pro-
posed work would be applied to detect the needy person
easily.

Section 2 comprehends the literature survey; Section 3 de-
scribes the segmentation SegNet methodology, Section 4 dis-
cusses the results and Section 5 provides the conclusion and
future work.

Literature survey

Deep neural network is the advanced technology that includes
segmentation, object detection. A.Krizhevsky et al.
(Krizhevsky et al. 2012) proposed AlexNet which is the clas-
sical image object recognition procedure network proposed in
2012 that contains 8 layers, five are convolutional layers and
three are fully connected layers. AlexNet includes 60 M pa-
rameters and won the Image net contest in 2012. Its error rate
i 15.3%. M.D. Zeiler et al. (Zeiler and Fergus 2013) proposed
ZF Net in 2013. It achieved error rate of 14.8% which is less
than the AlexNet. K.Simonyan et al. (Simonyan and
Zisserman 2014) proposed VGGNet in 2014, it contains 16
layers. The number of parameters that VGGNet contains is
138 M. Its error rate was 7.3% that is less than the AlexNet.
The size of the VGGNet is very large because it contains fully
connected layers. C. Szegedy et al. (Szegedy et al. 2015) pro-
posed GoogleNet which includes 22 layers. Its error rate is

@ Springer
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Fig. 3 Pixel-wise Labeling
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6.67% that is less than the VGGNet. GoogleNet includes 4 M
parameters and won the ILSVRC competition in 2014.

K.He et al. (He et al. 2015) explained ResNet in the year
2015 and achieved error rate of 3.6% which was considered to
be less than VGGNet and GoogleNet. It contains 152 layers.
R.Girshick et al. (Girshick 2015) proposed Fast RCNN. In this
method, regions of interest are pooled into a fixed-size feature
map which is then mapped to a feature vector using fully
connected layers.It includes two output vectors per Rol. One
is softmax probabilities and another is per-class bounding box
regression offset. It gives better performance than the original
RCNN. S. Ren et al. (Ren et al. 2015) proposed Faster RCNN
by adding some more modification on Fast RCNN. The meth-
od was dealing with RPN that is a fully convolutional.
Advantage ofFaster RCNN is that it gives better performance
than fast RCNN. JRedmon et al. (Redmon et al. 2015) pro-
posed YoLo Detector. YoLo architecture used object detec-
tion as a regression. YoLo architecture gives better speed than
the Faster RCNN. Drawback of YoLo architecture is that its
accuracy is less when compared to Faster RCNN. H.

Fig. 4 Image without Labeling

@ Springer

Namet al. (Nam and Han 2015) proposed MDNet which
won the VOT2015 Challenge. Main part of MDNet is the
layers which are shared and domain specific. Nonetheless,
drawback of this method is that it demands to run CNN to
extract features from images, make the system very slow. Paul
Viola et al. (Viola et al. 2003) demonstrated an approach for
finding humans who are walking. The approach combined
both motion information and appearance information. The
method achieved detection with low rate of false positive.
Tian, Y., Luo et al. (Tian et al. 2015) elaborated a method that
utilized extensive part detectors. The model was trained on
weakly labeled data. The dataset used for that method was
Caltech dataset. The model achieved a miss rate of
11.89%.Deepak Jaiswal et al. (Jaiswal and Kumar 2019) im-
plemented a method for finding moving object with the help
of GPUs in UAV videos. The detection process includes fea-
ture extraction, feature matching, image transformation, back-
ground subtraction, morphological processing, connected
component labeling and finally detect the object from UAV
videos.

Fig. 5 Image after Labeling
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Fig. 6 Semantic SegNet architecture

Anna Gaszczak et al. (Anna Gaszczak and Breckon 2011)
presented a method for detecting vehicles automatically. The
approach contains cascaded Haar classifiers that are multiply
trained. The method achieved accuracy of 70% for detecting
human. Rudol P et al. (Rudol and Doherty 2008) proposed an
approach for detecting the presence of personin video se-
quences with the help of thermal images and visible images.
In hot summers using thermal cameras are not quite suitable is
the main disadvantage of this method. Turi’c, H et al. (Turi¢
et al. 2010) was selected primarily the mean-shift algorithm.
Authors decided to modify the mean-shift algorithm. They
applied two-stage mean shift segmentation from the base

Convolutional Encoder-Decoder

Pooling Indices

B Conv + Batch Normalisation + RelU
I Pooling I Upsampling

Softmax

which gives better result than previous one. Ming-Yu et al.
(Chen et al. 2017) augment the state and art of RCNN algo-
rithm and augmented RCNN improved 29.8% mean average
precision over RCNN on detecting small object. Drawback of
this method is that it is not applicable for the identification of
big objects. Angelova et al. (Angelova et al. 2015) proposed
an approach for identifying the pedestrian. The method cas-
cades deep networks with fast features. It has achieved miss
rate of 26.2%.

C.A.B.Baker et al. (Baker et al. 2016) stated the concept for
searching after calamity occurred with the help of UAVs.
They used Monte Carlo algorithm for the searching process.

Fig. 7 Person detection output % Userlnterface
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| 1
| Epoch | Iteration | Time Elapsed | Mini-batch | Mini-batch | Base Learning |
| | | (hh:mm:ss) | Accuracy | Loss | Rate

| |
| 1] 1 00:00:19 | 39.50% | 0.7677 | 0.0010 |
| 50 | 50 | 00:13:02 | 53.44% | 0.6538 | 0.0010 |
| 100 | 100 | 00:25:52 || 75.77% | 0.5378 | 0.0010 |
| 150 | 150 | 00:38:48 | 80.28% | 0.4734 | 0.0010 |
| 200 | 200 | 00:51:41 | 81.55% | 0.4322 | 0.0010 |
| 250 | 250 | 01:03:56 | 82.37% | 0.4033 | 0.0010 |
| 300 | 300 | 01:17:11 | 82.69% | 0.3824 | 0.0010 |
| 500 | 500 | 02:08:27 | 85.37% | 0.3229 | 0.0010 |
| 550 | 550 | 02:21:04 | 86.07% | 0.3125 | 0.0010 |
| 600 | 600 | 02:33:45 | 85.21% | 0.3025 | 0.0010 |
| 650 | 650 | 02:46:54 | 86.69% | 0.2899 | 0.0010 |
| 700 | 700 | 03:00:26 | 88.11% | 0.2796 | 0.0010 |
| 750 | 750 | 03:13:16 | 88.70% | 0.2717 | 0.0010 |
| 800 | 800 | 03:25:56 | 87.78% | 0.2687 | 0.0010 |
| 850 | 850 | 03:39:52 | 88.95% | 0.2581 | 0.0010 |
| 900 | 900 | 03:53:10 | 88.83% | 0.2520 | 0.0010 |
| 950 | 950 | 04:06:03 | 88.25% | 0.2494 | 0.0010 |
| 1000 | 1000 | 04:19:16 | 88.77% | 0.2447 | 0.0010 |
| 1050 | 1050 | 04:32:55 | 88.97% | 0.2407 | 0.0010 |
| 1100 | 1100 | 04:46:12 | 89.99% | 0.2353 | 0.0010 |
| 1150 | 11bo | 04:59:16 | 89.74% | 0.2327 | 0.0010 |
| 1200 | 1200 | 05:12:25 | 89.63% | 0.2318 | 0.0010 |
| 1250 | 1250 | 05:25:32 | 90.36% | 0.2238 | 0.0010 |
| 1300 | 1300 | 05:38:24 | 89.99% | 0.2228 | 0.0010 |
| 1350 | 1350 | 05:51:51 || 90.54% | 0.2174 | 0.0010 |
| 1400 | 1400 | 06:06:16 | 90.57% | 0.2109 | 0.0010 |
| 1450 | 1450 | 06:20:13 | 90.59% | 0.2134 | 0.0010 |
| 1500 | 1500 | 06:32:56 | 90.49% | 0.2080 | 0.0010 |
| 1532 | 1532 | 06:40:52 | 91.04% | 0.2036 | 0.0010 |
| |

Fig. 8 Person detection verbose plot

Advantage of'this method is that it gives 7% speed than former
searching method. Vijay Badrinarayanan et al.
(Badrinarayanan et al. 2017) proposed SegNet which includes
two modules. The first is the encoder portion and the other one
is the decoder portion. The number of trainable parameters is
less (14.7 M) in the SegNet which is considered to be the
advantage of this architecture. LichaoMou et al. (LichaoMou
et al. n.d.) introduced a dataset called ERA. It includes 2864
videos. It is used for recognizing events from videos that are
taken with the help of UAV. Hanno Hildmann et al.

Table 1 Person

detection accuracy and Models Accuracy Loss
loss comparison
VGG 16 75.77% 0.5378
GoogleNet 80.28% 0.4734
ResNet 86.69% 0.2829
SegNet 91.04% 0.2036

@ Springer

(Hildmann and Kovacs 2019) discussed a review based on
application of UAVs in different social sectors. In that review
they pointed out that UAV can be used for various applica-
tions such as safety of public people, disaster management,
surveying for road making etc. Sven Gotovac et al. (Bozi¢-
Stulié¢ et al. 2019) proposed a method for finding the presence
of person in mediterranean and sub mediterrean landscapes
with the help of UAV. The method used wavelet transform for
saliency object detection and CNN for feature
extraction.Model achieved accuracy of 88.9%. The main dis-
advantage of this method is that sometime image may contain
partial person images like legs, hands, etc., that could not be
detected by existing approaches. To overcome this drawback,
our proposed model uses semantic segmentation and SegNet.

Najafzadeh & Zahiri (Najafzadeh and Zahiri 2015)
elaborated neuro-fuzzy supported technique which basi-
cally applies GMDH dependent application to forecast
flow release in linear compound channels. Zahiri &
Najafzadeh (Zahiri and Najafzadeh 2018) have applied
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Fig. 9 Person detection accuracy 100 1
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many soft computing methods such as gene-expression
programming (GEP), model tree (MT) and evolutionary
polynomial regression (EPR) for predicting flow dis-
charge in linear compound channels.

Methodology

In this proposed approach, we suggest an idea for detecting
person from remote, wild or non-urban areas with the help of
UAYV. Main advantage of this proposed model is that, some-
time UAV image may contain the partial person images, like
legs, hand, etc., that could not be identified by existing ap-
proaches were being recognized and identified successfully.
Fig. 1 shows the example dataset with various images con-
taining partial parts of the person and other nonliving things.
Fig. 2 represents the person detection architecture.

The proposed model uses Semantic segmentation method
with SegNet architecture for person detection. Semantic seg-
mentation is defined as the method used for segmentation
where an image is segmented to multiple classes (example:
Person, Background) and each class is assigned with different
colors.SegNet is the network architecture which is used in the
process of semantically segment the image according to each
pixel.The proposed model includes six modules that are (1)
Collect UAV image set, (2) Pixel wise labelling for Semantic
segmentation, (3) SegNet architecture, (4) Training and

Fig. 10 Person detection loss
with VGG16
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testing the network, (5) Build user interface, (6) Deployment
to computer applications. The first four modules are included
in semantically segmentation process.

Collect UAV Imageset

UAV is the latest method used in aerial imagery for searching
purposes. Advantage of using UAV is that it is uncomplicated
to use and very cheap rated. For taking images using this
method, good resolution DSLR - Digital Single-Lens Reflex
camera Cameras are attached with the UAV. At the same time
of capturing the image also noted the location and height of
the flight from the ground. It is important to set a constant
image resolution. UAV image dataset used in this work is
HERIDAL dataset. HERIDAL contains 68,750 aerial images
that are mainly used for IPSAR - Institute of Professional
Studies and Research projects. The proposed model uses im-
ages with dimensions of 500%500 for training and testing. For
getting better result for the semantic segmentation process, the
resolution and very high quality image is very important.

Pixel wise labeling for semantic segmentation

The proposed model has been implemented in MatLab2019a
version. For the pixel wise labeling process, inMatLab there is
a default option called image Labeler which is available for
labeling the images.

1000

1
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Iteration
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Fig. 11 Person detection
accuracy with GoogleNet
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Load the image from dataset to image labeler in
MatLab. Create 2 class labels named Person and
Background using “define label” option. In this work,
Person is assigned with blue color and Background is
assigned with green color. In an image, all nonperson
portions such as non-living organism and other animals
is treated as Background. An image may contain partial
body like lower body, upper body, hands, legs and so on
is also labeled as Person.Labeling has been done for all
the images which are taken for the training set and create
a pixel label data store.The pixel-wise total cross-entropy
for every pixel is computed using Eq. (1)

—_

CroSSentropy = — ——

Pq

M

x [wilogB; + (1-wy)log(1-6;)] (1)

i=1j=1

where I and j are the pixel values, p is the value of height,
q is the value of weight, w;; is the extra value, 3 is the
prediction value. The mean value of intersection over the
union is computed for evaluating the index value to pro-
vide the segmentation process in Eq. (2)

12050,
pi =1 |60

(2)

meany,y =

Fig. 12 Person detection loss
with GoogleNet
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The accuracy for the pixel is computed in Eq. (3)

YK P

= 3
303 i °)

Accuracy g =

All images in the training set are made available by creating
a pixel label data store which is depicted in Fig. 3.

For ex, Fig.4 depicts the example image before applying
labeling and Fig.5 represents the labeled image as stated
above.

SEGNET architecture

SegNet is the network architecture which is used in the pro-
cess of semantically segment the image according to each
pixel.The network mainly includes two modules. The first is
the encoder portion and the other one is the decoder portion.
Encoder part mainly contains convolution that is Batch nor-
malized and rectified linear unit non linearity. Max pooling
layer is included in the last portion of the encoder. Apply
Maxpooling process with stride of 2 and window 2 x 2.
Perform subsampling functionby factor 2 after performing
Maxpooling. Using Maxpooling indices in the encoding se-
quence the sparse encoding due to Maxpooling process is
upsampled in the decoder. Decoder part upsampled
theencoder part output and given it to convolution layer, and
finally it is gone through softmax classifier which classifies

1000

L L 1

0 200
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Fig. 13 Person detection
accuracy with ResNet
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the image to two classes that is Person or Background. The
Fig. 6 represents the diagram of SegNet architecture.

In the decoder portion, Maxpooling indices upsampled the
lower resolution feature maps cause to cutting down the num-
ber of parameters.SegNet architecture is only convolutional.
There are 13 convolutional layersin the encoder part of
SegNet that is resembled to VGG16 architecture. In favor of
maintaining feature maps of top resolution, avoided the fully
connected layers. That is the reason why the number of train-
able parameters is less (14.7 M) in the network. The decoder
portion also includes 13 layers.Using stochastic gradient de-
scent, the whole architecture trained end to end.

Training and testing THE NETWORK

In the process of training the network, image data store
and the pixel label data store are imported to the SegNet
with the size 500 x 500. Number of classes can be de-
fined which includes the labeling of entire image into
person, animal, background and so on. In this approach,
number of classes has been assumed to be 2 such as
Person and Background for our convenience. It is to
set the training options such as Sgdm, Maximum epoch
(2000), Initial learning rate (ie-3), Mini batch size (64),
Sgdm is called the Stochastic Gradient Descent with

Fig. 14 Person detection loss
with ResNet
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Momentum. Also, one epoch is defined as; it has to
occur when the whole dataset is gone through network
architecture in forward and backward direction in one
single time.

Plot the training progress after the training process, and
the particular plot is called verbose plot, which includes
thedetailssuch as epoch, iteration, time elapsed, Base
learning rate, mini batch loss and mini batch accuracy.
Read the test images from data store for testing and per-
form image overlay function. Test each image with the
trained network and check whether the input image is
properly segmented to two classes such as person or
background.

Build user interface

In this model, 70% of the images were trained and 30% of the
images were tested which is to be made available for the end
users. User interface is the only part that is visible to the
outside person that contains a button such as load test image,
input UAV image showing section and output segmented im-
age, spot at which person found, Person and Background col-
or representing section. For the calculation of position at
which person is found, take the origin as (0,0) and set pixel
distance =0.5.

1000
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400 600 800
Iteration

1000 1200 1400
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Fig. 15 Person detection
accuracy using Semantic
SegNetmodel
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Deployment to computer applications

Using Application compiler in the MatLab 2019a, deployed
the proposed model into a computer based application.
Proposed system can run on any computer system that does
not requireMatLab to be installed using this deployment.
Initially, import the created user interface file to the applica-
tion compiler in the MatLab.Select the runtime included in the
package which includes file size754MB. It requires an install-
er to be generated that includes MatLab runtime installer. At
last, customize the packaged application and its appearance.
Fig. 7 shows the person detection output screen after
deployment.

Results and discussions

MatLab 2019a has been used for implementing this SegNet
architecture which requires 13 min and 02 s to complete 50
iterations to achieve an accuracy of 53.44% and loss of
0.6538. For the entire training process, base learning rate
achieved is 0.0010 with accuracy and loss calculated based
on Mini batch. Completed 100 iterations at Epoch of 100 and
achieved an accuracy of 75.77% and loss of 0.5378 after
25 min and 52 s. It achieved an accuracy of 81.55% and loss
0f 0.4322 at iteration of 200 at a time of 51 min and 41 s with
Epoch of 200.1t achieved accuracy of 82.69% and loss of

400 600 800
Iteration

1000

1200 1400

0.3824 with Epoch and iteration of 300 after 1 h 17 min and
11 s. It achieved accuracy of 85.37% and loss of 0.3229 at
Epoch of 500 and iteration of 500 at a time of 2 h 8 min and
27 s.Completed 650 iterations at Epoch of 650 and achieved
an accuracy of 86.69% and loss 0f 0.2899 after 2 h 46 min and
54 s.Completed 750 iterations at Epoch of 750 and achieved
an accuracy of 88.70% and loss 0f 0.2717 after 3 h and 13 min
and 16 s.

It achieved an accuracy of 88.95% and loss of 0.2581 at
iteration of 850 at a time of 3 h 39 min and 52 s with Epoch of
850. After 4 h 32 min and 55 s it achieved an accuracy of
88.97% and loss of 0.2407 with Epoch and iteration of 1050.1t
achieved accuracy of 89.99% and loss of 0.2353 at Epoch of
1100 and iteration of 1100 at a time of 4 h 46 min and 12 s.For
completing 1250 iterations it tookS hours 25 min and 32 s,
achieved accuracy of 90.36% and loss 0.2238 with Epoch of
1250.After 5 h and 51 min and 51 s completed 1350 iterations
at Epoch of 1350 and achieved an accuracy of 90.54% and
loss of 0.2174.1t achieved accuracy of 90.57% and loss of 0.
2109 at iteration of 1400 at a time of 6 h 6 min and 16 s with
Epoch of 1400. After 6 h 20 min and 13 s it achieved accuracy
0f 90.59% and loss of 0.2134 with Epoch and iteration of
1450. Accuracy of this proposed system remains the same
and fluctuates between 90.14% and 90.57% when the
number of iterations gets increased.

Proposed model achieved Mini batch accuracy of 91.04%
and mini batch loss of 0.2036 at Epoch of 1532 and iteration
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Fig. 16 Person detection loss
using Semantic SegNetmodel
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of 1532 with in a time of 6 h 40 min and 52 s training process.
This model is tested with various test images in the data store.
Then, test image is semantically segmented into Person or
Background. If a test image includes a person or partial body
parts of a person, then the person is identified successfully and
the position at which the person present is also shown in the
output user interface. The Fig.8 represents the person detec-
tion verbose plot.

Comparison with VGG 16, GOOGLENET, RESNET

Table 1 represents the person detection accuracy comparison
of the proposed model with VGG 16, GoogleNet, ResNet
models. VGG 16 model achieved an accuracy of 75.77% with
loss of 0.5378 which is shown in Figs. 9 and 10. GoogleNet
model achieved an accuracy of 80.28% with loss of 0.4734
which is represented in Figs. 11 and 12. ResNet model
achieved an accuracy of 86.69% with loss of 0.2829 which
is shown in Figs. 13 and 14.

Proposed model Semantic SegNet - achieved an accuracy
of 91.04% with loss of 0.2036. It shows that our proposed
model achieved better accuracy and loss than the VGG 16,
GoogleNet and ResNet models which are shown in Figs. 15
and 16.

Conclusion

In recent days, we are facing many natural calamities such as
flooding, earthquake and so on. It is very difficult to rescue the
needy people without proper location information even
though we have many recent methodologies and techniques.
Most of the techniques recommended rescuing the trapped
people when the entire image of a person has been taken using
UAV techniques. The proposed model used Semantic seg-
mentation method with SegNet architecture for person detec-
tion. Semantic segmentation has been applied for segmenting
the entire image into multiple classes such as Person,
Background, and Animal and so on. In this technique, each
class has been assigned with different colors after performing
semantic segmentation on the input image according to each
pixel. This model has been trained and tested using
HERIDAL dataset for which over 70% images were trained
and 30% images were used for testing. This work attempted to
reduce the search time of identifying the people who got
trapped in some of the places though only the parts of a person
is visible in the images. This enhanced deep learning model
achieved an accuracy of 91.04%. Another challenging task
with respect to natural calamities is to detect a person during
night time. In future, Semantic SegNet model will be extended
to detect person at night vision.
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