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Abstract The LASP ExtendedMetadata Repository (LEMR)
is a semantically enabled repository of information (metadata)
about the scientific datasets that LASP offers to the public.
The repository enables the provision of consistent, current,
verified metadata to our users. It serves as a Single Source of
Truth for this information, enabling more rigorous metadata
management and addressing problems related to duplication
of information. The linked open data aspect of the repository
allows interlinking of concepts both within and across orga-
nizations and web sites. Associated interfaces allow users to
browse and search the metadata. This information can be
dynamically incorporated into web pages, so web page con-
tent is always up-to-date and consistent across the lab. With
this information we can generate metadata records in a variety
of schemas, such as ISO or SPASE, allowing federation with
other organizations interested in our data. We leveraged open
source technologies to build the repository and the dynamic
web pages that read from it. VIVO, an open source semantic
web application, provided key capabilities such as ontology
and triple store management interfaces. AngularJS, an open
source JavaScript framework for building web dynamic ap-
plications, was also invaluable in developing web pages that
provide semantically enabled public interfaces to the metada-
ta. In this paper we discuss our use of these tools and what we
had to craft in order to meet our lab-specific needs.
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Introduction, motivation

Semantic web technologies are gaining traction in a variety of
areas, including the earth sciences. However, these technolo-
gies are still in their early stages of development and use.
While some data managers and providers offer semantic ca-
pabilities (for example, McGuinness et al. 2007, Narock and
King 2008; Merka et al. 2008a; Narock et al. 2009; Fox et al.
2009; Narock and Fox 2012, Arko 2014), their number is
relatively small. That may be due to a perceived high ‘barrier
to entry’ in enabling semantic capabilities. Tools, instructions,
and help have not been readily available for the general
practitioner in data management. We report here on our expe-
rience building a semantically enabled metadata repository
and associated services, leveraging open source tools to do so.

The Laboratory for Atmospheric and Space Physics
(LASP) studies solar, atmospheric, planetary, and space sci-
ences. We provide data to the public that are generally time
series of either single or spectral bins of values and related
information such as uncertainties. Some values are direct
measurements and others are algorithmic models.

Similar to many research labs, LASP funding is mission
and project oriented. As a result, lab datasets are generally
created and managed separately. Information about LASP
datasets (metadata) has historically been managed in a variety
of non-generalizable methods on a per project basis.

Data and related information are currently provided to the
public via various web pages serving a variety of purposes.
The LASP Interactive Solar Irradiance Data Center (LISIRD1)
(Wilson et al. 2009) is a web site to deliver several dozen solar
irradiance and related data products to the public. Besides
LISIRD, other pages provide information about LASP
datasets, such as pages devoted to individual missions and
Education and Outreach. Information is often duplicated,

1 LISIRD, http://lasp.colorado.edu/lisird/.
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creating maintenance headaches and the possibility for serv-
ing conflicting and out of date information. Machine readable
metadata are not currently available.

To improve our metadata environment and also provide
semantic capabilities, we sought to achieve the following
goals and objectives:

& Provide consistent, current, accurate, semantically enabled
metadata to our users via web pages.

& Provide the metadata in a linked open data fashion that
supports dynamic browsing and faceted search.

& Provide the metadata to the public in machine readable
format.

& Render and publish the metadata in various metadata
schemas in order to federate with other relevant sites.

& Provide service interfaces for automated access to the
repository.

& Provide user friendly interfaces for repository
management.

We decided to build a semantically enabled metadata re-
pository to hold the current, definitive version of the metadata.
The repository would be a Single Source of Truth, with tools
and a process around it, including metadata ownership and
authoring capabilities and the ability to crosswalk to various
metadata schemas. We needed to accomplish this with limited
resources and little expertise in semantic technologies.

This paper describes the creation of the LASP Extended
Metadata Repository (LEMR) and supporting tools that meet
these objectives. To build LEMR, we leveraged VIVO (Krafft
et al. 2010; Gewin 2009), an open source semantic web
application that provides capabilities to create and manage
ontologies and instance data. LISIRD was redesigned and is
being rewritten to dynamically insert current metadata into
web page content. Key to the redesign was AngularJS (Green
and Seshadri 2013; Kozlowski and Darwin Peter 2013), an
open source web application framework that provides useful
functionality around code structure, dynamic page generation,
and testing support. Use of these tools left a relatively small
amount of work remaining to build our system.We report here
on the combined use of those tools and what remained for us
to build in order to meet our needs.

This paper is organized as follows. Section 2, Methodolo-
gy, presents the methodology, including existing baseline
capabilities and work in progress. This includes the architec-
ture, leveraging VIVO, using and creating ontologies, initial-
izing repository content, and creating a service layer to the
repository. Section 2 also includes a discussion of client side
interfaces to the repository, including example web pages
populated with information from the repository.

Section 3, Next Steps, discusses the establishment of pro-
cesses and additional tools for working with the repository,
providing linked open data, and federating with other data

centers, including the development of crosswalks to different
metadata schemas.

Section 4 is a discussion section that includes: the future of
the ontology developed, a discussion of the methodology,
some security issues, and also linking with the University’s
VIVO Database. Section 5 concludes with a summary of the
effort.

This effort was accomplished largely via part-time under-
graduate labor. It is possible that other projects with limited
resources could achieve similar capabilities with their meta-
data. For projects or centers with existing metadata stores, the
architecture described here could be laid over those stores to
achieve similar semantic capabilities.

Methodology

Figure 1 gives an overview of the LEMR architecture. Infor-
mation is entered into the database via the VIVO interface and
also other web interfaces and automated ingest scripts. A
Fuseki2 endpoint provides SPARQL3 read access to database
contents. Stakeholders in the project include staff that admin-
ister and maintain the repository, a possible curator of the
metadata, and various scientists who ‘own’ a dataset’s meta-
data and take responsibility for its upkeep.

In the following sections, we will discuss the tools we
leveraged and what remained to be developed to create the
repository.

Leveraging VIVO to manage ontologies and create
a triplestore

VIVO is an open source semantic web application originally
developed to enable the discovery of research and scholarly
relationships across disciplines within an academic institution.
Funded by the National Institutes of Health, the VIVO web
application supports browsing and faceted4 search capabilities
of the institution’s data about faculty, research areas, publica-
tions, and grants. In addition, applications like VIVO Search5

2 Fuseki is a server that provides the SPARQL protocol over HTTP. See
http://jena.apache.org/documentation/serving_data/.
3 SPARQL (SPARQL), a recursive acronym for ‘SPARQL Protocol and
RDF Query Language’, is a query language for databases that allows
direct and rapid querying of a semantic database, and here independent of
the VIVO interface. See SPARQL, http://en.wikipedia.org/wiki/
SPARQL.
4 VIVO provides ‘facets’ based on types of concepts, i.e. a ‘Person’
would have the facets ‘Faculty Member’, or ‘Student’, with ‘Student’
having further facets ‘Undergraduate Student’ or ‘Graduate Student’, etc.
Users can drill down through more detailed results based on the selected
sub-types / facets. See http://en.wikipedia.org/wiki/Faceted_search for
more information on faceted search.
5 See https://wiki.duraspace.org/display/VIVOSearch/VIVO+Multisite+
Search.
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allow for multi-institutional search of the data held by various
institutions running VIVO.

While originally intended for scholarly research, the un-
derlying VIVO framework is more general and broadly useful
for creation and management of any semantic relationships
and instances. VIVO creates and manages a database (a
triplestore6) of semantic information, which can serve its
contents in RDF7 format (Lassila and Swick 1998). It also

supports the general creation and management of ontologies,8

as well as custom crafting of ontologies for specific needs (see
The dataset ontology for an example). In addition, VIVO
provides create, read, update, and deletion (or ‘CRUD’) capa-
bilities for metadata record instances.

We used VIVO to create and manage our dataset–related
ontologies and create instances to populate the database, a
process described further below. The VIVO framework’s sep-
aration of concerns allows leveraging pieces of the architec-
ture as needed. For example, the database was built with
VIVO, but we use other tools to access and manage its
contents.

6 We currently implement the default VIVO database, SDB, an Apache
version of an RDF triplestore based on a MySQL database. For more
information on semantic triplestores, see http://en.wikipedia.org/wiki/
Triplestore.
7 The Resource Description Framework (RDF) is a family ofWorldWide
Web Consortium (W3C) specifications originally designed as a metadata
data model. For more information, see http://en.wikipedia.org/wiki/
Resource_Description_Framework.

Fig. 1 LEMR architectural diagram

8 In computer and information science, an ontology is a machine
encoding of terms, concepts, and the relations among them. See http://
semanticweb.org/wiki/Ontology for more information.
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LEMR specific development tasks

While VIVO provided important functionality, some aspects
of our repository had to be crafted for our purposes. In
particular, it was necessary to 1) add dataset and catalog
ontologies to the database and incorporate concepts from our
space physics domain into them, 2) populate the repository
with content, and 3) create a separate service interface to the
repository to access the content independent of VIVO.

The dataset ontology

VIVO provides support for ontology management, including
adding and extending ontologies and knitting them together.
The VIVO platform is packaged with a number of ontologies
including FOAF,9 Bibliontology,10 SKOS,11 and VCard.12

All of these ontologies are intended to capture ‘person’ and
‘publication’ metadata (such as authorship and contact infor-
mation, etc.).

While these ontologies are used for some aspects of
LEMR, not surprisingly, they do not provide concepts neces-
sary for LEMR, such as missions, spacecraft, instruments,
detectors and their relationships to each other, as well as to
people. In an effort to leverage existing ontologies, we
searched for ontologies that dealt with spacecraft and instru-
ment metadata. The two most appropriate of these ontologies
were 1) Semantic Web for Earth and Environmental Technol-
ogy (SWEET) Ontology (Raskin and Pan 2005), and 2) the
Virtual Solar Terrestrial Observatory (VSTO) Ontology
(McGuinness et al. 2007, Fox et al. 2009).

The SWEET ontology offers a comprehensive vocabulary
for a broad, high-level concept space. SWEETstarts with nine
top-level concepts such as ‘Realm’, ‘Phenomena’, ‘Process’,
and ‘Matter’. Each of these high-level concepts is broken
down into various more specific ontologies. SWEET “is high-
ly modular with 6000 concepts in 200 separate ontologies”.13

However, it was difficult to sift through these 6000 concepts to
find terms applicable to our specific needs. Though SWEET
includes concepts like ‘Heliosphere’, ‘Magnetosphere’, and
‘Research’, there were no terms directly relatable to a satellite,
its instruments, or missions.

The VSTO ontology contains definitions of terms relevant
to our space science domain. We implemented the VSTO
ontology to help classify spacecraft, deployments, instru-
ments, and detectors. However, while those concepts met
our needs, the VSTO dataset and parameter extension did
not serve to describe our datasets. The VSTO ontology im-
plies that all data products are created from detectors on

instruments, but LASP also offers datasets that are created
algorithmically, such as computational models. In addition,
VSTO distinguishes between ‘data sets’ and ‘data products’
with a number of properties related to each. The definition of
those terms is often debated due to their ambiguity. We pre-
ferred to avoid them, as managing that ambiguity would
introduce complications into our ontology.

Leveraging VIVO capabilities, we chose to build our own
ontology better suited to our needs: an ontology general
enough to eventually apply to all datasets across the lab, but
also detailed enough to satisfy queries that are relevant to
specific types of datasets. One use case was to be able to
search for datasets covering a particular spectral range. Thus,
our ontology needed to know about spectral datasets and their
wavelength coverages.

Believing that it would not be possible to design an ontol-
ogy today that will fit all our needs in the future, we needed a
repository that could evolve. Modifying an ontology is often
complicated (Klein and Fensel 2001). Extending an ontology
is generally easier. A newly emerging ontology should start by
describing its domain in the most generic way possible
(Raskin and Pan 2005). Then, it should be easy to add further
details to the generic concepts already present to accommo-
date the new information.

With this in mind, we designed a small, general dataset
ontology that fits our needs now, with the expectation that
whenmore specific concepts are needed in the future, they can
be added relatively easily. A diagram of the initial dataset
ontology is shown in Fig. 2.

Consider the DCAT14 portion of the ontology, shown in
yellow. DCAT, a W3C standard, is a small, specialized ontol-
ogy designed for catalogs and datasets. Because of the sim-
plicity and generality of DCAT, it was easy to extend it to
provide additional concepts required by LEMR. For instance,
each catalog needed an identifier, thus, a laspds:shortname
property was added for identification on a lab-wide scope. In
addition, we wanted to support a hierarchy of catalogs. At the
highest level would be the catalog ‘All LASP Datasets’ with
nested, more specific catalogs referencedwithin it. E.g., ‘Solar
Irradiance Datasets’, would contain both ‘Spectral Solar Irra-
diance Datasets’, and ‘Total Solar Irradiance Datasets’. To
handle this, the laspds:hasSubCatalog property was added,
which enabled the nesting of DCATcatalogs. These and other
added properties of the LASPDS ontology are shown in
Fig. 2, in green. Note that any query that would work on a
repository containing “normal” DCAT datasets or catalogs
would still work against our repository, as the DCATontology
per se was not changed.

The semantic web is powerful because of reasoning or
inferencing tools that ‘discover’ relationships between onto-
logical concepts that are not explicitly stated in ontology. For

9 FOAF, http://xmlns.com/foaf/spec/.
10 Bibliontology, http://bibliontology.com/.
11 SKOS, http://www.w3.org/2009/08/skos-reference/skos.html.
12 VCard, http://www.w3.org/TR/vcard-rdf/.
13 See the SWEET ontology homepage, http://sweet.jpl.nasa.gov/. 14 DCAT, http://www.w3.org/TR/vocab-dcat/.
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LISIRD mission pages we sought to provide information
about the physical quantities measured from a spacecraft.
While not explicit in the ontology, this information is available
via the dcat:Dataset concept, a key concept that connects
the vsto:Platform (a spacecraft) and the laspds:
PhysicalPhenomenon concepts via a chain of links. A more
sophisticated reasoning engine could use richer mechanisms
for harvesting new information or reasoning about the repos-
itory contents.

Bootstrapping the repository content

As there was no existing metadata database, it was necessary
to harvest and ingest metadata by hand. Using the VIVO
interface, students populated metadata fields with values,
working from web pages and other sources of data documen-
tation. Since the number of datasets and concepts is relatively
small, this task was not onerous. (Before going live with the
content, scientists will be asked to verify the information,
described further below in section 3, ‘Next Steps’.)

VIVO’s harvesting tool, the VIVO Harvester,15 has also
been used to populate related information about project re-
source usage (an independent, internal application of LEMR).
The Harvester supports bulk ingest into the triplestore. Scripts

are used to gather information from various sources in the lab.
That information is provided in CSV format to the Harvester,
which ingests the information into LEMR.

The metadata repository service layer

The VIVOweb application provides an interface for the entire
semantic database. While suitable for a semantic database
administrator, this complex interface is not suitable for general
maintainers of repository content. For example, users whose
role it is to maintain some metadata records should not be
exposed to underlying technological issues having to do with
ontology management and usage.

To support metadata management we needed a metadata
editor application to allow domain knowledge experts to view
and edit the metadata in a controlled way, without requiring a
comprehensive understanding of the semantic relations im-
posed by the ontology. We also needed to support web pages
that fetch current metadata values in creating content as those
pages are constructed.

The repository needed a service inventory to support
these applications. We used Fuseki, which serves RDF
triplestore data via HTTP, to create a SPARQL endpoint
capable of serving our semantic data. Via the SPARQL
endpoint, clients can execute queries in the context of
applications that limit access to only a specific subset of
the metadata in the repository, such as metadata for a

15 VIVO Harvester, https://wiki.duraspace.org/display/VIVO/VIVO+
Harvester.

Fig. 2 LASP’s dataset ontology. Note the incorporation and extension of other already established ontologies such as DCAT, FOAF, and bibliontology
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particular dataset that can be edited by a specific owner.
Via client interfaces to this layer, both reading and writing
can be controlled and limited to only the relevant portions
of the database.16

Client side interfaces

An important use case for LEMR metadata is to provide end
user access to current metadata through the LISIRD web
application. This section provides further details and examples
of LISIRD’s use of the repository.

We identified these requirements for LISIRD:

& Read current metadata from the repository to add to web
page content.

& Support metadata browsing or searching via user inputs
and queries.

& As much as possible, generate web page content dynam-
ically rather than statically.

As mentioned, queries to the database are done via the
SPARQL endpoint. We use the AngularJS JavaScript
framework to retrieve data from the SPARQL endpoint
and build LISIRD web pages. AngularJS provides ‘con-
trollers’, which contain workflow logic of the applica-
tion.17 These controllers generate dynamic SPARQL
queries to gather the desired metadata for each page as
the page is rendered. The corresponding metadata fields
and values are returned and parsed as a JSON18 object.
AngularJS templates define the common page structure
and include space for dynamic information. The templates
and controllers provide a clean, manageable way to gener-
ate dynamic requests based on information provided in the
URL and render web pages that incorporate information
returned from the metadata repository. This way current
information (such as metadata updates and important noti-
fications like warnings) will be available whenever the
page is rendered. An example of dynamically rendered
metadata can be seen in Fig. 3, where a ‘www.example.
edu/lisird/missions/sorce’ URL is passed to the AngularJS
controller, which then generates a dynamic page for the
SORCE mission with current information pulled in real
time from the repository. (See the Appendix for the
SPARQL query generated and some sample results).

With these capabilities, web pages or forms for the
specialized browsing of selected subsets of the metadata
can be generated dynamically. For instance, Fig. 4

demonstrates an AngularJS application to create a dynamic
catalog-browsing page. This page shows hierarchically
nested catalogs based on the types of datasets that LISIRD
offers, currently: solar spectral irradiance, total solar irra-
diance, and solar indices.

Additionally, we can create pages that allow users to di-
rectly interact with the metadata, as seen in Fig. 5. That page
allows users to find datasets that fall within the chosen spectral
and temporal ranges. AngularJS watches for user input in the
search boxes and updates the list of datasets instantly based on
the input.19

Next steps

Processes and tools for robust metadata management

A critical aspect of LEMR usage is establishing and using
good practices around it. Doing so has both technical and
social aspects.

On the technical side, write access will be limited to ap-
propriate persons via incorporation of authentication and au-
thorization functionality in the services. These user roles will
be supported:

& Metadata owner: an expert about the data that is respon-
sible for ensuring that metadata is current and accurate. A
metadata record may have multiple owners.

& Metadata curator: responsible for the repository as a
whole, ensures logical consistency, etc. The repository
may have multiple curators.

& Repository administrator: responsible for managing ontol-
ogies, the database, infrastructure, etc.

Formally storing metadata allows the records to be
version controlled. We will investigate how to best version
control the repository contents and ontologies (Klein and
Fensel 2001).

On the social side, the repository will be only as
successful as its content is complete and correct. Metadata
owners play a critical role in maintaining accurate infor-
mation. A strong incentive for participation is making
lives easier by simplifying the task of managing metadata.
(The threat of going live with the information is also a
powerful incentive for metadata owners to ensure accura-
cy). Metadata is typically managed in an ad hoc, error

16 New versions of VIVO are planned for releases that have increased
functionality such as a built-in SPARQL endpoints and a SPARQL-based
update API. We will evaluate and adopt these capabilities as appropriate.
17 AngularJS controllers model the ‘C’ in the MVC, or Model, View,
Controller software design pattern.
18 JSON is a lightweight data interchange format. See http://json.org.

19 From a software development perspective, AngularJS is powerful also
due to complementary tools for creating project skeletons (Yeoman) and
executing both unit and end-to-end testing, such as Grunt (Grunt) and
Karma (Karma), and managing dependencies (Bower). There are many
on line resources, such as, http://www.sitepoint.com/kickstart-your-
angularjs-development-with-yeoman-grunt-and-bower/.
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prone manner. The repository offers the alternative of
storing and managing the metadata in a more formal and
rigorous fashion.

We try to make the task as easy as possible for
metadata owners by prepopulating fields as best we can
before asking them to verify the information. A set of
easy to use CRUD interfaces is under development to
ease maintenance. Also, staff is available to spend time
with metadata owners and help them use the forms and
understand the repository. Once verified, the metadata
contents are expected to change infrequently. Creation
of a new metadata record can be simplified by presenting
users with a mostly prepopulated form and appropriate
widgets for generating values like dates. For example, a

common task would be to create metadata for a new
version of a dataset. A form can be presented that du-
plicates most information from the prior version, leaving
only a few fields needing input.

Providing linked open data

To link with other semantically enabled sites, LEMR must
provide linked open data. Linked open data specifications
require the metadata to:

1) Be openly licensed and available publically.
2) Be linked (to itself and/or external metadata) via

RDF triples.

Fig. 3 A dynamic mission page created by an AngularJS controller. This
page was created by requesting the URL “http://www.example.edu/lisird/
missions/sorce”. the AngularJS controller looks for the token appearing

after ‘missions’, in this case, ‘sorce’, and builds a dynamic SPARQL
query around that. See the Appendix for the query for this data as well as
the results returned from the SPARQL endpoint
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3) Contain resources (“things”) with unique URIs.
4) Use HTTP URIs so that these resources can be referred to

and looked up (“dereferenced”) by people and machines.

Once our SPARQL endpoint is public, LEMR will meet
these criteria.

Federating with other data centers

A major promise of the semantic web is to federate
with other sites, providing a rich cross-site browsing
and discovery experience. This means providing our
metadata in schemas (formats) understandable to other

Fig. 4 A prototype of a catalog browsing page. This page was created by requesting the URL “http://www.example.edu/lisird/catalogs/types”.
AngularJS parses the URL and builds a SPARQL query, the results of which are used to populate cell values in the table
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tools. In heliophysics that schema is SPASE (Narock
and King 2008; Merka et al. 2008a; Narock et al.
2009). More generally and internationally that schema
is ISO 19115.20 Therefore, we will export the informa-
tion stored in our database into ISO, SPASE, and per-
haps other representations.

We will write methods to format LEMR metadata into
SPASE, ISO, and other schemas and make those records
publicly accessible. Subsequent registration with other entities
(such as data.gov and the official SPASE registry) will allow
them to harvest our metadata.

One way to build these crosswalks is to export or pull
information from the repository in XML format and write
XSLT transformations to the desired schemas. The SPARQL
endpoint and VIVO itself can return metadata in XML,

Fig. 5 An interactive search page allowing users to search for datasets that cover a specific wavelength range and/or temporal range

20 ISO 19115, http://www.iso.org/iso/home/store/catalogue_tc/
catalogue_detail.htm?csnumber=53798.
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though it is a flat list of triples with little ontological semantics.
XSLT could be used to transform this output into other stan-
dard forms, however in some cases the mapping could be
complex.

LaTiS for metadata crosswalking

Our metadata repository software stack provides another op-
tion for accessing and transforming metadata. LaTiS21 is a
data access framework of Reader and Writer plugins that
leverages an intermediate ‘common’ representation to read
data in its native format and provide data in alternative formats
requested by clients. This flexibility makes it highly
configurable and able to serve a large variety of datasets in a
variety of formats. The LISIRD web site has for several years
leveraged LaTiS as middleware to provide access to the
datasets it serves. In this case LaTiS provides the data in JSON
format suitable for web based interactive plots, as well as
subsetting and reformatting on demand for download.

Metadata is simply another form of data servable by LaTiS.
A LaTiS LEMR Reader will read dynamically from LEMR
and various LaTiS Writers will provide the mappings to
various other metadata schemas, including ISO and SPASE.

Discussion

Expanding the ontology

The LASPDS ontology contains a small number of concepts,
just enough to support simple search capabilities over the
small number of solar and related datasets currently served
by LISIRD. However, LASP creates other data products in
other space domains, such as the atmosphere, the magneto-
sphere, cosmic dust, and planetary sciences. The LASPDS
ontology needs to evolve to handle queries meaningful in
these subdomains.

As an ontology represents a conceptualization, it is impor-
tant that it reflect a common understanding among those who
would depend upon it. To expand the LASPDS ontology, we
will seek input from domain experts to ensure its acceptability
and utility. LASP has 65 scientists conducting research in
space, a unique and valuable body of domain knowledge that
we expect to leverage. Resources permitting, input from
NASA’s Earth Science Data Systems Work Group
(ESDSWG), AGU’s Earth and Space Science Informatics
(ESSI) focus group, and the Earth Science Information Part-
nership (ESIP) will be invited.

Similar to designing software systems, designing an ontol-
ogy requires careful thought and consideration of technical

capabilities to be supported currently and into the future.
Indeed, like software design patterns, ontology design patterns
(ODPs) have been identified22 (Hitzler 2014). To ensure max-
imal utility into the future, input from specialists in ontology
design will be sought.

The community of space science needs better ontology
choices overall in order to lower the barrier to participation
in semantic technologies. In order to share the resulting on-
tology with the community, it will be deposited in the ESIP
Ontology Portal,23 a publically accessible repository for Earth
Science ontologies. It will also be publicizedwithin the groups
mentioned above and other relevant organizations such as
W3C.

Methodology discussion

In terms of functionality, LEMR provides capabilities that are
a vast improvement to our prior practices. With our team of 2
students and 3 professionals, the effort has taken roughly 1.0
student time (half time while classes are in session) and .5 of
an FTE for roughly one year. While having five minds in-
volved in the design and development was very valuable, the
actual labor involved was small.

Much labor went into investigating and trying existing
ontologies for suitability. This may be an exercise that any
organization would face. An organized library or search ser-
vice of ontologies could help potential users find ontologies,
but a fairly deep study comparing needed concepts and rela-
tions to those offered by an ontology is required to fully
understand the matches and impedances between the two
and the resulting consequences. As any domain could have
an innumerable number of concepts and relations, a well-
defined set of use cases is needed to constrain the problem
of what concepts are needed.

VIVO’s capabilities made it very easy to add a new ontol-
ogy (DCAT), to integrate our concepts into it (creating the
LASPDS ontology), and to link these new concepts back to
the VIVO ontologies. They also provided confidence that we
could recover from mistakes in ontology design and evolve
the ontology. Being able to easily augment and knit ontologies
is a boon to achieving functionality, validating the idea that
there is value in combining 'smaller' domain ontologies for a
specific solution, rather than trying to build a single large
ontology that both covers a broad scope of concepts and also
provides necessary specifics.

21 LaTiS, https://github.com/dlindhol/LaTiS/wiki.

22 The NeOn project has identified six categories of ODPs: Structural,
Correspondence, Content, Reasoning, Presentation, and Lexico-Syntac-
tic. The NeOn Project aims to “advance the state of the art in using
ontologies for large-scale semantic applications”. See http://
ontologydesignpatterns.org/wiki/Main_Page for information about
ODPs, and http://www.neon-project.org/nw/Welcome_to_the_NeOn_
Project for information about NeOn.
23 http://esipportal.cse.sc.edu:8084/ontologies.
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We continue to develop our LEMR tool suite and
applications using AngularJS, which provides a big lift
in developing robust, dynamic applications on top of
LEMR.

Security

In addition to metadata for scientific datasets, LEMR also
contains related information used for LASP internal pur-
poses. In order to selectively make portions of its content
available to the public, it is necessary to extract and dupli-
cate that content into a read-only, publically accessible
location. This is expected to be straightforward, using
SPARQL queries to extract the public information and a
bulk copy process to dump information into the public
database.

Some SPARQL queries are very CPU intensive. Mak-
ing the SPARQL endpoint publicly available raises the
possibility of an intentional or unintentional denial of
service attack. If this becomes a problem additional solu-
tions may need to be installed, such as classic rate limit-
ing and access control list capabilities. However, budget
constraints may limit our capability to provide this service
with such protections. Keeping the service alive could
depend on the extent of its use and the perceived value
it provides.

Linking LEMR with the university of Colorado’s VIVO
database

A vision of eScience is to make datasets as accessible
and useable as possible in order to enable new kinds of
science, including cross-disciplinary and citizen
science.

Generally dataset distribution requirements apply only to
the domain of the specific research field. This leads to silos of
data inaccessible to non-experts in the field, and limits the
utility of the data to a small group of select users. This ‘data
confinement‘ is a barrier to interdisciplinary and novel
research.

LASP is collaborating with its parent institution, the
University of Colorado, to eventually link LEMR with
the University’s VIVO repository of researchers, publica-
tions, and grants. Such a link would provide yet more
avenues of access into LASP dataset metadata via various
new dimensions such as co-authorship maps or research
interest concepts. A bi-directional link between our insti-
tutions will allow for co-authorship resolution in cases
where the authors are not in the same department or insti-
tution. For example, if a LASP dataset resulted in a publi-
cation with co-authors in different departments, LASP
would not need to generate resources and URLs for those
non LASP authors, but could simply link to them in the

University’s database. The University is encouraging fac-
ulty and professionals to get an ORCID24 identifier, a
persistent digital identifier to identify researchers. This
would likely be the concept we would use to link our two
repositories.

Conclusion

With LEMR, we formalized and brought process to our meta-
data management and can bring current metadata to our users
in an accessible way. We can now:

& Manage our metadata in a central repository with a man-
ageable process.

& Populate web content dynamically, consistently, and
accurately.

& Semantically link dataset metadata with other metadata
within the lab.

& Provide browsing and faceted search of our metadata.
& Support the evolution of LEMR by evolving ontologies

and their properties.

Additionally, in the near future we expect to be able to:

& Provide our metadata to the public as true linked open
data.

& Semantically link dataset metadata with other linked open
data from outside of the lab.

& Make our metadata available to the SPASE community,
data.gov, and other communities.

We believe access to current, definitive, verified meta-
data will help the users of our data understand their mean-
ing and use them properly. Our new browsing and faceted
search capabilities will help users find and understand the
datasets we serve. Providing the metadata in a variety of
machine-readable formats supports automated metadata
access and federation. These capabilities further empower
the public in finding, understanding, and using LASP
datasets. It is exciting that providing these semantic capa-
bilities is becoming within reach of the general software
developer by virtue of valuable open source tools, as se-
mantic capabilities are a key aspect of our new world of
eScience.
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Appendix

A. Example SPARQL query generated for grabbing mission
metadata (datasets omitted for simplicity):

The results of the above query, which can be returned in
multiple formats including JSON:
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