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Abstract
Autonomous vehicles (AV) promise a reduction in the number of deadly traffic accidents. However, should accidents occur,
attributions of responsibility are complicated by the fact that there is a human agent (driver) and a non-human agent (AV), and
thus responsibility is likely shared between parties. In two studies, participants (n = 310 and n = 260) read a vignette modeled
after an actual lethal AV accident. Across four experimental conditions, participants were told that the human driver either needed
to maintain oversight of the AV; did not need to maintain oversight of the AV; did not specify whether the human needed to
maintain oversight of the AV; or the artificial intelligence was turned off and the human driver was fully in control. Participants
assigned responsibility to the human driver, the AV company, the pedestrian, and an act of God, and determined whether the
human driver and company CEO should be held criminally responsible in court. Consistent with previous research, the human
driver was held most responsible regardless of oversight condition. However, companies were not absolved of responsibility,
evenwhen they required the human driver to maintain oversight of the AV. Implications of these findings for the introduction and
legal regulation of AVs are discussed.
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The advent of artificial intelligence (AI) requires individuals
to consider non-human agents when assigning blame and re-
sponsibility for accidents. One such case is that of autono-
mous vehicles (AV), which are increasingly seen on the streets
of industrialized societies. Though fully autonomous vehicles
are still rare, the number of vehicles with some level of auton-
omy is increasing. In many respects, this technological change
is welcome. Humans, and especially human drivers, are with-
out a doubt the most frequent cause of traffic accidents
(National Highway Traffic Safety Administration, 2015),
which combined cause nearly 40,000 fatalities every year on
U.S. streets (National Safety Council, 2020). AV technology
promises to reduce these deaths because AVs are much less
prone to accidents due to technology created to prevent
collisions.

Nevertheless, things can go wrong. There have been sev-
eral accidents involving AVs, some of which were fatal.
When determining a responsible party and placing blame,

people are highly focused on agency; that is, an actor choosing
a course of action. For most of history, humans were per-
ceived to be the only source of agency.1 This is especially true
in the determination of blame. There is plenty of evidence that
people selectively identify human agency as the cause of ac-
cidents, especially when people perceive an undesirable out-
come that could have been prevented (Alicke, 2000).
Consistent with this idea, people tend to be satisfied with
human agency as a sufficient cause of an outcome when trac-
ing the causes of an undesirable event to its origins, even when
the thus identified human action was caused by other circum-
stances (e.g., Hilton et al., 2016).

In line with this emphasis on human agency in causal attri-
bution, Awad et al. (2020) recently examined attributions of
blame for AV accidents. The authors focused on different
types of agency that exist when human drivers collaborate
with AI in the operation of a vehicle. Specifically, the authors
examined when a pedestrian was killed as a function of (a) the
failure of human drivers to intervene in a malfunction of the
AV; (b) the erroneous intervention of a human driver in the
otherwise correct operation of an AV; (c) the failure of an AV

1 Beyond humans, agency also tends to be attributed to deities or beings such
as spirits, totems etc. Typically, such beings are represented in ways that
attribute human characteristics to them.
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to intervene and correct the errors of a human driver, and (d)
the erroneous intervention of an AV in the otherwise correct
driving of a human driver. Across five studies, observers were
most inclined to lay blame and responsibility with the human
driver in scenarios (a) and (c) that involved both “drivers”
making errors, even when an AV performed an action identi-
cal to that of the human driver. This finding confirmed the
well-documented readiness to focus on human agency as a
causal force, even when AI may have presented itself as an-
other source of agency. Broadly, Awad et al.’s (2020) findings
support the idea of a “moral crumple zone” proposed by Elish
(2019). According to Elish, when faced with the challenge of
having to attribute responsibility to either an automated sys-
tem or human actors, people are disproportionately inclined to
hold the system faultless, and blame the human operators even
when they have limited control over the situation. In this
sense, humans serve as moral buffers against blaming tech-
nology and its manufacturers.

Awad et al.’s (2020) results are also broadly consistent with
research by McManus and Rutchick (2019). In their study,
McManus and Rutchick had participants read about a scenario
in which an AV accident resulted in the death of a driver, or
conversely, of two construction workers. The authors varied
whether the human was driving a traditional vehicle or driving
an AV that had either been programmed by the vehicle manu-
facturer or by the owner himself. Not surprisingly, when the
AV was in full control, participants attributed less blame to the
human owner, unless he programmed the AV himself. This
finding highlights that perceived agency (whether the human
or the robot was in charge) was the prime determinant of blame
(cf. Bennett et al., 2020).2 However, the scenarios used by
McManus and Rutchick focused on the special case in which
death was unavoidable such that either the driver or others were
killed (see also Bonnefon et al., 2016). Such scenarios are use-
ful to evaluate existential choice as epitomized by the frequently
employed trolley problem (Foot, 1967; but see De Freitas et al.,
2020). Yet, most fatal accidents involving AVs do not involve
an unavoidable death. In many vehicle accidents the harm is
asymmetric, such as when a vehicle collides with a pedestrian
or a cyclist, in which greater harm to the latter party is expected
regardless of who caused the accident.

The work by McManus and Rutchick (2019) also leaves
several issues unresolved. Most prominently, at the present
time all AVs on streets in the U.S., Australia, and many other
countries require that humans maintain continuous oversight
and are ready to intervene in the operations of the AV at any
time (e.g., Arizona’s Executive Order 9, 2015, or Nevada

Revised Statue 482A; National Transport Commission,
2020). The work by McManus and Rutchick (2019) did not
make any mention of this essential legal obligation of contin-
uous human oversight when operating AVs.

Awad et al.’s (2020) research is more realistic in that it
examined the asymmetrical nature of most accidents, namely
by focusing on a situation in which an AV kills a pedestrian in
an accident that could have been avoided. However, because
their experimental scenario is constructed in a way that high-
lights that there are often two drivers (e.g., a human and a
machine), it remains unclear how requirements of AV over-
sight may modify attributions of blame.Moreover, the authors
did not report attributions to other parties outside of the human
driver and the machine, and it is not clear to what extent
research participants might have blamed other parties or cir-
cumstances (e.g., Pöllänen et al., 2020).

In our work, we focus on the first and thus far only fatal AV
accident involving a pedestrian which occurred onMarch 18th,
2018 in Tempe, AZ. A little before 10:00 p.m., Elaine
Herzberg, 49, was walking her bicycle across a dark street
outside of a pedestrian crosswalk. An autonomous Volvo
owned and operated by Uber collided with Herzberg, resulting
in her death. Although the tragedy of this event was transparent,
the responsibility for the accident was much more opaque. The
vehicle’s driver, Rafaela Vasquez, 44, who was hired by Uber
to oversee the vehicle in the event of a malfunction, was dis-
tracted. According to Tempe police and an investigation by the
National Traffic Safety Board (NTSB), Rafaela had often taken
her eyes off of the road for extended periods of time (Randazzo,
2019). Further, she was actively streaming the television show
“The Voice” to her phone, and was observed looking at her
phone immediately preceding the accident by video taken from
inside the vehicle (BBC News, 2019).

There was also evidence to implicate the pedestrian herself
in the accident. A toxicology report determined that Herzberg
had methamphetamine and marijuana in her system, and may
have been intoxicated at the time of the incident (Randazzo,
2019). Further, had Herzberg been crossing at a designated
crosswalk area, the AV might have been quicker to identify
her as a pedestrian and the collision might have been avoided
(McCausland, 2019).3 However, the victim’s family is suing
the city of Tempe for $10 million, stating that the paving in the
median was indicative of a legal road crossing.

The programming of the Uber vehicle was also implicated.
According to the same NTSB report, the vehicle lacked “the
capability to classify an object as a pedestrian unless that ob-
ject was near a crosswalk” (McCausland, 2019). Despite a
series of sensor systems including lidar, radar, and traditional
cameras that were engineered to identify objects in the road
and to predict the path of those objects, the vehicle failed to

2 McManus and Rutchik (2019) also tested to what extent the availability of an
override switch shaped blame attributions. If the human owner could have
overridden the actions of the AV, the driver was not blamed any more or less
compared to when he was operating a manual vehicle. However, more blame
was assigned when the driver did override the actions of the vehicle. The latter
finding highlighted commission as a critical element in blame attributions.

3 The only way for the vehicle to “intervene” would have been for it to notify
the driver (Vasquez) because the automated brake function had been disabled.
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correctly identify Herzberg as she crossed the street
(Gonzales, 2019). Although the sensors detected Herzberg
as an object six seconds before the impact, they did not cor-
rectly identify her as a pedestrian nor determine her trajectory.
About 1.3 s before the impact, the vehicle determined that
braking was necessary, but Uber had disabled the emergency
braking system and instead was reliant upon the safety driver
to stop the vehicle in the event of a malfunction (McCausland,
2019).

The ambiguity of this case underscores the potential prob-
lem in the ubiquitous adoption of AVs. When an accident
occurs in a traditional vehicle, the accountable party is typi-
cally straightforward. For example, were a driver to have
caused an accident that resulted in the death of a pedestrian
while being in reckless disregard of the road, he or she would
likely have faced criminal charges. However, as illustrated in
the case of Elaine Herzberg, AV accidents likely have multi-
ple points of failure rather than just one. Further, system fail-
ures in AVs are difficult to attribute to a lone actor, and are
instead diffuse throughout the manufacturing organizations.

Within a year of the accident, Arizona prosecutors decided
that Uber would not be held criminally liable for the death of
Elaine Herzberg (Wamsley, 2019). More than two and a half
years after the incident, charges of negligent homicide were
brought against Rafaela Vasquez (Elish, 2020).4 As of this
writing, her trial is set for August 10, 2021.

To examine attributions of blame and responsibility with
regard to accidents involving AVs, we created vignettes that
were inspired by the case of Elaine Herzberg, though the sce-
nario was slightly simplified. For instance, in our scenario we
referred to the manufacturer and the company operating the
vehicle as the same company, though in reality these could
differ. We also took some liberties with regard to the driver,
but emphasized her experience as a professional driver.
Lastly, we highlighted that the pedestrian did not cross at a
designated crosswalk (see Method for our complete vignette).

In our research, we experimentally varied whether the driv-
er was required to oversee the vehicle at all times, as was the
case in the accident involving Elaine Herzberg; whether the
driver did not need to maintain oversight at all times; or
whether the AI enabling autonomous driving had been turned
off. In a fourth and final condition, we did not state whether or
what kind of oversight was required. Consistent with
established models of responsibility attribution (Shaver,
2012; Weiner, 1995), we anticipated that the more control
the driver had, the more responsibility for the accident would
be attributed to her. That is, less responsibility should be at-
tributed to the driver when the AV did not require any

oversight than when the AV required oversight or when the
autonomous driving capability was turned off. Conversely,
less responsibility should be attributed to the manufacturer
when the driver had more control.

Note that these three levels of human control resembled
those modeled by Pöllänen et al. (2020), who varied whether
the vehicle was manually driven, semi-automatic, or fully au-
tomatic; however, the definition of “semi-automatic” given to
their participants emphasized that the AV would request inter-
vention from the human driver. In cases of emergency, as oc-
curred in the accident involving Elaine Herzberg, this scenario
does not sufficiently highlight what is currently a legal require-
ment: namely, that the human driver must oversee the AV and
intervene when the situation requires it, regardless of whether
he or she is prompted by the vehicle to do so (see, e.g.,
Arizona’s Executive Order 9, 2015, or Nevada Revised Statue
482A n.d.). Hence, our scenario is arguably more realistic.

Despite the findings by Awad et al. (2020), we did not
necessarily assume that the driver would be blamed the most,
because in a fully autonomous vehicle, agency rests primarily
with the vehicle and there is no necessity for the human driver
to pay attention to the road. Hence, we expected that the com-
pany would be held more accountable than the driver when
the AV is fully autonomous. Given the reality of the Herzberg
accident, we also included the pedestrian as a potential target
for attribution (see also Bennett et al., 2020; Pöllänen et al.,
2020) to expand upon the scenarios from Awad et al. (2020)
and McManus and Rutchick (2019). In addition, we also of-
fered participants the option of designating no culpable party
or describing the event as an act of God, that is, an event that is
defined in law as being outside of human control.5

The present research also investigates to what extent attri-
butions of responsibility and blame are qualified by the type of
corporate defendant. Research has demonstrated that in civil
court, corporate defendants are treated more punitively com-
pared to individual defendants (MacCoun, 1996). This dispar-
ity is in some part due to the assumption that corporations tend
to have “deeper pockets” and are more likely to pay higher
compensatory and punitive damages (Hans, 2000; Vidmar,
1999). At the present time, companies engaged in developing
autonomous mobility vary dramatically in size, ranging from
multi-billion dollar companies, such as Google’s Waymo
(1500 employees), to relatively small companies focusing on
specialized application, such Locomation.ai (20 employees).
In this research we hypothesized that, as in prior research,
larger, wealthier companies would be held more responsible.

4 The present research was conducted in Spring of 2020, when Rafaela
Vasquez had not been charged yet, and when it appeared that she would not
be charged. The present research was inspired in part by the question of why
she had not been charged, even when existing research suggested that the
human driver would be most likely identified as the party most responsible.

5 The present studies also explored various moderator variables, including
self-reported knowledge of and attitudes toward AVs, as well as political
orientation, as existing research suggests that conservatives tend to be more
pro-business (e.g., Heinze et al., 2014), and are more likely than liberals to
embrace an ideology of personal responsibility (Carroll et al., 1987; Schlenker
et al., 2012). However, none of the variables yielded reliable and consistent
effects across our two studies; hence, they are not reported further.
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Study 1

Method

Participants

We recruited 350 participants from Amazon’s Mechanical
Turk (MTurk) and compensated them $0.75. Our final sample
was 310 participants after removing 34 participants with du-
plicate IP addresses, four participants who took fewer than
60 s to complete the survey (completion time M= 334 s,
Md = 216 s), and two participants who agreed to participate
but did not answer any items. The sample self-identified as
60.0% men, and included 70.3% Caucasians/Whites, 10.3%
African Americans/Blacks, 9.0% Latin/Hispanic, 4.5%
Asians. The mean age was 36.0 (SD = 11.3; range = 19–72).

Design

We randomly assigned participants to a 4 (oversight: required
vs. not required vs. not mentioned vs. AI not engaged) × 2
(company size: small vs. large) between-subjects factorial de-
sign. In all conditions, the participant read a scenario about
Kate, a test driver for an automobile company entering the AV
market. Kate had positive performance reviews and experi-
ence behind the wheel of AVs. While piloting one of the
vehicles, she was looking at her phone when a pedestrian
crossed the street illegally, killing the pedestrian instantly.

Materials

Vignette All participants read a version of the following
vignette (with text varied between conditions underlined):

“Kate is 30 years old, and has been working as a test
driver for a small and upcoming automobile company
for the last two years. This automobile company is
attempting to enter the autonomous vehicle, or self-
driving car, market in the near future. She has always
received positive performance reviews from the
company.
The automobile manufacturer has stated that their self-
driving car technology needs consistent human over-
sight, with a driver paying attention and being able to
intervene at all times.
Kate has thus far logged over 10,000 miles of experi-
ence behind the wheel of self-driving vehicles without
incident.
Last week, Kate was piloting the vehicle with the self-
driving mode of the car turned on. She was looking at
her phone and did not see a pedestrian who was crossing
the street illegally, not at an approved crosswalk. The
car struck the pedestrian, killing them instantly.”

For half of our participants, the company for which the
driver (Kate) worked was “small and upcoming,” whereas
for the other half it was “large and established.” In the over-
sight required condition participants learned that “their self-
driving car technology needs consistent human oversight,
with a driver paying attention and being able to intervene at
all times.” In the oversight not required condition participants
read that “their self-driving car technology was in the final
phase of development and does not need consistent human
oversight.” In the AI not engaged condition, participants read
a sentence simply stating that she “was piloting the vehicle
with the self-driving mode of the car turned off.” Lastly, in the
not mentioned condition, participants did not receive any in-
formation about whether oversight was required or not,
though as in the vignette above, the vehicle was described as
“self-driving.”6

Responsibility To examine responsibility for the accident,
participants rated how responsible Kate, the automobile
manufacturer, and the pedestrian were on a scale from 0 (not
at all responsible) to 100 (completely responsible). They also
rated the extent to which they believed no one was responsible
from 0 (disagree) to 100 (agree); specifically, the item to
which participants responded was “No one is responsible for
the accident, bad things just happen sometimes.” This
amounts to what is legally referred to as an “act of God,” a
phrase we use throughout the remainder of the manuscript.
The response scale was an online slider scale, with the slider
initially being positioned at 50 (midpoint) and requiring par-
ticipants to drag it to the desired position on the scale.

Criminal Responsibility Participants answered a yes or no
question as to whether they believed the driver and the CEO
of the company should be held criminally responsible for the
accident.

Demographic Questions Participants answered demographic
questions assessing their age, gender, race and ethnicity, level
of education, and political affiliation (the latter measured on a
scale from 1 [more liberal] to 5 [more conservative]).7

Procedure

After reading and agreeing to a consent sheet, participants
were instructed to read a story about a female driver named
Kate. Participants were then randomly assigned to read one of

6 Some conditions in our study do correspond to specific automation levels as
stipulated by the Society of Automotive Engineers (SAE). Our “AI not en-
gaged” condition corresponds to level 0 (no automation). Our “oversight not
required” condition suggests level 5 (human attention not required). Our
“oversight required” leaves it open if this is level 3 or 4 (both require human
interaction in case of error or system failure).
7 In both studies reported here, participants also responded to questions
pertaining to monetary liability, and knowledge and trust of autonomous ve-
hicles, and trust in technology in general. These variables were either consid-
ered problematic or did not yield any meaningful results. Additional informa-
tion about these findings can be obtained from the authors.
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eight vignettes. Next, participants answered the responsibility,
criminal responsibility, AV and technology knowledge and
trust, and demographic questionnaire.

Results

Responsibility

To account for the nested nature of the responsibility measures,
we used a linear mixed effects model to examine the effects of
oversight and company size on participants’ responsibility
judgments. The fixed effects included oversight, company size,
the party responsibility rating (i.e., driver, company, pedestrian,
act of God), and all interactions between these factors, whereas
the random effects included participants. Analyses were con-
ducted using the lme4 package in R (Bates et al., 2015).

The multilevel model results indicated a significant main ef-
fect of company size, F(1, 302) = 8.81, p = .003. Contrary to our
prediction, participants attributed more responsibility when the
car company was small (M = 55.10, SD = 32.15) compared to
large (M = 48.96, SD = 34.76). However, company size was not
involved in any interaction effect. Overall, this finding did not
confirm our hypothesis concerning the “deep pockets” effect.

Importantly, there was also a main effect of the party re-
sponsibility rating F(3, 906) = 76.90, p < .001, such that par-
ticipants attributed higher levels of responsibility to the driver
compared to the company, pedestrian, and to the act of God
option, all ps < 0.001; see Table 1 for a summary of means).
Critically, this effect was qualified by a significant interaction
between oversight and the party responsibility rating F(9,
906) = 5.35, p < 0.001 (see Fig. 1).
Most Held Responsible Not surprisingly, the driver was
always considered the party most responsible when either
the AI was not engaged or when oversight was required,
with means substantially greater than those for all other
parties, all ps < .001; see Table 1 and Fig. 1. However, when
oversight was not required, there was no difference in
responsibility attributions between the driver and the
company, p = .55, with both being considered more
responsible than the pedestrian or the act of God option, all
ps < .043. Importantly, the driver was not relieved of
responsibility when oversight was not required. When
oversight was not mentioned, there was no difference in how
much responsibility was attributed to the driver, the company,
or the pedestrian, all ps > .15, though each was considered
more responsible than an act of God, all ps < .001. (For ease
of comprehension, the same Study 1 data as summarized in
Table 1 and Fig. 1 are also displayed in Appendix Part A,
allowing for a direct comparison between attributions of
responsibility to different sources of agency.)
Driver Responsibility As could be expected, participants
attributed more responsibility to the driver when the AI was
not engaged (M = 74.22, SD = 25.65) than when oversight

was not required and when oversight was not mentioned, ps
< .021. Pairwise analyses indicated that participants attributed
more responsibility to the driver when oversight was required
(M = 74.20, SD = 24.72) than when oversight was not
required (M = 61.28, SD = 27.59), p = .010, and when
oversight was not mentioned (M = 62.73, SD = 25.65;
p = .020). No differences emerged between oversight not
required and oversight not mentioned, indicating that
participants considered drivers to be equally responsible
across these conditions. Similarly, there were also no
significant differences between responsibility in the AI not
engaged and oversight required conditions.
Company Responsibility As hypothesized, the company was
considered more responsible when oversight was not required
(M = 64.17, SD = 25.70) compared to when oversight was
required (M = 51.60, SD = 32.38), p = .010. Participants also
attributed more responsibility when oversight was not
mentioned (M = 59.93, SD = 30.12), p < .001, oversight was
not required, p < .001, or when oversight was required,
p = .012, than when the AI was not engaged (M = 39.51,
SD = 37.66). These findings suggest that companies are still
held responsible even when they require driver oversight,
though to a lesser extent than when no oversight is required.
Act of God and Pedestrian Participants were more likely to
consider the accident an act of God when oversight was not
required (M = 38.26, SD = 32.75), p = .009, or oversight was
not mentioned (M = 36.84, SD = 33.27), p = .027, in
comparison to when the AI was not engaged (M = 25.62,
SD = 31.77). The mean for oversight required fell in-
between the other three, without being significantly different
from them, all p > .098. Attributions of responsibility to the
pedestrian did not differ by levels of oversight.

Criminal Liability

Participants were asked whether they believed the driver or
the CEO of the AV manufacturer should be held criminally
liable for the death of the pedestrian. A logistic regression
model was used to test whether the primary manipulation of
oversight, company size, and their interaction was related to
criminal responsibility.
Driver A total of 52% of our sample believed that Kate, the
driver, should be held criminally responsible. There was no
significant main effect of company size or the interaction
effect between oversight condition and company size
(ps > .18). A significant main effect for the oversight
condition, χ2(3) = 8.73, p = .03, showed that participants
were most likely to believe that the driver should be held
criminally responsible when the AI was not engaged (63%)
compared to when oversight was not required (45%, p = .026)
andwhen oversight was not mentioned (42%, p = .011), though
no reliable difference with the oversight required condition
emerged (56%, p = .38). Interestingly, when the AI was
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engaged, there was no difference between whether oversight
was required or not required, p = .17. No other effects were
significant. Driver criminal responsibility was positively
correlated with general driver responsibility (r = 0.48,
p < .001), suggesting participants’ responsibility attributions
are related to their beliefs regarding criminal responsibility.
Company CEO Approximately 38% of our sample believed
that the CEO of the AV company should face prison time
for their role in the death of the pedestrian. There was no
significant main effect of company size or the interaction
effect between oversight condition and company size
(ps > .34). The main effect was significant, χ2(3) = 10.94,
p = .012. When the AI was not engaged, participants were
least likely to consider the CEO deserving of prison time
(27%), but they thought s/he was considered to be significant-
ly more deserving of prison when oversight was not required
(49%, p = .004) or when oversight was not mentioned (45%,

p = .019), with the oversight required condition falling in be-
tween, though without being reliably different (33%, p = .36).
However, when the AI was engaged, participants were less
likely to say that the CEO should be imprisoned when over-
sight was required compared to when oversight was not
required, p = .044. Similar to the driver, company CEO attri-
butions of criminal responsibility were positively correlated
with general company responsibility (r = 0.40, p < .001).

Discussion

As in previous research (Bennett et al., 2020; Pöllänen et al.,
2020), the company (which manufactured and programmed
the vehicle) was held more responsible for the accident when
control over the vehicle shifted away from the human driver.
However, the human driver was always blamed to a non-
trivial extent. Both when the vehicle was operating

Table 1 Perceived responsibility
and criminal liability (Study 1 &
Study 2)

Driver Company Pedestrian Act of God

M (SD) M (SD) M (SD) M (SD)

Responsibility rating

Study 1 68.25a (26.49) 53.64b (33.04) 52.73b (32.48) 33.50c (32.70)

Study 2 59.78a (26.30) 52.03b (30.43) 51.38b (29.40) 33.07c (34.74)

Criminal liability

Study 1 52.13% 38.36%

Study 2 58.46% 47.69%

Responsibility ratings were recorded on a 0–100 scale; criminal liability was recorded on a percent scale

Fig. 1 Responsibility attributions to driver, company, pedestrian and act of God (Study 1)
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autonomously and it was explicit that no oversight was re-
quired, and when no message concerning required oversight
was conveyed (and people assumed that the vehicle was fully
autonomous), drivers were still considered as responsible for
the crash as was the company. At the same time, drivers were
considered most responsible for the accident when they had
full manual control over the vehicle (and the AI was not en-
gaged), and even when they merely had the obligation to
maintain oversight at all times. This finding is consistent with
Pöllänen et al. (2020), who found that the total amount of
blame leveraged against the manufacture or the vehicle in-
creased for a partially autonomous vehicle compared to a tra-
ditional one, while the blame attributed to the human driver
did not decrease.

At the same time, as in Pöllänen et al. (2020), the responsi-
bility attributed to the company increased significantly when the
vehicle was fully automatic and did not require any oversight.
This effect seemed to be accompanied by a significantly lower
inclination to hold the human driver responsible, even when the
mean of the rating remained in the upper half of the scale.
Whereas responsibility attributions to the pedestrian varied little
across conditions, attributions to an act of God were elevated
whenever the vehicle was operating autonomously, regardless of
whether oversight was required or not. That is, only when the
driver had full manual control did participants seem to exclude
the possibility of an uncontrollable and unforeseeable cause.
This finding suggests that participants seemed to have a consid-
erable tolerance for error when AI was involved, but a much
lower threshold for human drivers.

Company size matters primarily, though not exclusively,
when the driver was operating an AV without the AI having
been engaged. In all instances, the driver was blamed the
most, regardless of company size. However, larger companies
were clearly blamed much less than smaller companies. No
other differences as a function of company size emerged.

Study 2

The goal of our second study was to replicate our Study 1
findings and assess their robustness. We asked participants
not only to rate the responsibility of each party for the acci-
dent, but also to indicate the level of blame. In Study 2 we also
altered the language used to manipulate company size, in case
our Study 1 effect suffered from too weak a manipulation, and
we used different language when asking participants to attri-
bute blame to an act of God. Lastly, we explored various
moderator variables including political orientation, gender,
and age, as well as perceptions of the safety of AVs in general,
all of which were assessed before participants encountered the
accident vignette. However, because none of these moderator
variables resulted in significant findings, they are not reported
on further.

Method

Participants

We recruited 268 participants from MTurk and compensated
them $0.75. Our final sample was 260 participants after re-
moving seven participants with duplicate IP addresses and one
participant who took fewer than 60 s to complete the survey
(completion time M= 415 s, Md = 316 s). The sample self-
identified as 70% men and included 68.5% Caucasians/
Whites, 13.1% African Americans/Blacks, 10.0% Latin/
Hispanic, 4.6% Asians. The mean age was 36.5 (SD = 11.1;
range = 18–70).

Design

Study 2 employed the same design as Study 1, that is a 4
(oversight: required vs. not required vs. not mentioned vs.
AI not engaged) × 2 (company size: small vs. large)
between-groups factorial design.

Procedure

All procedures were identical to Study 1 except for the fol-
lowing amendments. First, Study 2 used a separate rating of
blame following the responsibility ratings. Blame ratings were
highly correlated with responsibility ratings, r > .80. Because
we did not discern different patterns of results, we only report
results for responsibility (see Appendix Part B for blame
rating results). Second, in case in Study 1 positioning the
slider at the mid-point scale (50 on a 0 to 100 scale) had
inflated responsibility attribution, in Study 2 the starting posi-
tion on the slider scales used for responsibility attributions was
changed to 0 (see Table 1 for responsibility means for Study 1
and Study 2). That is, all participants needed to move the
slider in order to assign any level of responsibility. Third,
we added a slight modification of our oversight manipulation.
Whereas in Study 1 we had pointed out that the vehicle that
was fully self-driving without requiring human oversight was
still “in the final development” (a detail not attributed to the
vehicle in the other experimental conditions), we omitted any
mention of the developmental stage in Study 2. Fourth, in light
of the surprising main effect of company size, Study 2 altered
the manipulation for company size to re-examine the nature of
the effect. Lastly, whereas in Study 1 we interpreted our attri-
bution to “no one in particular” as an act of God, Study 2
mentioned this term explicitly when participants made attri-
bution judgments.8 See Appendix Part C for a summary of all
method-related variations between Study 1 and Study 2.

8 The exact wording of the revised item was “No one is to blame for the
accident, (i.e. this was an ‘act of God’).”
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Results

Responsibility

As in Study 1, we submitted data to a linear mixed effects
model using the lme4 package in R (Bates et al., 2015).
Unlike before, there was a main effect of oversight condition,
F(3, 252) = 4.15, p = .03. Participants attributed more respon-
sibility across all parties when oversight was not mentioned
(M = 53.08, SD = 33.13, p = .01) or oversight was required
(M = 52.19, SD = 29.77, p = .02) than when the AI was not
engaged (M = 44.47, SD = 33.39). The condition in which
oversight was not mentioned did fall in-between the others
without being reliably different from oversight was not
required and oversight required, ps > .53.We did not replicate
the main effect of company size from Study 1 (p = .21).
However, we did replicate a significant main effect of which
party participants held more responsible F(3, 756) = 46.52,
p < .001. Consistent with previous findings by Awad et al.
(2020), participants attributed higher levels of responsibility
to the driver in comparison to the company, pedestrian, and
act of God, all ps < .001 (see Table 1).9 Participants also at-
tributed higher levels of responsibility to the company and
pedestrian than to an act of God (ps < .0001). Critically, these
two main effects were qualified by an interaction, F(9, 756) =
4.43, p < 0.001 (see Fig. 2).

Most Held Responsible Replicating Study 1, the driver was
always held most responsible when the AI was not engaged,
p < .001. Inconsistent with our prediction, the driver, the
company, and the pedestrian were held equally responsible
when oversight was required (ps > .16), though all were
considered more responsible than an act of God (p < .001).
These results suggest participants still held the company
accountable even though the driver was supposed to oversee
the vehicle.

When oversight was not required, the driver, the company,
and the pedestrian were also held equally responsible (p-
s > .08), though again each were more responsible than an
act of God (p < .001). This finding only partially replicated
Study 1, which found higher responsibility attributions for
the driver and the company than the pedestrian. Finally, there
was no reliable difference in responsibility attributions be-
tween the company and both the driver and pedestrian when
oversight was not mentioned (p > .22), though drivers in this
condition were held more responsible than pedestrians
(p = .03) and an act of God was rated the least responsible
(ps < .001). Results mostly replicated Study 1, with the excep-
tion that in Study 2 the driver was held more responsible than

the pedestrian when oversight was not mentioned, whereas in
Study 1 there was no difference. (For ease of comprehension,
the same Study 2 data as in Table 1 and Fig. 2 are also
displayed in Appendix Part D, allowing for a direct compari-
son between attributions of responsibility to different sources
of agency.)
Driver Responsibil ity Participants attributed more
responsibility to the driver when the AI was not engaged
(M = 65.49, SD = 26.17), p = .003, when oversight was not
mentioned (M = 63.58, SD = 26.24), p = .008, and when
oversight was required (M = 60.27, SD = 25.13), p = .04,
compared to when oversight was not required (M = 49.75,
SD = 25.40). This result suggests that the driver is not held
as responsible when the company indicated that the driver
does not need to oversee the AV. Replicating Study 1,
participants considered the driver to be more responsible
when oversight was required and when AI was not engaged
than when oversight was not required. However, we did not
replicate Study 1 findings that drivers received more
responsibility in the oversight required and the AI not
engaged conditions compared to when oversight was not
mentioned (ps > 0.55). Additionally, Study 1 participants
attributed similar responsibility to the driver in the oversight
not required and oversight not mentioned conditions, whereas
in Study 2 participants attributed more responsibility in the
oversight required conditions.
Company Responsibility The company was held more
responsible when oversight was required (M = 59.34, SD =
31.46), oversight was not mentioned (M = 58.08, SD = 29.81),
or when oversight was not required (M = 56.60, SD = 29.13)
compared to when the AI was not engaged (M = 34.11, SD =
31.46) ps < .0001. These findings suggest companies are held
responsible in all conditions where the AI is on, regardless of
whether they require the driver to oversee the AV. These
findings replicate Study 1. However, this study did not
replicate our earlier finding that companies are held more
responsible when oversight was not required compared to
when oversight was required. This finding suggests that
companies are not relieved of responsibility when they
require the driver to maintain oversight over the AV at all
times.
Act of God and PedestrianUnlike Study 1, participants did not
differ in considering the accident an act of God by levels of
oversight. However, we replicated findings from Study 1 that
there were no differences in pedestrian responsibility across
levels of oversight.

Criminal Liability

Driver As indicated in Table 1, drivers were not held as
responsible in Study 2 as in Study 1, possibly due to the
difference in slider position. Still, Study 2 found that 58% of
our sample believed that Kate should be held criminally

9 Overall, in spite of the slightly different online questionnaire design and the
varying order of measures, means for the responsibility ratings were indistin-
guishable between Study 1 and Study 2. The only exception were the driver
responsibility ratings, which were significantly higher in Study 1 than in Study
2 (ΔM = 8.47, 95%CI [4.11, 12.83]).
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responsible, and these effects were marginally dependent
upon the oversight condition, χ2(3) = 6.64, p = .08. Within
the oversight condition, the effect from Study 1 was
somewhat replicated in regard to the AI not engaged
condition. Participants in this condition (71%) were
significantly more likely than those in the no oversight
required condition (49%) to believe the driver should be
held criminally responsible, p = .01, and slightly more likely
to believe the driver should be held criminally responsible
than the oversight not mentioned category (56%, p = .08).
The difference did not hold for the oversight required
condition (58%, p = .13). These findings suggest that the act
of having any level of AI autonomy engaged relieves the
driver of some criminal responsibility in the minds of
research participants. Driver criminal responsibility was
positively correlated with general driver responsibility (r =
0.34, p < .001), suggesting participants’ responsibility
attributions are related to their beliefs regarding criminal
responsibility.

Company CEO In Study 2, 48% of participants believed the
company CEO should be held criminally responsible for the
accident. The oversight manipulation significantly affected
these responsibility attributions, χ2(3) = 9.44, p = .02.
Replicating Study 1, participants were less likely to believe
the CEO should be held criminally responsible when the AI
was not engaged (32%) than when oversight was not
mentioned (56%, p = .007) or when oversight was required
(55%, p = .01). Similar to Study 1, participants differed only

marginally between the AI not engaged and oversight not
required conditions in whether they believed the CEO
should go to prison. Those in the oversight required condition
were slightlymore likely than those in the oversight not required
condition (48%) to believe the CEO should be held criminally
responsible, p = .07. This was contrary to expectations, as a
company that had explicitly delegated some of the
responsibility to the driver should be held less responsible than
a company that accepted all responsibility from the start. There
were no other significant differences, ps > 0.33. Company CEO
criminal responsibility was also positively correlated with
general company responsibility (r = 0.34, p < .001).

Discussion

Our second investigation reproduced most of the patterns
from Study 1. Drivers, on average, were more responsible
for the accident than companies. Even with a slightly different
manipulation, company size, again, was inconsequential. Still,
some noteworthy differences emerged.

As in Study 1, the company was more responsible when
any level of automation was engaged. Yet, recall that in Study
1 participants held the company most responsible when no
oversight was required compared to when the driver was ob-
ligated to pay attention to the road. In our second study, how-
ever, participants did not seem to distinguish between levels of
oversight in terms of company responsibility. It is difficult to
interpret this apparent discrepancy. One could speculate that

Fig. 2 Responsibility attributions to driver, company, pedestrian and actor of God (Study 2)
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methodological details between Study 1 and Study 2 may
have contributed to this difference. In both studies, partici-
pants indicated their responsibility attributions with a slider
tool, which by default was set to the middle of the scale (50)
in Study 1, but to 0 in Study 2. Pertinent research by Liu and
Conrad (2019) shows that a slider’s starting position does not
affect participants’ response, except when a 100-point scale is
used. This is, however, precisely the scale of choice in the
present research. Liu and Conrad (2019) demonstrated that
on such 100-point scales, participants are likely to accept the
default position as their response.

However, few participants in our studies accepted the de-
fault slider position. Especially in Study 2, with the slider set
to 0 from the beginning, all participants had to move the slider
in order to assign any level of responsibility. In Study 1, across
all four sliders only 1.3–5.5% of all responses reflected the
default response of 50 on a 100-point scale, arguably a negli-
gible number. In Study 2, participants were only likely to
leave the slider at 0 when this was a plausible response.
Participants blamed the company the least when the driver
had turned off the AI, with 31% of all responses being 0, or
when 32% of all participants rejected the possibility that this
was an act of God. Corresponding percentages of “0” re-
sponses from Study 1 were 37% and 42%. Hence, the default
slider position is extremely unlikely to have shaped the differ-
ence in findings between Study 1 and 2. At this stage, we do
not have enough information to determine which result de-
serves greater credence; thus, more research is necessary.

Still, the default slider position may have had some effect
because the overall level of driver responsibility was substan-
tially higher in Study 1 than Study 2, consistent with the de-
fault providing a higher anchor in Study 1. At the same time,
there did not appear substantive variation in the studies across
pedestrian responsibility and acts of God.

Other differences between studies included the oversight
not mentioned condition, such that in Study 2 drivers were
held responsible at a level similar to the AI not engaged group,
whereas in Study 1 driver responsibility was comparable to
driver responsibility in the oversight not required condition,
though results for act of God and pedestrian blame were con-
sistent across investigations. Findings for criminal responsi-
bility for the driver and company CEO largely mirrored those
of Study 1.

General Discussion

The present findings contribute to a growing literature on re-
sponsibility attributions concerning automated driving. First,
human drivers were disproportionately blamed for the acci-
dent. The responsibility attributed to human drivers was never
significantly lower than the responsibility attributed to the
company, even when the AI was operating the vehicle; that

is, at minimum drivers were blamed at roughly the same level
as the company even when the driver was technically relieved
of some responsibility during the operation of the vehicle.
Conversely, companies were held less responsible when the
AI was turned off by the driver, and blamedmore when the AI
was turned on. Whereas the precise level of blame allocated
varied based on whether the human driver retained any over-
sight duty, overall the pattern highlights a stark asymmetry:
Humans are blamed more than machines in the context of a
deadly accident. Our research adds to the findings by Awad
et al. (2020), Bennett et al. (2020) and Pöllänen et al. (2020),
all of whom have elucidated different aspects of this
asymmetry.

Why does this asymmetry occur? In the extant research on
attribution and causal explanation, it is well established that
human agency is often considered a sufficient cause for an
event to have occurred (e.g., Hilton et al., 2010; Lagnado &
Channon, 2008). Part of this prominence in causal reasoning
might be counterfactual thinking: It is comparatively easy for
people to imagine that a human driver “could have done
something differently” than to imagine different behavior
from a machine, for which it must be assumed does not have
any choice in the sense that its responses are predetermined by
algorithms. By the same token, especially in the context of
driving, observers may feel that human drivers are or should
be aware of any alternate courses of action, and be able to
anticipate the consequences of different actions (see e.g.,
Hilton et al., 2016, and Lagnado & Channon, 2008 for the
critical role of foreseeability in judgments of responsibility).
This is not necessarily the case for machines. Put differently,
at least in the conception of lay people, machines do not “de-
cide”; machines follow a preprogrammed sequence of if’s and
then’s, but only in exceptional circumstances do they encoun-
ter a situation in which the machine’s response was not deter-
mined in advance.

However, even if people imagine AI as being reflective of
human agency, the perceived psychological distance of the
agent to the accident may steer observers in the direction of
putting responsibility on human drivers. Human drivers are
present in the situation and located behind the wheel. By com-
parison, any agency imbued in the AI of the vehicle may
ultimately reside with the programmer and the manufacturer,
who determined how the vehicle would respond. This implies
that the AI in the AV is only a proxy for the actual responsible
agents. With these agents being removed from the immediate
proximity of the accident, it might not be surprising these
agents/“the company” is blamed less as these agents are per-
ceived as less instrumental in the accident. Indeed, Li et al.
(2016) found that, although the vehicle itself was perceived as
more responsible when it was fully autonomous than manual,
fully autonomous vehicles were not held as responsible as
human drivers of manually driven vehicles. Though specula-
tive, the results from our research (and Li et al.’ (2016)
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findings) could suggest people might view the AI programmer
and manufacturer as having less direct control over any given
outcome, and therefore people attribute less responsibility to-
ward the AV programmer or manufacturer. In short, people
tend to be considered responsible because they are assumed to
be able to foresee the consequences of their actions (or the
actions they allow the AV to engage in on their behalf), and
because they are directly involved in the situation, implying
knowledge and control.

A related consideration is that observers might be skeptical
as to whether a “no need to supervise” assurance absolves the
driver of moral responsibility. That is, if an AV manufacturer
tells vehicle owners that they do not have to pay attention,
vehicle operators might believe that this absolves them from
any moral responsibility to take control of the vehicle.
However, an observer who is not involved in the immediate
operation of the vehicle may not absolve the vehicle operator
from responsibility. Rather, human agency might feature prom-
inently in the perspective of the observer given that the vehicle
owner has still instructed the AV to arrive at a specific destina-
tion, therefore initiating and authorizing the AV’s actions. That
is, counterfactually the driver is necessary for this specific ac-
cident to have occurred in the particular time and place. With
people typically rendering judgments of responsibility based on
salient counterfactuals, we surmise that drivers will still be held
accountable to the extent that the operation of the AV can be
construed as being somewhat under the driver’s control and as
an extension of their intent. Practically speaking, even when
there should be fully autonomous vehicles in the future, human
drivers will likely be deemed at least partially responsible for
any accidents that occur.

Vehicle manufacturers are cognizant of the fact that
drivers of an AV will become accustomed to the vehicle
taking care of all necessary operations. More generally, this
leads to what Triberti et al. (2020) have deemed “role ambi-
guity”: Even though humans are technically in charge, prac-
tically their intervention is not required, allowing them to
direct their attention elsewhere. Because of this tendency,
some manufacturers have installed devices to ensure that hu-
man drivers do pay attention (e.g., Thompson, 2016).
Independent of whatever verbal instructions may have been
conveyed to the human driver, the actual sensory experience
of the situation communicates to the person that their atten-
tion is not needed, rendering it understandable that they are
not ready to intervene. Because our vignette format did not
convey this sensory experience, we must assume that our
research participants may overestimate the level of attention
that is plausible for a human driver in this situation to main-
tain. In short, even though drivers were told nominally to
oversee the vehicle and intervene at any time, doing so might
not have been realistic. If participants had any experience
overseeing an AV, they might have more understanding of
the lack of plausibility in overseeing the vehicle at all times,

and therefore may have been more lenient in their responsi-
bility attributions.

The tendency to focus on human agency in the attribution
of responsibility has important implications. However rarely
that situation may arise, people may anticipate being blamed
for accidents in which they have no immediate control, and
this might stifle their willingness to adopt AVs. Put different-
ly, people might be resistant to life-saving technology if they
are formally responsible for the mistakes made by a non-
human agent. Elish (2019) refers to a situation when respon-
sibility is misattributed to a human actor with limited control
in an automated system as a “moral crumple zone.” The no-
tion of a moral crumple zone posits that people will focus
more on the immediate human driver when determining the
actor responsible for an accident, and therefore less on indirect
human actors (e.g., programmers and manufacturers). This
may have implications for delaying AV innovation in two
central ways. First, a tendency to blame the human driver
can stifle insight into what caused the accident. As with any
complex system there are likely multiple causes to an accident
and holding only one actor accountable is an oversimplifica-
tion. Second, the decreased blame placed on machines for AV
accidents could result in a lack of public pressure on govern-
ments to propose new regulations, or simply consumer pres-
sure that forces manufacturers to improve their design (Awad
et al., 2020). Therefore, the lack of sufficient insight into what
caused an accident and a lack of pressure on governments to
propose safety regulations can cause delays in improving AV
systems.

An important observation in our research was that the com-
pany is still blamed to a considerable extent even when requir-
ing a human driver to oversee the vehicle. Offhand, one would
expect that this finding should have an exculpatory effect for
the company in that it might be blamed at roughly the same
level as when the AI is not engaged. However, participants
clearly assumed a degree of shared responsibility between
human driver and AI, notwithstanding any verbal instructions.

Another noteworthy aspect of our findings concerns crim-
inal liability. Even when the AI was turned off, and regardless
of whether participants recommended that the driver be held
criminally responsible, between 27%–32% of participants
wanted the company’s CEO to risk serving prison time.
When the AI was turned on, and even when the company
required the driver to exercise oversight, still between 38%–
55% of participants considered the company criminally re-
sponsible. Whereas such patterns corresponded to expected
differences between experimental conditions, there is a read-
iness to hold AV companies legally accountable regardless of
what took place. This might create a legal and economic risk
for companies, which may delay the introduction of AVs as a
life-saving technology. To the extent that the introduction of
AV technology to reduce traffic risks is a priority, institutional
solutions are required.
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One possible solution is that each vehicle (through its com-
pany or manufacturer) should also carry insurance, just as it is
obligatory for human drivers to be insured. This is especially
relevant in situations when a human feels that they are being
blamed disproportionately, and see the actual responsibility
with the vehicle (e.g., when a person is unable to comply with
the verbal instructions, see above). This, however, might in-
crease the cost of operating AVs, and thus might be a deterrent

for large segments of the population to adopt AVs. Although
the present research cannot provide a comprehensive legal
analysis of liabilities, it nevertheless points to a considerable
degree of complication which must be legally regulated before
companies (manufacturers) and human drivers are willing to
treat AVs as a part of everyday life in the way that is currently
the case for traditional automobiles.

Appendix

Part A

Responsibility attributions Study 1, allowing for a direction
comparison of attributions to driver, company, pedestrian and
act of God, by experimental condition
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Part B

Blame attributions to driver, company, pedestrian and act of
God (Study 2)

Study 2

Blame

The multilevel model results indicated a significant main ef-
fect of the party to be blamed F(3, 756) = 39.71, p < 0.001,
such that participants attributed higher levels of blame to the
driver (M = 57.82, SD = 27.79) compared to the company
(M = 50.12, SD = 30.86), pedestrian (M = 49.50, SD =
31.34), and act of God (M = 32.47, SD = 34.58; ps < .001).
Participants also attributed higher levels of blame to the com-
pany and pedestrian than an act of God (ps < .0001).
Critically, this effect was qualified by a significant interaction
between oversight and the party to be blamed F(9,756) = 4.19,
p < .001 (see Fig. 3). Pairwise analyses indicated attributions

of blame to the driver and company differed by levels of
oversight. Participants attributed more blame to the driver
when the AI was not engaged (M = 65.63, SD = 26.57,
p = .007) than when oversight was not required (M = 50.89,
SD = 27.20).

Similar to attributions of responsibility, participants attrib-
uted more blame to the company when oversight was required
(M = 58.19, SD = 25.33), was not mentioned (M = 54.18,
SD = 30.22), or when no oversight was required (M = 54.58,
SD = 31.11) compared to when the AI was not engaged (M =
33.57, SD = 30.76, ps < .0002). These findings suggest com-
panies are blamed in all conditions where the AV is turned on,
regardless of whether they require the driver to oversee the
AV. Attributions of blame to the pedestrian or an act of God
did not differ by levels of oversight.
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Part C

Part D

Table 2 Differences in Method and Materials between Study 1 and Study 2

Material
changed

Study 1 Study 2 Explanation for change

Blame measure Not included Included To measure potential differences
between blame and
responsibility

Company size
manipulation
(small vs
large)

“Small and upcoming” vs. “large and well
established”

“Small automotive startup company with 300
employees in the United States” vs. “large
multinational automotive company with
46,000 employees across five continents”

To increase the effectiveness of
the company size
manipulation

Placement of
potential
moderators

After vignette Before vignette To account for moderator
responses varying by
condition in Study 1

Default Slider
position

Mid-point (50 on a 0 to 100 scale) 0 (0 on a 0 to 100 scale) In case the slider position at the
mid-point inflated attributions
of responsibility

‘Act of God’
attributions

“No one is responsible for the accident; bad
things just happen sometimes”

“No one is to blame for the accident, (i.e. this
was an ‘act of God’)”

To explicitly use the legal term
“act of God”

Oversight
manipulation
(required vs
not required)

“Is still in the development phase and needs
consistent human oversight” vs. “is in the final
phase of development and does not need
consistent human oversight”

“Needs consistent human oversight, with a
driver paying attention and being able to
intervene at all times” vs. “does not need
consistent human oversight, with drivers not
being required to pay attention or having to
intervene”

To explicitly define that human
oversight entails paying
attention and having the
ability to intervene

Fig. 3 Responsibility attributions Study 2 allowing for a direct comparisons of attributions to driver, company, pedestrian and act of God, by
experimental condition
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