
Vol.:(0123456789)

Peer-to-Peer Networking and Applications 
https://doi.org/10.1007/s12083-024-01727-6

An improved Harris Hawks optimizer based feature selection technique 
with effective two‑staged classifier for network intrusion detection system

U Nandhini1 · Santhosh Kumar SVN1

Received: 15 October 2023 / Accepted: 4 May 2024 
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2024

Abstract
Due to the increase in network attacks, maintaining network security is significantly difficult, to overcome security vulner-
abilities Intrusion Detection System (IDS) is utilized. IDS is a software application that monitors the network traffic and 
detects the malicious activity in the network. Network Intrusion Detection System (NIDS) identifies the suspicious behav-
iour of nodes in the network by analysing the network traffic. Most of the existing IDS suffer from achieving better feature 
selection with high classification accuracy with reduced false alarm rate. In the proposed system, the Principal Component 
Analysis (PCA) technique is utilized to reduce the dimensionality of the dataset. Improved Harris Hawks Optimizer (IHHO) 
is employed for effective feature selection which provides powerful global search capability. For classification, two-staged 
classifier is proposed which employs Support Vector Machine (SVM) for stage-1 and K-Nearest Neighbors (KNN) for stage-2. 
The main goal of the proposed system is to combine the advantages of SVM and KNN to enhance classification accuracy with 
a reduced false alarm rate. The performance of the proposed system is evaluated by using the NSL- KDD dataset and it has 
achieved an overall classification accuracy of 95.01%, a False alarm rate of 0.01%, and an overall detection rate of 92.01%.

Keywords  Network-based Intrusion Detection System (NIDS) · Principal Component Analysis (PCA) · Improved Harris 
Hawks Optimizer (IHHO) · Support Vector Machine (SVM) · K-Nearest Neighbors (KNN)

1  Introduction

An Intrusion Detection System (IDS) is an application soft-
ware that monitors and analyses networks, services, and 
user information by analysing the traffic which effectively 
manages the networks and identifies security attacks. IDS is 
prominently used to protect the system's integrity, confiden-
tiality, and availability. IDS consists of three stages namely 
the monitoring stage, analysis stage, and detection stage. In 
the monitoring stage, it identifies whether the sensors are 
host-based or network-based. In the analysis stage, attribute 
extraction or model identification method is selected. In the 
detection stage, the type of intrusion is analysed to detect 
the nature of the attack whether it is anomaly or misuse. 
IDS is categorized into anomaly-based and signature-based 

IDS [1]. Signature-based IDS detects known attacks whose 
pattern is already stored in the database whereas anomaly-
based IDS detects only unknown attacks. Based upon net-
work deployment IDS is further categorized into host-based 
or network-based. Host-based Intrusion Detection System 
(HIDS) monitors and analyses to detect any anomalies in the 
internal behaviour of the system. NIDS monitors the log of 
network traffic and it is positioned at a planned point within 
the network. When a malicious activity is detected, an alert 
is sent to the network administrator for further action.

The security of the data stored in computer systems is 
threatened by the complexity and frequency of attacks in 
the networks. Enterprises use NIDS to safeguard promi-
nent network data and infrastructure. NIDS frequently 
detects intrusions by analysing network traffic in the form 
of packet captures. NIDS is categorized into two primary 
groups: signature-based and behaviour-based. Network traf-
fic is categorized and addressed by signature-based NIDS 
[2] using a predetermined set of rules, metrics, or calcula-
tions. Behavioural NIDS is dependent on complex opera-
tions which involve Machine Learning (ML) algorithms to 
identify sophisticated and constantly changing threats.
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In this paper, a two-layer classification and detection 
technique-based NIDS is proposed. Data pre-processing is 
considered an important aspect in enhancing accuracy and 
improving the quality of a dataset. In data pre-processing, 
one-hot encoding [3] technique is used for converting cat-
egorical data into a new column, and label values are con-
verted into numerical values. Further, the data is normalized 
and PCA is used for dimensionality reduction. PCA is used 
for reducing the number of dimensions in large datasets by 
condensing a large collection of variables into a smaller set 
that retains most of the large set’s information [4]. ML algo-
rithms can analyse data points considerably more quickly 
and easily with smaller datasets because there are fewer 
irrelevant variables to process.

Feature selection is one of the most prominent techniques 
for choosing the most significant properties or features from 
the entire dataset. The main advantage of feature selection 
is, that it removes unnecessary and irrelevant features, and 
saves the time and complexity of the system in terms of exe-
cution. Optimization techniques reduce the computational 
complexity and help in identifying an optimal feature. Harris 
Hawks Optimizer (HHO) [5], a swarm intelligence-based 
meta-heuristic algorithm, is proposed to imitate the coor-
dinated foraging and multiple strategy encircling of prey 
by Harris hawks. HHO comprises two phases: exploitation 
and exploration, which are alternated by the prey’s energy 
of escape. Enhanced HHO is a combination of Opposition-
Based Learning (OBL), a self-adaptive approach, and Cha-
otic Local Search (CLS). The three strategies are combined 
with HHO to enhance its functionality and quicken the con-
vergence curve.

The optimized features are further classified into anomaly 
and misuse using classification algorithms. For identifying 
anomalies, a Support Vector Machine (SVM) is utilized 
which classifies the data into normal traffic and malicious 
traffic. SVM is the best learning algorithm and pattern clas-
sifier which is based on statistical learning techniques for 
classification and regression with a range of kernel func-
tions. Due to its high generalization capabilities and ability 
to overcome dimensions, SVM [6] is considered an impor-
tant technique for anomaly intrusion detection. Further, 
the attack traffic is analysed for misuse detection using the 
K- Nearest Neighbors algorithm. KNN is a lazy learning 
algorithm which is simplest when compared to other algo-
rithms. It is instance-based learning and it does not provide 
any information regarding non-parametric data. KNN [7] is 
effective in attaining better accuracy. The combination of 
both algorithms produces a better accuracy and reduced false 
alarm rate in the NIDS. Table 1 gives the abbreviations and 
acronyms which are used in this work.

The major contribution of the proposed work is as 
follows:

1.	 In data pre-processing, a one-hot encoding technique is 
utilized to convert categorical data into numerical data.

2.	 The data is normalized and PCA is used for dimension-
ality reduction.

3.	 Further, in feature selection the pre-processed data is 
optimized using IHHO which enhances the performance 
of the system, and execution time is reduced.

4.	 A two–layer classifier is proposed. In stage-1 anomaly is 
detected using SVM and in stage-2 misuse is detected by 
using KNN which improves the classification accuracy 
of the system.

1.1 � Motivation

Due to the evolution of communication technology, the 
Internet is witnessing a growing number of connected 
devices. Network attacks are simultaneously controlling 
the network devices by employing various methods by the 
intruder. The security of ubiquitous IoT systems is crucial, 
so it is critical to detect IoT security risks and identify exist-
ing security mechanisms. Conventional security measures 
against known attacks have different uses and they might be 
effective only during certain circumstances, but they may 
have vulnerabilities. IoT networks have been exposed to 
network security breaches despite the presence of conven-
tional security measures like, secure data transformation, 
user authentication, authorization control, and data privacy. 
In such a scenario, the relevance of the Intrusion Detection 
System (IDS) for IoT is significant. Therefore, introducing 
NIDS to identify malignant activity is specifically essential 
for network security.

1.2 � Research Gap

Many researchers have made contributions to the devel-
opment of efficient IDS and to achieve metrics such as 
increased detection rate, decreased false alarm rate, class 
accuracy, and F-score. Several researchers have focused 
on employing classification approaches such as decision 
trees, KNN, SVM, NB, or Meta classifiers as a single clas-
sifier. However, they do not achieve the expected detection 
accuracy due to drawbacks such as overfitting, computa-
tional cost, sensitivity to parameter tuning, imbalanced 
data, and instability. In recent works, the HHO algorithm 
is utilized but it suffers from dimensionality issues. In this 
paper, IHHO is employed which handles complex problems, 
enhances the convergence, and provides better exploitation 
of solutions. To overcome the drawback of dimensional 
reduction in IHHO, the PCA method is employed in the 
data pre-processing stage. In the proposed system, a two-
staged classifier is employed. In stage-1 anomaly attacks 
are detected utilizing SVM and in stage-2 misuse attacks 
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are detected utilizing KNN. To increase the classification 
accuracy and the overall performance of the system, a two-
staged classifier approach is employed.

1.3 � Objectives

1.	 The objective of the proposed system is to reduce the 
dimensionality of the dataset and provide effective fea-
tures for feature selection by employing PCA.

2.	 The IHHO deals with the dimensionality problem the 
objective of the proposed work is to reduce it by uti-
lizing PCA so that it enhances the performance of the 
system and execution time can be reduced.

3.	 The main goal of utilizing Improved Harris Hawks Opti-
mization (IHHO) is to attain good accuracy with a lim-
ited number of features with better execution.

4.	 The main objective of the proposed system is to detect 
anomaly and misuse attacks by using two-staged classifier 
with better classification accuracy and false alarm rate.

Table 1   Acronym and 
Abbreviation

Acronym Abbreviation

IDS Intrusion Detection System
IoT Internet of Things
DoS Denial of Service
R2L Root to Local
U2R User to Root
ML Machine Learning
NIDS Network Intrusion Detection System
HIDS Host Intrusion Detection System
PCA Principal Component Analysis
HHO Harris Hawks Optimizer
IHHO Improved Harris Hawks Optimizer
SVM Support Vector Machine
KNN K-Nearest Neighbors
OBL Opposition-Based Learning
CLS Chaotic Local Search
LSTM Long Short-Term Memory
BiLSTM Bidirectional Long Short-Term Memory
CNN Convolutional Neural Network
DNN Deep Neural Network
ANN Artificial Neural Network
DCNNBiLSTM Deep Convolutional Neural Network with Bidirectional Long Short-

Term Memory
ELM Extreme Learning Machines
BEHHO Binary Enhanced Harris Hawks Optimizer
GWO Grey Wolf Optimizer
GWO-SVM Grey Wolf Optimizer with Support Vector Machine
PSO Particle Swarm Optimization
GA Genetic Algorithm
AOA Arithmetic Optimization Algorithm
RLMPSO Reinforcement Learning based Memetic Particle Swarm Optimization
DT Decision Tree
LR Logistic Regression
RF Random Forest
CIA Confidentiality, Integrity, Availability
SIEM Security Information and Event Management
SVR Support Vector Regression
SRM Structural Risk Minimization
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1.4 � Paper Organization

The rest of the paper is structured as follows: Section 2 gives 
a review of the related works. Section 3 provides a theoreti-
cal framework of the related concepts. Section 4 provides  
the architecture and flowchart of the proposed system. Sec-
tion 5 presents the proposed methodology. The performance 
evaluation and results are given in Section 8. In Section 7 
conclusion of this paper is presented. Finally, Section 8 
includes Limitations, and Future work is described.

2 � Related Works

Various researchers have proposed many mechanisms for 
securing the network by using NIDS. Among them, Bin-
busayyis et al. [8] have proposed an effective ensemble fea-
ture selection technique to minimize the false alarm rate and 
detection time. Their system combines four filter-based feature 
selection measures such as distance, information, correlation, 
and consistency. Initially, feature encoding is performed by 
using the one-hot encoding method and feature scaling is car-
ried out by using min–max scaling. The selected features using 
the ensemble feature selection approach are given as input to 
the random forest classifier. Their feature selection approach 
enhances the performance with a minimal set of features. How-
ever, in their scheme, there is a scope for improvement in intru-
sion detection accuracy.

Mushtaq et al. [9] have proposed an embedded classifier 
utilizing Long Short-Term Memory (LSTM) and autoen-
coder to elect optimal features for classification which iden-
tifies anomaly and normal attacks effectively. Their system 
employs one-hot encoding and a standard scaling technique 
for pre-processing the data. The pre-processed data consists 
of high dimensionality which is minimized using autoen-
coder and the features are selected for classification. When 
optimal features are selected, LSTM is used for classifica-
tion. A combination of Autoencoder and LSTM provides 
better classification accuracy with a reduced false alarm rate.

Hnamte et al. [10] have proposed a combination of deep 
learning techniques which includes Convolutional Neural 
Network (CNN) and Bidirectional Long Short-Term Mem-
ory (BiLSTM) which effectively identifies the intrusion in 
the network. In their scheme, the data pre-processing is car-
ried out by using a one-hot encoding method which converts 
categorical data into numerical data. Then it is normalized 
using the standard scalar method. The performance of the 
system is analysed and computed using Deep Neural Net-
work (DNN), Convolutional Neural Network (CNN), Auto 
Encoder, LSTM, Deep Convolutional Neural Network with 
Bidirectional Long Short-Term Memory (DCNNBiLSTM). 
The results of their scheme show that the performance of 
multi-class classification achieves better accuracy in training 

and testing datasets when their system is compared with 
other existing schemes.

Choudhary et al. [11] have proposed a Deep neural net-
work-based IDS for detecting intrusion in IoT. Their system 
identifies intrusion based on the patterns. Their system uti-
lizes three datasets for training and testing. The developed 
DNN model requires a huge amount of data to achieve better 
accuracy. DNN with 20 hidden layers have been utilized 
in their system. In their scheme, Training data is given as 
input for feature extraction when the features are extracted 
the data is trained. The performance of the trained data is 
evaluated using different metrics in the testing phase. The 
developed DNN model outperforms the accuracy attained 
by other proposed systems.

Salo et al. [12] have proposed an information gain with 
PCA for feature selection and an ensemble classifier for IDS. 
Their system is proposed to address issues like redundant 
handling and to remove irrelevant features. A hybrid tech-
nique to reduce the dimensionality is proposed and various 
classifiers which include SVM, Instance-Based Learning 
algorithm, and Multilayer perceptron are combined. The 
average of probabilities algorithm is utilized to achieve the 
final decision based on the base learners. The performance 
of the Information Gain – Principal Component Analysis 
(IG-PCA) ensemble method is better in terms of accuracy 
and false alarm rate.

Pajouh et al. [13] have proposed a hybrid dimensional-
ity reduction and classification model for IDS. Their model 
detects User to Root (U2R) and Remote Local (R2L) attacks 
in the IoT environment. Dimensionality is reduced using 
PCA and linear discriminate analysis. During this process, 
higher dimensional datasets are converted to lower dimen-
sions with minimal features. The diminished features are fur-
ther classified using Naïve Bayes and KNN which identifies 
the malicious behaviour effectively. The advantage of the 
proposed system is that it identifies U2R and R2L attacks 
more accurately.

Peng et al. [14] have proposed a mini-batch K-means 
method to address issues related to IDS. Their system uti-
lizes a clustering approach in combination with PCA. The 
dataset is pre-processed and normalized to enhance the 
efficiency of the clustering. Further, the dimensionality 
of the pre-processed data is reduced using PCA and data 
clustering occurs. PCA converts high-dimensional data into 
low-dimensional data with the same amount of information. 
The overall performance of their system is more efficient in 
terms of intrusion detection accuracy when compared with 
K means, mini-batch K means and K means with PCA.

Alzaqebah et al. [15] have proposed a nature-inspired 
algorithm for classification and detection of attacks. The 
intrusion attacks are rapidly increasing so the proposed 
hierarchical IDS identifies the network attacks effectively. 
In their system, Harris Hawks Optimization with Extreme 
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Learning Machines (ELM) is utilized as a base classifier. 
Moreover, the optimizer generates a better feature set with 
the weight of ELM. The selected features are split into 
binary classification problems and results are combined as 
predicted labels. The advantage of their system is that it has 
a better detection rate than another multi-class classifier.

Peng et al. [16] have proposed an Enhanced Harris Hawks 
Optimizer for selecting optimal features. HHO is a swarm-
based intelligence algorithm that has global searching ability. 
Their proposed system is developed to overcome issues related 
to feature selection and complex problems. In their scheme, the 
selected features using Binary Enhanced Harris Hawks Opti-
mizer (BEHHO) provide classification by utilizing the KNN 
classifier. The advantage of their system is that it can deal with 
high-dimensional data. The advantages are it provides better 
intrusion detection accuracy with limited features.

Hussian et al. [17] have proposed a flexible HHO by com-
bining OBL, self-adaptive learning, and CLS for obtaining 
effective feature selection and global optimization. Feature 
Selection plays a prominent role in achieving classification 
accuracy. The dimension of the selected features is reduced 
using the optimization technique. CLS, OBL, and self-adap-
tive learning are combined with HHO to enhance the per-
formance and speed up the convergence curve. The perfor-
mance of their system is analysed by removing one or more 
components from Enhanced Harris Hawks Optimizer. Their 
system provides better performance in terms of improving 
intrusion detection accuracy and reducing false alarm rates.

Zhang et al. [18] have proposed an Enhanced Harris 
Hawks Optimizer hybridized with external optimization 
to enhance the performance of HHO. Their system is pro-
posed to address three major issues such as flaws of insuf-
ficient information utilization and extreme randomization in 
the exploration phase. Another issue is to properly balance 
between the exploration and exploitation stages. The final 
issue is to combine HHO with refracted OBL to increase the 
convergence speed and quality of the solution. Their system 
carries out external optimization operations with excellent 
local search capabilities which improves the exploitation 
potential. The advantage of the proposed system is that it 
has better accuracy and reliability.

Wisanwanichthan et al. [19] have combined Naïve Bayes 
and SVM to develop an embedded approach for NIDS. Their 
system is organized into two groups in which data prepa-
ration, feature selection, and validation occur individually. 
In the Data transformation stage normalization, one-hot 
encoding and PCA techniques are utilized. The features are 
selected using the intersectional correlated method. Fur-
ther Naïve Bayes and SVM classifiers are used for training 
and validation. Naïve Bayes classifier identifies Denial of 
Service (DoS) and Probe attack whereas SVM detects R2L 
and U2R. The advantage is execution time of the proposed 
system is improved.

Gu et al. [20] have proposed an SVM-based framework 
with feature embedded Naïve Bayes for developing a reliable 
IDS. Their system utilizes Naïve Bayes feature transforma-
tion technique which is used to generate new features from 
the original features. Further, the transformed features are 
trained using an SVM classifier. Their system effectively 
detects whether the traffic is normal or intrusion. Their 
method has robust performance which is evaluated using 
five benchmark datasets. Additionally, the proposed method 
has significant advantages in terms of false alarm rate, detec-
tion rate, and accuracy.

Chen et al. [21] have proposed a combination of SVM and 
Artificial Neural Network (ANN) for intrusion detection. 
A simple frequency-based scheme and the term frequency-
inverse document frequency scheme are used as encoding 
methods. Their system analyses each technique and produces 
a result stating which methodology is more efficient in terms 
of performance for intrusion detection. SVM has superior 
performance than ANN because it reduces the generalization 
error whereas ANN increases the generalization error. Term 
frequency-inverse document frequency scheme encoding is 
better than a simple frequency-based method because of 
system calls uniqueness. The result of the proposed system 
indicates that the performance is enhanced in terms of accu-
racy and false alarm rate.

Safaldin et al. [22] have proposed a modified Binary Grey 
Wolf Optimizer with SVM (GWOSVM – IDS) as part of 
an improved IDS. In the feature selection stage, Grey Wolf 
Optimizer (GWO) is utilized in which fitness is calculated 
and the convergence curve is updated. Further, in classifica-
tion the selected features are scaled, features are vectorized, 
the model is selected, cross-validation is done and the SVM 
model is created. Their techniques intend to decrease the 
false alarm rate, and the number of features produced by IDS 
and enhance the intrusion detection accuracy while decreas-
ing processing time.

Saif et al. [23] have proposed an embedded IDS utiliz-
ing metaheuristic algorithms and ML algorithms. The 
proposed system is developed to detect security attacks 
on cloud systems. Particle Swarm Optimization (PSO), 
Genetic Algorithm (GA), Differential Evaluation, and other 
metaheuristic algorithms are used to select the best features, 
and supervised learning algorithms like KNN and Decision 
tree which is utilized to accurately classify the normal and 
attack classes based on the features. Additionally, a hybrid 
strategy for feature selection and classification is proposed. 
The performance of their system has better memory usage, 
CPU utilization, accuracy, and execution time.

Ding et al. [24] have proposed a KNN and procreative 
adversarial networks-based embedded method for intrusion 
detection. Their system addresses the unbalanced learning 
problem for which a tabular data sampling approach is uti-
lized to balance between attack samples and normal samples. 



	 Peer-to-Peer Networking and Applications

The KNN method is employed for efficient under-sampling 
of normal samples to minimize the loss of sample informa-
tion. Then, for attack sample oversampling, a tabular aux-
iliary classifier procreative adversarial method is utilized. 
The data is balanced by combining normal data after under-
sampling and the attack data after oversampling. The advan-
tage of their scheme is that it has better F-measure, AUC, 
Recall, and accuracy.

Zameer et al. [25] have proposed a group stacked IDS 
that employs five classifiers for obtaining an ideal solution 
in feature selection. Their system addresses issues related to 
malware. A robust IDS is proposed to defend the comput-
ing infrastructure which protects data confidentiality. The 
proposed system utilizes five classifiers as base learners and 
MLP as meta learners. The output of base learners is given 
as input to the meta learner from which the final output 
is achieved. Their system is evaluated using ten separate 
runs which produces reduced standard deviation errors and 
enhanced generalizability. The advantage of the proposed 
system is that its computational cost is minimized with mini-
mal features and performance is enhanced.

Lahasan et al. [26] have proposed a lightweight deep 
auto-encoder model for detecting the intruder. Their sys-
tem achieves advantages like lowering latency, reducing 
communication energy, and protecting data security by 
simultaneously selecting the input characteristics, the train-
ing instances, and the number of hidden neurons using an 
effective two–layer optimizer. The accuracy of a KNN clas-
sifier and the autoencoder model’s complexity are consid-
ered as a building block for the optimized deep model. The 
proposed system has outperformed many other optimizers 
such as Arithmetic Optimization Algorithm (AOA), PSO, 
and Reinforcement Learning based Memetic Particle Swarm 
Optimization (RLMPSO).

Mansoor [27] has proposed a blockchain collaborated with 
clustering-based IDS for the Industrial Internet of Things net-
work. Their system is developed to address security issues in 
the network. In their work, HHO is employed to identify clus-
ter head and chicken swarm optimization with unit-based is 
utilized to identify the intrusion. Accuracy, precision, f-score, 
and recall are enhanced in the proposed system. Limitations 
are multipath route planning is not performed in their system.

Kurni et al. [28] have proposed a Deep max-out network 
optimized by manta Ray political optimization for detecting 
the intrusion in the network. In their system, features are 
selected using the Fisher score and wrapper method based 
on Hellinger distance. Features dimensionality is increased 
using data augmentation and further deep maxout network 
is utilized to detect misuse and anomaly behaviour. Further, 
the proposed system needs to enhance the performance and 
reduce the computational cost.

Narengbam et al. [5] have proposed an artificial neuron-
based HHO algorithm for detecting intrusion in the Wi-Fi 

network. Their system addresses issues related to attacks 
in the network. Artificial neurons are trained with a bio-
inspired algorithm for a maximum number of iterations and 
an attack is identified. Utilizing the HHO algorithm avoids 
early convergence, diversity, and inequality between exploi-
tation and exploration. However, it suffers from premature 
convergence and sub-optimal solutions.

Shitharth et al. [29] have proposed a rapid stochastic cor-
related optimization integrated with neural network tech-
nique to classify and detect attacks in the system. Their 
system comprises four stages namely data pre-processing, 
grouping, attribute selection, and classification. The data is 
normalized using a graph-based clustering algorithm and 
optimal features are selected using rapid stochastic cor-
related optimization technique. Further, a neural network 
mechanism is utilized to categorize the predicted label. Their 
system has enhanced the detection efficiency, and perfor-
mance and minimized the computational time.

Amanullah et al. [30] have proposed a CNN for predictive 
modelling with optimistic multi-faceted feature attraction for 
preventing phishing attacks. Their system identifies phishing 
attacks by utilizing URL functions and weight is calculated 
for the phishing index. Further, the weighted features are 
examined using an optimistic multi-faceted feature selection 
technique, which is employed to lower the dimension of log 
variation and further, it is trained using CNN. Their method 
transforms URLs into regularized size scales and categorizes 
the attribute as a risk. The performance, accuracy, and sen-
sitivity of their proposed system are outperformed in com-
parison with other methods.

From the overall observation of the literature survey 
drawbacks and research gaps are identified. The main limi-
tation of IDS is detection accuracy and false alarm rate. Dur-
ing the feature selection phase, a prominent set of features is 
not selected which majorly affects the classification phase. 
Because of this the classification accuracy gets reduced 
and vulnerable attacks are not identified. Apart from detec-
tion accuracy, most of the proposed schemes have detec-
tion delays, increased false alarm rates, and computational 
and communicational overhead costs. Motivated from these 
observations in this proposed work an Improved Harris 
Hawks Optimizer has been proposed to effectively identify 
the features and enhance the performance of classification 
accuracy. The optimal features are selected which automati-
cally reduces the training and testing time. The proposed 
system employs a two-staged classifier which effectively 
increases the classification accuracy and reduces the false 
alarm rate by identifying malicious traffic accurately. The 
advantage of the proposed system is that it has a reduction in 
computational and communicational overhead costs. Moreo-
ver, the proposed system enhances the detection of DoS, 
Probe, R2L, and U2R attacks. Table 2 gives a comparative 
analysis of existing works.
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3 � Theoretical Framework

3.1 � Intrusion Detection System

Internet connectivity is essential for communicating and 
transferring data. Computers are exposed to various threats 
which need to be continuously observed and identified. The 
various computer security threats include unauthorized 
disclosure of data, denial of service, and data corruption. 
Confidentiality, Integrity, and Availability (CIA) are com-
promised by the intrusions into the network. Intrusion detec-
tion monitors and detects illegitimate malignant behaviour 
of a system or a network for detecting intrusions [31]. Any 
malicious attack is monitored and reported to the adminis-
trator or collected using a Security Information and Event 
Management system (SIEM). This system integrates output 
from multiple sources and uses alarm filtering techniques to 
differentiate malicious activity from false alarms.

IDS works based on three stages: The first stage is the 
monitoring stage which identifies whether it is network-
based or host-based, the second stage is the analysis stage 
which identifies feature extraction or pattern identification 
technique and the third stage is the detection stage which 
detects anomaly or misuse. IDS is broadly classified based 
on methodology and deployment. Based on methodology 
it is classified into signature-based detection and anomaly 
detection. In signature-based IDS it detects the attacks 
whose pattern is already stored in the system but it is quite 
difficult to detect the new malware attack as their pattern is 
not known. In anomaly-based IDS it detects the unknown 
malicious attack in the network.

Based on deployment IDS is classified into NIDS and 
HIDS. NIDS analyses network traffic to identify malicious 
activity, illegal access, or violations of security policies. The 
main aim of NIDS is to detect and notify the network admin-
istrators of any possible or ongoing attacks. The data packets 
are examined with distinct patterns or actions to notify the 
existence of an attack. NIDS is an important element of net-
work security strategy. Threats need to be recognized and 
neutralized before they cause serious damage or jeopardize 
vulnerable data. HIDS is utilized to analyse unusual activ-
ity in a network. Both internal and external intrusions are 
identified by HIDS. The main goal of HIDS is to analyse 
suspicious patterns that might indicate a system breach. The 
security group can identify the type of threat which they are 
dealing with and take necessary action to mitigate the threat. 
Network activity is additionally monitored by HIDS [32].

IDS suffers from two main common problems. The 
unknown attacks in the network are not identified in an 
efficient manner. Hence, machine learning algorithms 
are utilized to improve the detection. False alarm rate is a 
major concern where a normal attack is also assumed to be 
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a violation. The main aim of IDS is to monitor the network 
or host for suspicious activity, generate alerts when intrusion 
is detected, and respond to malicious activities.

3.2 � Principal Component Analysis

The amount of data acquired to produce a statistically 
significant result grows exponentially with the number 
of attributes in the dataset. This may result in problems 
like overfitting, longer computation times and decreased 
machine-learning model accuracy. When dealing with high 
dimensional data, issues known as the curse of dimensional-
ity can occur. The combination of features is increased expo-
nentially with the number of dimensions and it increases the 
computational complexity during classification and cluster-
ing. Furthermore, the number of dimensions can affect some 
ML algorithms, demanding additional data to reach the same 
accuracy as reduced dimensional data [4].

Mathematician Karl Pearson was the first researcher to 
propose the PCA technique in 1901. It functions under the 
requirement that the lower dimensional mapping should 
maximize the variance of the data. A set of correlated varia-
bles is transformed into a set of uncorrelated variables using 
an orthogonal transformation in the statistical process known 
as PCA. The most popular tool in ML for prediction models 
and exploratory data analysis is PCA.

In unsupervised learning algorithms, PCA is utilized to ana-
lyse the interdependencies among variables. This is referred to 
as general factor analysis in which regression establishes the 
optimal fit line. The primary goal of PCA is to reduce the data-
set's dimensionality ensuring the retention of crucial patterns 
or relationships between variables without any prior knowledge 
of the target variables. The purpose of PCA is to diminish the 
dimensionality of a dataset, involving the identification of a 
smaller set of variables than the original and it is applicable for 
regression and data classification.

Principal components are formed as linear combinations 
of the original dataset variables, arranged in decreasing 
order of significance. The total variance encompassed by 
all the principal components is identical to the total variance 
in the initial dataset [33]. The primary principal component 
captures the most variability in the data, whereas the sec-
ond principal component captures the maximum variance 
orthogonal to the first and this trend persists. PCA is utilized 
for feature selection, data compression and data visualiza-
tion. The main aim of PCA is to handle complex datasets 
and make them efficient.

3.3 � Harris Hawks Optimization

Machine learning classification methods are considered as a 
core for IDS. Similarly, the feature selection technique signifi-
cantly influences the system's overall performance. Therefore, 

by selecting robust features with ease and incorporating them 
into the classification process, the effectiveness of IDS can 
be significantly increased. Meta-heuristic algorithms are 
methods of feature selection. Bio-inspired meta-heuristic 
algorithms are influenced by the behaviour of living organ-
isms under specific circumstances, such as actions made when 
hunting and pursuing prey [34]. These algorithms work well 
with data that has various dimensions. Additionally, these 
algorithms have improved performance in resolving optimi-
zation issues. Bio–inspired ML and DL methods for IDS are 
easily adapted to different kinds of threats and attacks. Moreo-
ver, an effective IDS can be created to handle large amounts 
of data and identify online intrusions.

HHO is an evolutionary optimization algorithm [35] uti-
lized for solving global search problems. HHO emulates the 
astute hunting instincts in nature. Both the HHO and optimi-
zation algorithms in general rely on the optimized solutions 
successive building, which is based on the best solutions 
built relatively. To handle the intricacies of the optimiza-
tion process, the initial solutions may involve considering 
some of the least favourable options, and these choices might 
develop into the most effective solution.

The HHO’s hunting behaviour enables it to function in 
a realistic and dynamic environment. The feature selection 
for IDS is viewed as a dynamic environment since network 
traffic varies. HHO is an excellent algorithm in terms of 
simplicity of use, computation speed and search space tra-
versal efficiency. But like other meta-heuristic algorithms, it 
experiences delayed convergence and can enter local optima 
under certain conditions. To ensure both local and global 
optimization avoid trapping into local optima during opti-
mization [36]. HHO is split into two stages: exploration and 
exploitation phase transitions are based on the prey’s energy 
of escape. Harris hawks’ ability to cooperate as they age and 
to exhibit a variety of attack patterns in response to environ-
mental changes and prey escape strategies is their most nota-
ble trait. The Harris hawk individuals are candidate solutions 
in the Harris hawk’s optimization algorithm, and the indi-
vidual with increased fitness is considered prey. HHO has 
several advantages such as high convergence speed, solving 
optimization problems, versatility, fewer tunable parameters, 
fewer assumptions, and dynamic adaptation.

3.4 � Support Vector Machine

Support Vector Machine (SVM) is a supervised machine 
learning technique which is used for classification and 
regression problems. SVM is the best classification method 
due to its generalization ability and theoretical principle 
when compared to other classification techniques. The SVM 
technique is classified into two types namely linear and non-
linear. Different kinds of kernels can be fixed in the SVM 
model. Linear dataset is used for linear model whereas ‘rbf’ 
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and ‘polynomial’ kernels can be used for non-linear model. 
The main objective of the SVM model is to locate a hyper-
plane in the best degree to divide the data points from one 
class and another [37]. The hyperplane with the biggest mar-
gin between the two classes is considered as a “best” degree. 
SVM does not inherently allow multiclass classification in 
its most basic form. It facilitates the division of data points 
into two classes and binary categorization. To solve multi-
class classification, the multiclass problem is decomposed 
into several binary classification problems to apply the same 
principle to solve multiclass classification. SVM works well 
and is more effective in class margin of separation of classes 
and in high dimensional spaces. SVM have the advantage 
of converting the optimization issue into dual convex quad-
ratic programs, which eliminates the challenge of employ-
ing linear functions in the high-dimensional feature space. 
The main aim of the SVM is to maximize the margin by 
separating the several classes in the given training dataset. 
SVM functions based on the Structural Risk Minimization 
principle (SRM) which minimizes the generalization error 
instead of minimizing the mean squared error on the train-
ing dataset [38]. This principle is used for the empirical risk 
minimization method. SVM is good at handling small sets 
of input data used for classification and regression methods.

SVM is more suitable for high dimensional spaces and it 
is versatile in nature which is applicable for both linear and 
non-linear problems. But SVM also suffers from issues such 
as vulnerability to the selection of kernel and parameters, 
incurs high computational costs for large datasets and inter-
pretation could be complex. It is used in various applications 
such as visual recognition, text classification, biological 
informatics, handwriting analysis, and financial prediction. 
SVM is further extended into Support Vector Regression 
(SVR) and Nu-SVM for natural regularization factor.

3.5 � K – Nearest Neighbors

It is a famous machine learning algorithm which is also used 
for classification and regression techniques. It is based on 
the idea that the same data or dataset has the same values 
or labels. KNN is used to store the whole training dataset as 
references in the training module and computes the Euclid-
ean equation between the input datasets. The Euclidean dis-
tance helps to identify the k-nearest neighbour among the 
input dataset. The KNN classifier algorithm assigns pre-
dicted labels for the k-neighbours and the most common 
class labels among the input dataset. For the regression algo-
rithm, the average weight of the target value is calculated 
for the k-neighbours to predict the value among the input 
dataset. To categorize the data points, the KNN classifier 
finds its k-nearest neighbours. The data point is then classi-
fied by a majority vote. To avoid overfitting or underfitting 
the model, it is important to carefully select the value of k. 

To choose the ideal value of k for the KNN algorithm, which 
enhances the performance and guards against overfitting or 
underfitting, one might employ cross-validation [39]. Prior 
to using the KNN technique, the outliers are also found using 
cross-validation. KNN is commonly used for its low com-
putational time ease of interpretation and predictive power. 
Even though KNN is the simplest technique in nature, it 
can provide highly competitive results as well. The KNN 
model is most frequently used for disease prediction, which 
estimates the probability of a disease based on symptoms 
and accessible data. In handwriting recognition, KNN helps 
to identify the characters written by hand. In image clas-
sification techniques, KNN helps to identify the images in 
computer vision. KNN is simple and intuitive it does not 
involve any complicated mathematical equations regard-
ing data distribution. This model does not require a train-
ing phase since it memorizes the data and makes it suitable 
for active datasets. Like SVM this method is also versatile 
because it gets adapted to various kinds of problems. It is a 
non-parametric model which does not make any expecta-
tions about data distribution [40]. KNN is more effective 
for small datasets and computational cost is high. But KNN 
also suffers from issues such as memory requirement, curse 
of dimensionality and imbalance data issues.

4 � Proposed System Architecture

Figure 1 illustrates the architecture model of the proposed 
system. In this model, the network intrusion detection sys-
tem which utilizes both misuse and anomaly methods is 
proposed. The proposed architecture comprises of data pre-
processing module, feature selection module and classifica-
tion and detection module.

For data pre-processing module network traffic (NSL-
KDD) is given as input. Data is pre-processed using one-hot 
encoding method which deals with categorical data. The 
encoded data is further processed using PCA for the reduc-
tion of dimension. These data are further optimized using 
Improved Harris Hawks Optimizer in the feature selection 
module. This algorithm has an effective global search capa-
bility which enhances the accuracy. The optimized features 
are given as input for the classification module. This module 
comprises of two-staged classifier for stage -1 SVM is uti-
lized to identify the intrusion and it classifies the traffic as 
normal or attack. In stage -2 KNN is utilized which detects 
whether the attack is still present or not. And finally, the 
activity of intrusion is reported to the end-user or admin-
istrator. In the proposed scheme decision manager controls 
and coordinates the other function modules in the system. 
The main role of the decision manager is to make decisions 
during feature selection, classification, and detection of 
network-based attacks in the network. Decision manager is 
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supported by the knowledge base for making efficient deci-
sions. The knowledge base is the repository where all the 
attack patterns are stored.

Figure 2 illustrates the overall flow of the proposed system. 
It comprises three stages Data Pre-processing, Feature selection, 
Classification and Detection. In the Data pre-processing stage 

Fig. 1   Proposed System Architecture

Fig. 2   Flowchart for proposed 
system
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NSL-KDD dataset is pre-processed by utilizing one-hot encod-
ing for categorical features and normalization is performed for 
numerical features. Further, the features are combined and given 
as input of PCA. In PCA the dimensionality of the features is 
reduced by computing mean and covariance matrix. The eigen 
decomposition is calculated and eigenvectors are set. The princi-
pal components are chosen because of dimensionality reduction. 
The features are optimized in the feature selection phase employ-
ing the IHHO algorithm. The random population is initialized 
and the fitness function is computed. The current position is 
updated using the exploitation and exploration phase. The test 
solution is obtained after multiple iterations. In the classification 
and detection phase, the SVM and KNN model is employed. The 
SVM model detects normal traffic and the KNN model detects 
attack traffic. The results of both models are integrated to provide 
a better classification accuracy. Table 3 gives the list of notations 
and their descriptions utilized in the proposed system.

5 � Proposed Methodology

In this work, an intelligent network-based intrusion detec-
tion system has been proposed for detecting anomalies in 
the NIDS [41]. The proposed system consists of 3 major 
modules namely the Data Pre-processing module, feature 
selection module, classification, and detection module.

5.1 � Data Pre‑processing Techniques

The first module of the proposed system is the data pre-
processing module. In the data pre-processing module one-hot 
encoding is employed to convert categorical data into numerical 
data. PCA is employed for reducing the dimensionality.

5.1.1 � One‑hot encoding

The process of converting non-numeric attributes to numeric 
values is known as feature encoding. In which continual, dis-
tinct, and symbolic features are present in the data set. Since 
most of the ML algorithms are designed in a way to deal with 
numeric values, they cannot be used with symbolic characteris-
tics. Hence, the encoding strategy is primarily utilized. Categori-
cal data can be encoded in two ways label and one-hot encoding.

One-hot encoding is a widely used technique to handle 
categorical data. The encoding technique in context is widely 
preferred due to its efficiency in processing the individual 
small blocks making it attractive over other techniques. 
Though the label encoding is simpler it is not preferred as 
it misinterprets some numeric values because of problems 
with ordering and this issue is efficiently addressed by one-
hot encoding [42]. The label values are changed to a numeric 
value of 0 or 1 and each categorial value is translated into 
a new column.

Further, the encoded data are normalized using a standard 
scaler which will have a standard deviation and mean value 
of 1 and 0 respectively.

z-score is calculated using Eq. (1). y is the value for which 
z-score needs to be calculated and � is the mean, � is the 
standard deviation.

5.1.2 � Reduction of Dimensionality

One-hot encoding method increases the dimensionality which 
hampers the speed of the training drastically and it becomes 
more complex. To overcome this challenge PCA method is 

(1)z =
y − �

�

Table 3   List of Notation and their Description

Notations Description

µ Mean
Σ Standard deviation
CV M Covariance Matrix
M Present iteration
r, q1, q2, q3, and q4 Arbitrary numbers
Yrand Randomly chosen hawk
Ybunny Position of the prey
Ye Hawks average position
Yj (m) Hawk position
Io First energy state
E Escaping energy of prey
LF Levy Flight
Ms Master solution
TP Position of target
Ybest Best solution
Zj+1 (m) Updated solution
SR Jumping rate
v Vector of weights
y Input vector
c Bias
ci Respective class
s Support vector
αm,n Non -negative parameter
�(y) Mapping function

�(y)�
(

yi
)

Numerical optimizations

λnm Normal class
λic Intrusion Class
K Observation length
K Number of Observations
F1 × M M variables feature set
P Sample length
L Window length
ir Number of iterations
u, v Two points of Euclidean n-space
um–vm Euclidean vectors
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utilized. PCA is an unsupervised machine learning algorithm 
formally using huge datasets and improving data interpretation 
by retaining the information. PCA is a statistical method that 
minimizes the dimensionality of the dataset. To achieve this the 
data are linearly transformed into a new coordinate system in 
which a change in the data is expressed using fewer dimensions.

Algorithm 1   Pseudocode for PCA to reduce dimensionality

In algorithm 1, the first step is to standardize the data in 
which all mean value is assigned to 0 and standard devia-
tion value is assigned to 1 using the given Eq. (3). In the 
next step covariance matrix is computed using the given 
Eq. (4). The covariance matrix’s eigenvalues and eigen-
vectors are determined using the Eq. (5–6). The most sig-
nificant path in which the data is varied is represented by 
eigenvectors, and along each eigenvector, the degree of 
variation is represented by eigenvalues using Eq. (7–8). 
The highest eigenvalues are considered as principal com-
ponents. The data which varies the most are selected for 
transformation using Eq. (9). The high-dimensional origi-
nal data is transformed into lower-dimensional space [43].

5.2 � Feature selection

The process of selecting the most informative features while 
minimizing the presence of redundant and irrelevant features 
is known as feature selection. Filter, wrapper, and embed-
ded methods are prominent feature selection techniques. The 
wrapper technique is forced to employ a swarm intelligence 
algorithm which improves the performance of the feature 
selection method. HHO is a swarm-based intelligence opti-
mization technique that produces an ideal solution by initiat-
ing the predation approach. Harris hawk is a well-known bird 
which is known for its unusual cooperative foraging behav-
iours. The hawks employ a variety of hunting techniques 
which include trailing surrounding and directly approaching 
and attacking [44]. The “Surprise pounce” is a skilled hunting 
technique used by hawks to pursue flying prey. The mathemat-
ical model comprises three phases: expedition, transformation 
between expedition and exploitation, and exploitation.

Even though HHO is simple to use and effective in 
searching the search space and has high computation speed 
like all metaheuristic algorithms, it has drawbacks such as 
settling into local optima and delayed convergence [45]. 
To overcome these challenges a modification is performed 
in the HHO algorithm to enhance the performance. Hawks 
position can be identified by using Eq. (10–11).

Y(m + 1) is the position of subsequent iteration and Y(m) 
is the position of the present iteration.  m is the present 
iteration number. The position of subsequent iteration 
Y(m + 1) is calculated using Yrand(m) which is randomly 
chosen hawk, q1 and q2 are the random values which lies 
between [0,1]. r is employed to choose the strategy ran-
domly. If the r is greater than or equal to 0.5 then set 
Y(m + 1) = Yrand(m) − z|

|

Yrand(m) − 2q2(m)|
|

.

(10)
Y(m + 1) =

{

Yrand(m) − q1|
|

Yrand(m) − 2q2Y(m)|
|

r ≥ 0.5
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If r is less than 0.5 then the position of subsequent itera-
tion Y(m + 1) is computed using Ybunny(m) which is the tar-
get position, Ye(m) is the mean location of all the individu-
als in the iteration m. q3, q4 are arbitrary numbers in the 
interval [0,1]. BB and TB refers to the position of bottom 
bound and top bound features. The subsequent iteration is 
identified using Eq. (10–11).

Ye(m) is the average position which is computed using 
Eq. (12). M is the maximum iteration count, Yj(m) is the 
individual hawk position. The average position Ye (m) is 
calculated by adding up all the values from (j = 0 to j = M) 
and it is divided by the sum of values M. The next phase 
is transforming from expedition to exploitation.

The prey energy calculated using Eq. (13) where Io is 
the first energy state and E is the escaping energy of the 
prey. Io ranges between [-1,1]. m refers to present iteration 
number and M is the maximum iteration count. The prey 
energy is computed by dividing present iteration number 
by maximum iteration count and reducing it by 1 and fur-
ther it is multiplied twice the first energy state.

Soft Assault: when |E| and q ≥ 0.5. It is defined by fol-
lowing Eq. (14–15).

The soft assault technique to identify the position of the 
subsequent iteration Y(m + 1) is computed using Eq. (14)  
where ΔY(m) is the current locations distance is multi-
plied with random number J which lies between [0,2] and 
minuses from the position of present iteration and mul-
tiplied with E which refers to prey’s energy. Further, it 
is subtracted from ΔY(m) which is the current location 
distance from the prey position and the position of subse-
quent iteration is found.

In Eq. (15), current locations distance from the prey’s 
position is determined by subtracting Ybunny(m) which is 
the target position by Y(m) which is the subsequent itera-
tions position.

(11)
Y(m + 1) =

{(

Ybunny(m) − Ye(m)
)

− q3(BB + q4(TB − BB))r < 0.5

(12)Ye(m) =
1

M

M
∑

O

Yj(m)

(13)E = 2Io

(

1 −
m

M

)

(14)Y(m + 1) = ΔY(m) − E
|

|

|

J Ybunny(m) − Y(m)
|

|

|

(15)ΔY(m) = Ybunny(m) − Y(m)

Soft assault with quick dive: when q < 0.5 and |E|≥ 0.5. 
The prey has necessary energy to flee, mathematical pat-
tern of levy flight (LF) is described using given Eq. (16):

c and u are random values between (0,1) and � is a default 
constant. LF(y) is equal to the product of  c × � and it is 
divided by |u| and then it is multiplied by 0.01.

So,

The position of the subsequent iteration Y(m + 1) for 
soft assault with quick dive scenario is computed using 
Eq. (17). The target position Ybunny(m) is subtracted by 
prey energy E . Ybunny(m) − Y(m) where present iteration 
number is subtracted by position of present iteration and 
multiplied with random variable J and Ybunnywhich is the 
target position. 

Hard assault with quick dive: when |E| and q ≤ 0.5. 
The prey lacks the energy necessary to flee. It is defined 
by following Eq. (18):

So,

The position of the subsequent iteration Y(m + 1) for 
hard assault with quick dive scenario is computed using 
Eq. (18). The target position Ybunny(m) is subtracted by prey 
energy E. Ybunny(m) − Ye(m) where present iteration num-
ber is subtracted by average position and multiplied with 
random variable J and Ybunny which is the target position.

Hard assault: when q ≥ 0.5 and |E|< 0.5. The behaviour 
is defined using Eq. (19):

In hard assault scenario, the Y(m + 1) is the position 
of subsequent iteration is computed using Eq. (19) where 
current location distance ΔY(m) is multiplied with energy 
E and subtracted from the target position Ybunny(m) . Oppo-
sition based learning is utilized to compare the fitness of 
an individual with its equivalent reverse number so that 
the best one is taken into consideration.

(16)LF(y) =
c × �

|u|
× 0.01

(17)

Y(m + 1)

=

{(

Ybunny(m) − E
|

|

|

J Ybunny(m) − Y(m)
|

|

|

,W = X + R × LF(D)

(18)

Y(m + 1)

=

{(

Ybunny(m) − E
|

|

|

J Ybunny(m) − Ye(m)
|

|

|

..,W = X + R × LF(D)

(19)Y(m + 1) = Ybunny(m) − E|ΔY(m)|

(20)y = tb + bb − y
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The top bound ( tb ) and bottom bound ( bb ) value are 
added and subtracted from a real number y to obtain the 
reverse number y using Eq. (20).

The current solution value is assigned to yj . The top 
bound ( tb ) and bottom bound ( bb ) value are added and 
subtracted from a real number yj to obtain the reverse num-
ber yj using Eq. (21).

CLS: chaos is a phenomenon that appears to be random 
but occurs in non – linear and deterministic systems. Chaotic 
sequence is generated using logistic map [43].

ho is the random value [0,1]. M is the chaotic sequence. 
The features of chaotic system are considered to create a 
search operator and it is combined with meta heuristic algo-
rithm; the solution produced by CLS is obtained by Eq. (23):

Ms is the master solution; TP is the position of target. The 
master solution is computed using Eq. (23) in which � is the 
random variable subtracted by 1 and multiplied by position 
of the target TP and added with the chaotic sequence.

The � value for obtaining master solution is calculated using 
Eq. (24) where maximum iteration is subtracted by present itera-
tion and divided by maximum iteration and added by 1.

The reverse of chaotic sequence is computed by using 
Eq. (25) where top bound TB is subtracted by bottom bound 
BB and multiplied with chaotic sequence and added with 
bottom bound value and further it is subtracted by 1.

Equation (26) is used to achieve the updated solution  
Zj(m + 1) , the social component Yj(m + 1) is added with 
the cognitive component SR . 

(

Ybest − Yj
)

(m) . Ybest is the best 
solution and SR is the jumping rate. The Yj(m + 1) is the out-
put of HHO algorithm which enhances the ability to exploit 
regions surrounding the optimal solutions. The cognitive 
component SR 

(

Ybest − Yj
)

(m) is incorporated as a local 
search operator. In algorithm 2 pseudocode for Improved 
Harris Hawks Optimization is given.

(21)yj = tbj + bbj − yj

(22)ho+1 = Mho(1 − ho)

(23)Ms = (1 − �) × TP + �Mj

(24)� =
MaximumIteration − presentIteration

MaxIteration
+ 1

(25)Mj = BB +MJ × (TB − BB) − 1

(26)Zj(m + 1) = Yj(m + 1) + SR
(

Ybest − Yj
)

(m)

Algorithm 2   Pseudocode for Improved Harris Hawks Opti-
mization Algorithm
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5.3 � Classification and detection

In this paper, a two-staged classifier for network intru-
sion detection which employs SVM as an anomaly detec-
tion at stage-1 and KNN as a misuse detection at stage-2 
is proposed. The NSL-KDD dataset with 41 features is 
considered for experimenting with the dominance of the 
proposed system. Later, 10 prominent features are selected 
and analysed to compare the classification accuracy, detec-
tion rate F-measure, and false alarm rate. Network traffic 
is a combination of attack and normal traffic that flows 
through stage-1(SVM) which distinguishes normal and 
attack classes. Stage 2(KNN) compromises attack traffic 
which is further classified into DOS, probe, U2R, and R2L 
attacks. The two-staged classifier minimizes computing 
complexity while employing selected 10 features, resulting 
in greater accuracy with reduced false alarm rate.

5.3.1 � Stage‑1 Anomaly (SVM)

The multiclass—SVM (Stage-1) anomaly classifier was 
first modelled using the radial basis kernel function on the 
training set which consists of both attack and normal traf-
fic. The test datasets with unknown normal and attack are 
used to validate the anomaly module. SVM [46] is gener-
ally used to solve two-class classification issues. A hyper-
plane or linear line is built as a decision boundary between 
two classes of datasets for classification. Support vectors 
are the data points closest to the hyperplane that contribute 
to its formation. The hyperplane is expressed as:

vw is the vector of weights; y is an input vector and c 
are the bias. The hyperplane value is set to 0 in Eq. (27).

Based on the respective classes, values of the hyper-
plane are represented as -1 and + 1 in the Eq. (28–29). ci is 
the respective class, ci = +1 for class A,ci = −1 for class B.

The quadratic form �(v) is minimized by using vector v 
and vector weightvw in the Eq. (30).

(27)vwy + c = 0

(28)vwy + c = +1 for ci = +1

(29)vwy + c = −1 for ci = +1

(30)min�(v) =
1

2
vwv

The final output function:

In the Eq. (31) function of input vector y which need to 
be classified is termed as f (y) , s is the support vector, αm,n 
is the non -negative parameter which is used to differenti-
ate support vector among input vector, yw is the vector 
weight of y and yi is the respective class of y ,c is bias. The 
modified output function is:

The modified output function for f (y) , is computed 
using Eq. (32) where αm,n is the non -negative parameter, 
s is the support vector, �(y) mapping function of vector 
y and �(yi) is the respective class of vector y which is 
used to convert linearly non separable pattern into higher 
dimensional feature space, c is bias.

Further the numerical optimization complexity of 
�(y)�(yi) is reduced using Eq. (33). The vector y,vectors 
representative class yi ,αm,n is the non -negative parameter, 
s is the support vector and bias is c are computed to reduce 
the optimization complexity.

For classifying non-linear patterns SVM employs sev-
eral kernel functions which includes linear, sigmoid, poly-
nomial, and radial basis function. In this paper three func-
tions of kernel are utilized. The method creates k different 
classifiers for k-class classification. In kht classifier the 
data which belongs to kht class are considered as true val-
ues whereas the k-1 classes are considered as false values.

Algorithm 3  is the classifiers training phase λnm is the 
normal class, λic is the intrusion class, k is the sample 
length, K is the number of samples, FIXM is the feature set 
of M variables are the parameters of the training phase. 
Kernel scale, kernel function and cross-validation tech-
niques are given as input for the training phase. model_
svm is the output of the trained model. λnm is generated 
with Poisson distribution using K signals of k-dimensions. 
The extracted features from each sample are termed as 
normal class. λic is generated with Poisson distribution 
using K signals of k-dimensions. The extracted features 
from each sample are termed as intrusion class. From the 
observation labels and vectors are integrated vertically and 
classifier is trained.

(31)f (y) = sign
(

∑s

i=1
am,n

(

yw.y1
)

+ c
)

(32)f (y) = sign
(

∑s

i=1
�m,n

(

�(y)�
(

yi
))

+ c
)

(33)f (y) = sign
(

∑s

i=1
am,nK

(

y, yi
)

+ c
)



Peer-to-Peer Networking and Applications	

Algorithm 3   Pseudocode for Training phase of SVM

Algorithm 4 is the classifier testing phase λnm is the nor-
mal class, λic is the intrusion class, P is the test signal length, 
windows length is l and FIXM is the feature set of M variables 
are the parameters of the testing phase. model_svm is given as 
the input to the testing phase. Random number x is generated 
between P and l. Poisson distribution parameters λnm generates 
x-dimensional normal signal. Similarly, the Poisson distribution 

parameter λic generates (p-x) dimensional intrusion signal. From 
the observation vectors and labels are integrated horizontally to 
achieve a single P dimensions signal. For the first element win-
dows length L is extracted from P dimensions signal and given as 
input to the classifier for classification output is stored in z vector 
[47]. Similarly, for all (P-L + 1) element signals are tested and the 
output is stored in z vector.
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Algorithm 4   Pseudocode for Testing phase of SVM

5.3.2 � Stage ‑2 Misuse (KNN)

KNN Classifier is employed for misuse detection the attack 
traffic from stage-1 is analysed in stage-2 classifier and it is 
further classified into 4 classes: DoS, R2L, U2R and Probe. 
KNN is a supervised, non-parametric ML technique for sam-
ple categorization and regression. KNN is based upon the 

similarity between existing data and the new data. It keeps the 
data while working in the training phase and, when the new 
dataset appears, it categorises the new data in a category that 
is most comparable to the previously existing dataset category 
[48]. The test or validation datasets k parameter displays the set 
of cases that are closest to a certain set of cases. Algorithm 5 
explains the KNN classifier for misuse detection.
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Algorithm 5   Pseudocode for KNN classifier for misuse detection
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Consider a set of observation and targets, where obser-
vation um�Rdand targets vm ∈ {0,1} .Among the training 
samples, neighbors of a test sequence are rated by KNN 
and the nearest neighbors class label is utilized to identify 
the test class. As a result, KNN classifies the new points 
based on the k-nearest points in the training data that has 
majority of votes. The Euclidean distance is frequently 
employed in KNN as the distance metric to assess the sim-
ilarity of two vectors [49]. The number of neighbors in a 
set of training observations that are closest to an observa-
tion in a validation or testing data set is represented by the 
k parameter of KNN classifiers. This classifier can be used 
to address multiclass problems unlike SVM. Since, SVM 
and KNN are similar they are merged to achieve better 
accuracy. Once the attacks are identified by the classifica-
tion module, the decision manager sends a notification to 
the alarm manager. The alarm manager sends the alarm 
signals to the network administrator that attack has been 
detected in network.

6 � Performance Evaluation

The performance of the proposed IDS is analysed using 
NSL-KDD dataset. The experiment is implemented in 
Python using the operating system Windows 10, the proces-
sor is AMD Ryzen 5 3500U with Radeon Vega Mobile GFX 
2.10 GHz, the RAM is 8 GB and the software platform is 

Jupyter Notebook (Anaconda3). NSL-KDD dataset detects 
malicious traffic and classifies the attacks. It is the updated 
version of the KDD dataset which has no duplicate records 
in the training set. NSL-KDD dataset consists of 125,973 
training instances. Among them 52 are U2R attacks, 995 are 
R2L attacks, 11,656 are probe attacks, 67,343 are normal 
and 45,927 are DoS attacks. NSL-KDD dataset consists of 
22,544 testing instances. Among them 200 are U2R attacks, 
2756 are R2L attacks, 242 are probe attacks, 7456 are DoS 
attacks and 9711 are normal. NSL-KDD dataset consists of 
41 features among them 10 features are selected for perfor-
mance evaluation. NSL-KDD is the standard dataset for IDS 
which is significantly utilized in Intrusion detection and ML. 
The dataset details are provided in Table 4. The selected 10 
features for each attack are shown in Table 5.

Accuracy, Detection rate, F-measure, False Alarm 
Rate (FAR), Precision, and Recall are performance met-
rics that are employed to assess the performance of the 
proposed system. Accuracy is a prominent performance 
metric. Additionally, the confusion matrix is also used 
as a performance indicator. In the confusion matrix [50], 
TP represents the proportion of attack records that were 
correctly classified as such, TN represents the proportion 
of normal records that were similarly correctly classified, 
FP represents the proportion of normal records that were 
incorrectly classified as attacks, and FN represents the 
proportion of attack records that were similarly incor-
rectly classified as normal. The confusion matrix for 
existing classifiers and the proposed classifier is shown in 
Table 6, 7, 8, 9, 10. The following can be used to compute  
the performance metrics:

Accuracy: Accuracy is the proportion of records that 
were correctly identified among all records. Accuracy is 
computed using Eq. (35):

Table 4   Dataset Details Traffic Training Testing

Attack 58630 12833
Normal 67343 9711
Total 125973 22544

Table 5   Selected Features

Type of Attacks Selected Features

DoS
Probe
R2L
U2R

41,40,27,23,13,12,10,6,5
41,40,33,31,28,27,6,5,3,2
41,40,28,25,24,22,13,7,6,5
41,40,33,28,27,25,15,6,5,3

Table 6   Confusion Matrix for Existing classifier SVM + NB

Attacks TP TN FP FN

DoS 43321 10312 0 0
Probe 6651 4613 1 0
R2L 1200 762 0 0
U2R 81 17 3 1
Normal 51382 21016 176 2

Table 7   Confusion Matrix for Existing classifier SVM + RF

Attacks TP TN FP FN

DoS 38421 13467 1 0
Probe 5541 3142 0 0
R2L 1600 814 134 8
U2R 68 79 81 0
Normal 41657 19657 154 0

Table 8   Confusion Matrix for Existing classifier KNN + DT

Attacks TP TN FP FN

DoS 37617 5751 0 0
Probe 5178 4136 0 0
R2L 1341 567 18 1
U2R 75 85 132 8
Normal 56178 17854 175 0
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Precision: Precision is the proportion of accurately identi-
fied attack records among all attack records that have been 
identified. Precision is computed using Eq. (36):

(35)Accuracy =
TP + TN

TP + TN + FP + FN

(36)Precision =
TP

TP + FP

Recall: Recall is the proportion of accurately identified 
attack records among all attack records. Recall is computed 
using Eq. (37):

F – Measure: Harmonic mean of Precision and Recall. 
F-Measure is computed using Eq. (38):

Figures 3–4 shows the detection rate of the proposed 
system with selected 10 features and 41 features when com-
pared with other existing classifiers. From the graph analy-
sis, it is understood that the proposed classifier has a better 
detection rate with selected 10 features. The proposed clas-
sifier detection rate is enhanced as it employs an IHHO for 
effective feature selection.

A comparison of the detection rate with selected 10 fea-
tures and 41 features are given in Table 11 is are carried 
out for existing classifiers. The proposed classifiers detect 
DoS attacks with a detection rate of 98.75% for selected 
10 features and 98.04% for 41 features. Whereas for probe 
attack the detection rate is 90.31% for selected 10 features 
and 89.38% for 41 features. For R2L attack the detection 
rate is 98.99% for selected 10 features and 96.72% for 41 
features. And, for U2R attack the detection rate is 79.96% 
for selected 10 features and 74.21% for 41 features.

(37)Recall =
TP

TP + FN

(38)F −Measure =
2(Recall × Precision)

Recall + Precison

Table 9   Confusion Matrix for Existing classifier KNN + LR

Attacks TP TN FP FN

DoS 35812 8856 0 0
Probe 5651 5651 0 1
R2L 1285 1100 27 0
U2R 85 95 0 0
Normal 61852 9651 158 2

Table 10   Confusion Matrix for Proposed classifier KNN + SVM

Attacks TP TN FP FN

DoS 45084 8016 0 0
Probe 7814 4013 0 0
R2L 2189 1200 0 0
U2R 152 100 1 1
Normal 64854 10,381 121 0

Fig. 3   Detection Rate for 10 features
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Figures 5–6 shows the false alarm rate of the proposed 
system with selected 10 features and 41 features when 
compared with other existing classifiers. From the graph 
analysis, it is understood that the proposed classifier has 
reduced the false alarm rate with the selected 10 features. 
The proposed classifier has reduced FAR since it employs 
two-staged classifier which enhances the probability of 
detecting attacks effectively.

A comparison of false alarm rate with selected 10 fea-
tures and 41 features are given in Table 12 with different 
classifiers. DoS attack, Probe attack, R2L attack, and U2R 
attack analysis are carried out for existing classifiers. The 
proposed classifiers detect DoS attacks with a false alarm 
rate of 0.01% for selected 10 features and 0.10% for 41 
features. Whereas for probe attack the false alarm rate is 
0.01% for selected 10 features and 0.02% for 41 features. 
For R2L attack the false alarm rate is 0.01% for selected 
10 features and 0.03% for 41 features. And, for U2R attack 
the false alarm rate is 0.02% for selected 10 features and 
0.06% for 41 features.

Figures 7–8 shows the classification accuracy of the 
proposed system with selected 10 features and 41 features 
when compared with other existing classifiers. For clas-
sification two machine learning algorithms namely SVM 
and KNN is employed. SVM detects the anomaly whereas 
KNN detects whether the malicious attack is still present. 
From the graph analysis, it is understood that the proposed 

Fig. 4   Detection Rate for 41 
features

Table 11   Comparison of attacks detection rate with different classi-
fiers

Attacks Classifiers Detection rate

With 10 features With 41 features

DoS SVM+NB 93.65 92.48
SVM+RF 94.56 89.76
KNN+DT 97.78 97.31
KNN+LR 94.19 93.61
KNN+SVM 98.75 98.04

Probe SVM+NB 89.90 83.84
SVM+RF 84.78 80.23
KNN+DT 87.42 83.62
KNN+LR 81.52 80.31
KNN+SVM 90.31 89.38

R2L SVM+NB 85.90 81.65
SVM+RF 93.45 90.65
KNN+DT 96.34 95.43
KNN+LR 97.86 94.32
KNN+SVM 98.99 96.72

U2R SVM+NB 78.24 76.33
SVM+RF 74.98 71.34
KNN+DT 68.76 68.04
KNN+LR 71.92 70.12
KNN+SVM 79.96 74.21
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classifier has achieved better classification accuracy with 
the selected 10 features.

A comparison of classification accuracy with selected 
10 features and 41 features are given in Table 13 with dif-
ferent classifiers. DoS attack, Probe attack, R2L attack, 

and U2R attack analysis are carried out for existing clas-
sifiers. The proposed classifiers detect DoS attacks with a 
classification accuracy of 92.38% for selected 10 features 
and 90.68% for 41 features. Whereas for probe attack the 
classification accuracy is 96.90% for selected 10 features 

Fig. 5   False Alarm Rate for 10 
features

Fig. 6   False Alarm Rate for 41 
features
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and 93.06% for 41 features. For R2L attack the classi-
fication accuracy is 96.06% for selected 10 features and 
93.06% for 41 features. And, for the U2R attack, the clas-
sification accuracy is 94.73% for selected 10 features and 
91.83% for 41 features.

Figures 9–10 shows the precision of the proposed 
system with selected 10 features and 41 features when 
compared with other existing classifiers. Precision indi-
cates the accuracy of the proposed system in detecting 
normal and anomaly attacks effectively. Increased preci-
sion value ensures that the false positive rate has been 
minimized and an effective IDS is proposed. From the 
graph analysis, it is understood that the proposed clas-
sifier has achieved better precision with the selected 10 
features.

Comparison of Precision with selected 10 features and 41 
features are given in Table 14 with different classifiers. DoS 
attack, Probe attack, R2L attack, and U2R attack analysis are 
carried out for existing classifiers. The proposed classifiers 
detect DoS attacks with a precision of 0.92% for selected 
10 features and 0.89% for 41 features. Whereas for probe 
attack the precision is 0.91% for selected 10 features and 
0.87% for 41 features. For R2L attack the precision is 0.93% 
for selected 10 features and 0.90% for 41 features. And, for 
U2R attack the precision is 0.90% for selected 10 features 
and 0.88% for 41 features.

Figures 11–12 shows the recall of the proposed system 
with selected 10 features and 41 features when compared 
with other existing classifiers. Recall identifies the actual 
threat in the proposed system effectively. Increased recall 
value ensures that the false negative rate has been minimized 
and an effective IDS is proposed. From the graph analysis, it 
is understood that the proposed classifier has achieved better 
recall with selected 10 features.

A comparison of Recall with selected 10 features and 41 
features are given in Table 15 with different classifiers. DoS 
attack, Probe attack, R2L attack, and U2R attack analysis are 
carried out for existing classifiers. The proposed classifiers 

Fig. 7   Accuracy for 10 features

Table 12   Comparison of attacks False alarm rate with different 
classifiers

Attacks Classifiers Detection rate

With 10 
features

With 41 features

DoS SVM+NB 0.05 0.07
SVM+RF 0.03 0.05
KNN+DT 0.02 0.06
KNN+LR 0.03 0.08
KNN+SVM 0.01 0.10

Probe SVM+NB 0.02 0.07
SVM+RF 0.03 0.04
KNN+DT 0.03 0.05
KNN+LR 0.02 0.04
KNN+SVM 0.01 0.02

R2L SVM+NB 0.06 0.03
SVM+RF 0.08 0.04
KNN+DT 0.04 0.07
KNN+LR 0.02 0.06
KNN+SVM 0.01 0.03

U2R SVM+NB 0.07 0.09
SVM+RF 0.05 0.08
KNN+DT 0.08 0.015
KNN+LR 0.07 0.09
KNN+SVM 0.02 0.06
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detect DoS attacks with a recall of 0.91% for selected 10 fea-
tures and 0.90% for 41 features. Whereas for probe attack the 
recall is 0.89% for selected 10 features and 0.86% for 41 fea-
tures. For R2L attack the recall is 0.91% for selected 10 fea-
tures and 0.89% for 41 features. And, for U2R attack the recall 
is 0.89% for selected 10 features and 0.85% for 41 features.

Figures 13–14 shows the F-Measure of the proposed system 
with selected 10 features and 41 features when compared with 
other existing classifiers. The classification module detects 
the attacks more effectively as it utilizes a two-staged classi-
fier. The true positive rate is enhanced which produces better 
results in terms of F-Measure. From the graph analysis, it is 
understood that the proposed classifier has achieved a better 
F- measure with selected 10 features.

Comparison of F-Measure with selected 10 features and 
41 features are given in Table 16 with different classifiers. 
DoS attack, Probe attack, R2L attack, and U2R attack analy-
sis are carried out for existing classifiers. The proposed clas-
sifiers detect DoS attacks with an F-Measure of 0.99% for 
selected 10 features and 0.93% for 41 features. Whereas for 
probe attack the F-Measure is 0.94% for selected 10 features 
and 0.88% for 41 features. For R2L attack the F-Measure is 
0.85% for selected 10 features and 0.71% for 41 features. 
And, for U2R attack the F-Measure is 0.61% for selected 10 
features and 0.51% for 41 features.

Fig. 8   Accuracy for 41 features

Table 13   Comparison of attacks Classification Accuracy with differ-
ent classifiers

Attacks Classifiers Detection rate

With 10 features With 41 features

DoS SVM+NB 90.12 87.12
SVM+RF 89.65 85.65
KNN+DT 87.65 84.57
KNN+LR 88.53 86.58
KNN+SVM 92.38 90.68

Probe SVM+NB 89.12 87.44
SVM+RF 84.02 90.67
KNN+DT 93.65 84.93
KNN+LR 91.52 90.63
KNN+SVM 96.90 93.63

R2L SVM+NB 90.34 87.32
SVM+RF 92.87 89.17
KNN+DT 87.93 82.56
KNN+LR 92.12 90.13
KNN+SVM 96.06 91.35

U2R SVM+NB 90.32 88.32
SVM+RF 93.72 91.92
KNN+DT 88.75 84.75
KNN+LR 90.17 85.17
KNN+SVM 94.73 91.83
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Figures 15–16 shows the Specificity of the proposed sys-
tem with selected 10 features and 41 features when com-
pared with other existing classifiers. Specificity identifies 
the abnormal activity or pattern of known attack accurately. 

Increased Specificity value ensures that the false positive rate 
has been minimized and an effective IDS is proposed. From 
the graph analysis, it is understood that the proposed classi-
fier has achieved better Specificity with selected 10 features.

Fig. 9   Precision for 10 features

Fig. 10   Precision for 41 features
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Table 14   Comparison of attacks Precision with different classifiers

Attacks Classifiers Detection rate

With 10 features With 41 features

DoS SVM+NB 0.91 0.87
SVM+RF 0.89 0.84
KNN+DT 0.90 0.85
KNN+LR 0.87 0.81
KNN+SVM 0.92 0.89

Probe SVM+NB 0.85 0.80
SVM+RF 0.80 0.75
KNN+DT 0.89 0.83
KNN+LR 0.83 0.81
KNN+SVM 0.91 0.87

R2L SVM+NB 0.78 0.73
SVM+RF 0.81 0.79
KNN+DT 0.85 0.80
KNN+LR 0.83 0.77
KNN+SVM 0.93 0.90

U2R SVM+NB 0.82 0.78
SVM+RF 0.80 0.75
KNN+DT 0.87 0.83
KNN+LR 0.78 0.73
KNN+SVM 0.90 0.88

Fig. 11   Recall for 10 features

Fig. 12   Recall for 41 features
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Table 15   Comparison of attacks Recall with different classifiers

Attacks Classifiers Detection rate

With 10 features With 41 features

DoS SVM+NB 0.87 0.83
SVM+RF 0.91 0.87
KNN+DT 0.88 0.84
KNN+LR 0.78 0.83
KNN+SVM 0.91 0.90

Probe SVM+NB 0.81 0.75
SVM+RF 0.78 0.72
KNN+DT 0.85 0.81
KNN+LR 0.80 0.77
KNN+SVM 0.89 0.86

R2L SVM+NB 0.75 0.70
SVM+RF 0.78 0.72
KNN+DT 0.83 0.79
KNN+LR 0.80 0.74
KNN+SVM 0.91 0.89

U2R SVM+NB 0.80 0.72
SVM+RF 0.77 0.70
KNN+DT 0.81 0.73
KNN+LR 0.75 0.71
KNN+SVM 0.89 0.85

Fig. 13   F-Measure for 10 
features
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Fig. 14   F-Measure for 41 
features

Table 16   Comparison of attacks F- measure with different classifiers

Attacks Classifiers Detection rate

With 10 features With 41 features

DoS SVM+NB 0.88 0.84
SVM+RF 0.89 0.85
KNN+DT 0.88 0.84
KNN+LR 0.82 0.76
KNN+SVM 0.90 0.88

Probe SVM+NB 0.82 0.76
SVM+RF 0.78 0.73
KNN+DT 0.86 0.80
KNN+LR 0.80 0.78
KNN+SVM 0.88 0.86

R2L SVM+NB 0.76 0.70
SVM+RF 0.79 0.75
KNN+DT 0.83 0.78
KNN+LR 0.80 0.75
KNN+SVM 0.90 0.88

U2R SVM+NB 0.80 0.74
SVM+RF 0.78 0.72
KNN+DT 0.82 0.77
KNN+LR 0.76 0.70
KNN+SVM 0.88 0.86
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Comparison of Specificity with selected 10 features and 
41 features are given in Table 17 with different classifiers. 
DoS attack, Probe attack, R2L attack, and U2R attack anal-
ysis are carried out for existing classifiers. The proposed 
classifiers detect DoS attacks with a Specificity of 1.0% for 
selected 10 features and 0.98% for 41 features. Whereas for 
probe attack the Specificity is 0.98% for selected 10 features 
and 0.96% for 41 features. For R2L attack the Specificity 
is 1.0% for selected 10 features and 0.99% for 41 features. 

And, for U2R attack the Specificity is 0.99% for selected 10 
features and 0.95% for 41 features. 

A comparison of training time and testing time for attacks 
using different classifiers for the selected 10 features and 
41 features is given in Table 18. From the experiment, it is 
understood that it takes less time to develop a model with 
10 features than 41 features. Because of the feature selection 
technique, the time taken for training and testing is automati-
cally reduced.

Fig. 15   Specificity for 10 
features

Fig. 16   Specificity for 41 
features
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6.1 � Computational Complexity analysis

In the proposed system, assuming that the problem com-
plexity is P, the Iteration count is I, maximum popula-
tion size is M. The Improved Harris Hawks Optimization 
(IHHO) algorithm comprises three main components: 
population initialization, fitness estimation, and loca-
tion update for individuals. The time complexity of 
initializing a population is determined by the problem 
complexity and maximum population size and the time 
complexity for initializing is O (M × P). Fitness is esti-
mated at each iteration and the time complexity of fitness 
estimation is O (M × P × I). At each iteration, the indi-
viduals will upgrade their position beginning with the 
first three persons and the time complexity of location 
update is O (3 × P × I). The other person's position update 
is the initial HHO position update and the time complex-
ity is O ((M – 3) × P × I). As a result, the time complex-
ity that IHHO demands for updating each location is O 
(M × P × I). The overall time complexity of IHHO is O 
(2 × M × P × I + M × P).

6.2 � Mathematical Justification  
of the proposed approach

Tables 19 and 20 provide the mathematical justification 
of the proposed approach when it is compared with HHO 
in terms of population size and dimension. For the math-
ematical analysis, the 10 features are considered from the 
dataset to compute the average and standard deviation 
for the proposed approach with HHO. From the analysis, 
the proposed approach has a better average and standard 
deviation for all 10 features in terms of population size 
and dimensionality.

Table 17   Comparison of attacks Specificity with different classifiers

Attacks Classifiers Detection rate

With 10 
features

With 41 
features

DoS SVM+NB 0.93 0.91
SVM+RF 0.89 0.57
KNN+DT 0.95 0.90
KNN+LR 0.91 0.89
KNN+SVM 1 0.98

Probe SVM+NB 0.88 0.83
SVM+RF 0.83 0.80
KNN+DT 0.94 0.91
KNN+LR 0.92 0.90
KNN+SVM 0.98 0.96

R2L SVM+NB 0.84 0.81
SVM+RF 0.88 0.83
KNN+DT 0.93 0.30
KNN+LR 0.96 0.92
KNN+SVM 1 0.99

U2R SVM+NB 0.91 0.88
SVM+RF 0.94 0.93
KNN+DT 0.91 0.89
KNN+LR 0.89 0.85
KNN+SVM 0.99 0.95

Table 18   Comparison of Training and Testing time for different clas-
sifiers

Classifiers CPU TIME(SECONDS)

Training Time Testing Time Total Time

SVM+NB 109.8378 0.0783 109.9161
SVM+RF 65.9373 0.0954 66.0327
KNN+DT 78.0863 0.0698 78.1561
KNN+LR 152.3456 0.0768 152.4224
KNN+SVM 17.4237 0.0547 17.4784
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Table 20   Mathematical justification of IHHO and HHO for dimension

F1 Average Standard Deviation F6 Average Standard Deviation

IHHO HHO IHHO HHO IHHO HHO IHHO HHO

10 7.53E + 2 6.54E + 5 2.16E + 6 3.75E + 4 10 4.13E + 2 3.62E + 6 5.72E + 3 3.61E + 2
20 6.21E + 7 1.52E + 8 3.78E + 2 2.61E + 3 20 5.61E + 3 1.78E + 2 4.18E + 7 2.24E + 2
40 4.31E + 6 1.63E + 7 6.92E + 3 2.93 + 2 40 7.78E + 4 1.23E + 4 2.67E + 8 2.78E + 3
F2 Average Standard Deviation F7 Average Standard Deviation

IHHO HHO IHHO HHO IHHO HHO IHHO HHO
10 1.65E + 2 1.41E + 3 1.48E + 5 2.93E + 9 10 1.69E + 3 1.23E + 4 2.73E + 2 1.69E + 3
20 2.79E + 4 5.18E + 3 2.15E + 4 7.02E + 2 20 3.72E + 2 2.69E + 2 4.87E + 3 2.17E + 4
40 7.65E + 4 1.62E + 9 2.56E + 4 2.36E + 4 40 4.81E + 4 3.78E + 3 7.81E + 2 1.77E + 5
F3 Average Standard Deviation F8 Average Standard Deviation

IHHO HHO IHHO HHO IHHO HHO IHHO HHO
10 2.18E + 4 5.25E + 4 2.15E + 4 4.52E + 4 10 3.17E + 2 8.22E + 4 6.64E + 2 1.48E + 4
20 1.02E + 6 3.21E + 5 5.19E + 3 7.96E + 5 20 4.27E + 3 5.79E + 4 2.13E + 2 5.80E + 5
40 2.91E + 6 6.14E + 7 2.79E + 4 1.93E + 4 40 6.52E + 4 4.16E + 3 2.79E + 4 4.69E + 5
F4 Average Standard Deviation F9 Average Standard Deviation

IHHO HHO IHHO HHO IHHO HHO IHHO HHO
10 1.02E + 6 1.66E + 8 1.33E + 2 9.67E + 3 10 1.25E + 3 2.17E + 3 2.16E + 2 1.98E + 3
20 7.65E + 4 4.52E + 7 1.62E + 9 3.09E + 2 20 2.67E + 2 4.26E + 4 5.18E + 3 2.67E + 2
40 3.52E + 5 6.91E + 3 2.56E + 3 2.15E + 3 40 3.78E + 4 5.18E + 3 8.76E + 2 1.89E + 2
F5 Average Standard Deviation F10 Average Standard Deviation

IHHO HHO IHHO HHO IHHO HHO IHHO HHO
10 3.23E + 6 1.67E + 3 2.96E + 3 2.15E + 2 10 1.76E + 3 5.81E + 4 1.92E + 2 3.78E + 3
20 2.17E + 8 3.72E + 2 1.18E + 4 3.06E + 4 20 2.81E + 4 2.70E + 3 3.69E + 2 4.68E + 4
40 5.19E + 4 4.18E + 3 1.75E + 3 7.02E + 2 40 5.91E + 2 3.18E + 2 2.87E + 3 5.79E + 2

Table 19   Mathematical justification of IHHO and HHO for population size

F1 Average Standard Deviation F6 Average Standard Deviation

IHHO HHO IHHO HHO IHHO HHO IHHO HHO

10 3.07E + 7 1.78E + 6 1.03E + 8 5.68E + 6 10 1.43E + 3 2.16E + 2 2.61 + 4 3.91E + 2
20 1.06E + 4 6.69E + 3 1.58E + 6 2.56E + 7 20 1.67E + 3 3.17E + 2 2.42 + 6 3.36E + 3
40 1.54E + 2 1.33E + 2 7.03E + 4 2.89E + 5 40 1.53E + 4 4.16E + 2 2.08 + 2 4.18E + 4
F2 Average Standard Deviation F7 Average Standard Deviation

IHHO HHO IHHO HHO IHHO HHO IHHO HHO
10 8.67E + 3 7.68E + 5 4.38E + 7 5.41E + 4 10 4.56E + 2 2.14E + 2 1.12E + 2 8.41E + 3
20 2.01E + 3 1.20E + 5 1.29E + 5 3.14E + 3 20 2.31E + 3 1.18E + 2 2.21E + 1 9.31E + 4
40 1.48E + 4 3.14E + 4 1.17E + 6 5.09E + 5 40 3.81E + 2 1.31E + 3 2.42E + 2 6.81E + 2
F3 Average Standard Deviation F8 Average Standard Deviation

IHHO HHO IHHO HHO IHHO HHO IHHO HHO
10 1.06E + 2 1.41E + 2 2.31E + 4 3.16E + 2 10 5.63E + 3 2.21 + 2 1.63E + 2 5.18E + 2
20 3.03E + 3 1.82 + 2 2.42E + 3 1.97E + 2 20 4.48E + 4 4.81E + 6 2.72E + 3 2.96E + 2
40 4.01E + 3 3.76E + 3 1.32E + 3 4.81E + 2 40 5.31E + 2 3.16E + 4 3.61E + 2 3.14E + 3
F4 Average Standard Deviation F9 Average Standard Deviation

IHHO HHO IHHO HHO IHHO HHO IHHO HHO
10 2.76E + 2 1.31E + 4 8.09E + 2 2.81E + 2 10 1.49E + 3 3.61E + 2 5.63E + 3 3.54E + 2
20 3.18E + 3 1.01E + 5 7.61E + 3 3.61E + 2 20 2.56E + 2 2.78E + 3 2.81E + 3 3.62E + 2
40 1.63E + 3 6.73E + 2 6.54E + 2 4.22E + 2 40 4.31E + 2 3.75E + 2 2.05E + 3 1.08E + 2
F5 Average Standard Deviation F10 Average Standard Deviation

IHHO HHO IHHO HHO IHHO HHO IHHO HHO
10 1.98E + 3 2.02E + 2 4.16E + 4 3.41E + 3 10 2.61E + 2 1.78E + 3 7.65E + 4 8.91E + 2
20 4.51E + 4 3.16E + 2 2.14E + 5 1.94E + 3 20 3.79E + 2 1.54E + 2 5.18E + 3 4.62E + 2
40 5.63E + 3 4.52E + 2 2.82E + 4 3.6E + 2 40 2.31E + 2 1.64E + 2 6.76E + 2 3.71E + 2
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7 � Conclusion

In this paper, a system with two–layer classifier is proposed 
to effectively detect the intrusion from the network traffic. 
For data pre-processing the one-hot encoding method was 
employed which handles categorical data and further the 
dimensionality is reduced using PCA. Efficient features are 
selected by using IHHO. For classification two classifiers are 
utilized they are SVM and KNN. In stage -1 SVM is used to 
identify anomalies that can be attacked and in stage -2 KNN 
is utilized which identifies whether attacks still exist. Further-
more, a comparative analysis of the SVM + KNN-based clas-
sifier with another machine learning-based classifier was per-
formed. Improving the training and testing time automatically 
increases the accuracy and detection rate. The main aim of the 
proposed system is to utilize the advantage of both misuse and 
anomaly classification techniques which also helps in reducing 
computational complexity and resulting in better accuracy. The 
future work of the proposed system is to improve the intrusion 
detection accuracy and reduce the false alarm rate. Moreover, 
the future work of this system aims to reduce the communica-
tion and computation overhead.

8 � Limitation and Future Work

Even though the proposed system has an optimistic perfor-
mance, there is a scope for improvement to handle the mas-
sive data flows in real time. The extended future work using 
the proposed system will be to detect attacks in the other 
layers of IoT architecture which includes support and appli-
cation layers. It also aims to further improve intrusion detec-
tion accuracy and reduce the false alarm rate by utilizing 
hybrid feature selection algorithms. In the proposed system 
a standard benchmark dataset is used, and in the future real-
time data traffic may be considered. In future work, Deep 
learning and reinforcement learning techniques can be uti-
lized to identify the unknown attacks and the proposed IDS 
can be compared to multiple standard benchmark datasets 
and analyse their detection accuracy. Future development in 
IDS includes utilizing blockchain technology to enhance the 
integrity and visibility of Intrusion detection logs and data.
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