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Abstract
With the rise of 5G network and the rapid growth of user equipment, there exists a gap between the stringent requirements 
of emerging applications and the actual functionality of the Internet. In particular, transmitting data over long network links 
imposes high costs, which can be addressed by the edge caching (EC) method. EC caches the content at the edge server 
to avoid the extraordinary cost of backhaul link communication. However, in existing EC efforts, it is common to assume 
either known content popularity or a two-phase caching that is predicted content popularity prior to the caching action, the 
former being less feasible and the latter increasing the cost of deployment to the real world. A caching strategy is proposed 
in this paper to cope with this problem that can be feasible end-to-end deployed and has a lower caching cost. Specifically, 
we first investigate the system cost, including network communication cost, cache over storage cost, and cache replacement 
cost. And we model the EC problem as a Markov Decision Process (MDP). Then, the Double Deep Recurrent Q Network 
(DDRQN) algorithm is studied to solve the EC-based MDP problem. Finally, compared with other intelligent caching strate-
gies, the proposed caching strategy can improve the system reward by up to 24% and the cache hit rate by up to 22% under 
certain conditions.

Keywords  Edge computing · Edge caching · Edge intelligence · Deep recurrent reinforcement learning

1  Introduction

With the vigorous development of 5G network technology, 
Internet access equipment and network traffic are growing 
rapidly. The number of devices connected to IP networks 
will be more than three times the global population in 2023, 
reaching 29.3 billion, which is more than 1.59 times that of 
2018 [1]. However, most connected devices have limited 
communication and storage resources and finite processing 
capabilities, which show the mismatch between the stringent 
requirements for emerging applications and the actual device 
capabilities [2]. One solution is cloud computing [3], which 
performs task calculation and content caching in remote 
cloud data centers. Nonetheless, transmitting large amounts 

of content over the Wide Area Network (WAN) may bring 
daunting cost and transmission delay [4].

The development of edge computing brings a new strategy 
for reducing network costs. Different from cloud computing, 
edge computing allows wireless devices to offload compu-
tation resources to edge servers [5], and provides comput-
ing and content caching services using edge servers that are 
closer to users. With properties closer-to-user, edge comput-
ing addresses congestion and high latency on the backhaul 
link and provides low latency and high-quality services [6]. 
When users request content, they will first retrieve the cached 
content of the edge server. Therefore, using a portion of the 
storage space on the edge server to cache content, especially 
popular content, will significantly reduce the network delay 
and congestion.

The edge caching (EC) method has attracted the great 
interest of many scholars. Xia et al. [7] proved that EC is 
an NP-complete problem and suggested Lyapunov opti-
mization to minimizing the system costs, including data 
caching cost, data migration cost, and Quality-of-Service 
(QoS) penalty. Based on Information-Centric Network-
ing (ICN), Nour et al. [8] proposed a distributed cache 
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placement scheme to push the popular content down to 
the next-hop network route, and the unpopular content up 
to the next-hop network route, bringing popular content 
closer to the user.

Many researchers have used Deep Learning to solve 
EC problems with considerable results. To challenge the 
heavily relies of proactive EC on the accuracy of content 
popularity prediction, a Bidirectional Deep Recurrent 
Neural Network (BRNN) scheme was proposed to predict 
the content requests and update edge cache in [9]. Simi-
larly, Wu et al. [10] designed a Deep Long Short-Term 
Memory (LSTM) Auto-Encoder algorithm to capture the 
temporal structures of content. Additionally, due to the 
importance of the user behavior in EC, Zeng et al. [11] 
considered a user-centric behavior based contextual zoom 
algorithm to quickly learn the changes in content popular-
ity and discussed a Modified single-layer nonlinear Con-
volutional Neural Networks (MCNN) method to mine the 
relationship between user groups. Take both user features 
and content features into account, Rathore et al. [12] used 
auto-encoder and Stacked Denoising Autoencoders respec-
tively to extract the features to estimate content popularity. 
Nevertheless, these approaches barely take into account 
the current state of the edge server (e.g., current cached 
content, energy cost), which lacks flexibility.

The combination of Reinforcement Learning and Deep 
Learning, called Deep Reinforcement Learning (DRL) 
[13], is suitable for dealing with complex non-convex 
optimization problems and has aroused new research 
interest in recent years. In this case, Zhong et al. [14] first 
present a DRL framework to solve the content caching 
problem. With the goal of Quality of Experience (QoE), 
He et al. [15] summarized the caching model and intro-
duced an adaptive learning rate DRL method to enhance 
QoE. Besides, Qiao et al. [16] modeled the cooperative 
caching problem as a double time-scale Markov decision 
process (DTS-MDP), and a Deep Deterministic Policy 
Gradient (DDPG)-based cooperative caching scheme 
was proposed to overcome with high-dimensional state 
space and continuous-valued action space. Moreover, in 
[17], Hou et al. exercised LSTM to predict the mobil-
ity of vehicles first, and then the result of LSTM was 
used as the input state of DRL to learn caching policy. 
Coincidentally, Li et al. [18] employed Gated Recurrent 
Unit (GRU) algorithm to predict the task popularity first, 
and used multi-agent DQN to solve the caching problem 
based on the predicted popularity.

In the above work, they consider the whole system state, 
however, content popularity is assumed to be either known 
as the last time slot content popularity as presented in [15, 
16], or estimated before choosing the caching actions as pro-
posed in [17, 18] rather than end-to-end policy. Since the 
content popularity is time-varying, the first assumption is 

less feasibility, and the second assumption is troublesome 
to deploy in the real world.

Thus, to address those issues, the end-to-end Double 
Deep Recurrent Q Network (DDRQN) algorithm is pro-
posed in this paper. In this case, the agent of the DDRQN 
algorithm observes multi-step states (historical and current 
states) and uses the GRU network [19] to capture the con-
tent popularity for the next period. Besides, the EC system 
costs, including network communication cost, cache over 
storage cost, and cache replacement cost are considered to 
find system-level optimization. Then, the EC problem is 
modeled as MDP. The DDRQN algorithm can intelligently 
make caching decisions in the dynamic EC environment to 
minimize the long-term system-level cost. In summary, the 
contributions of this paper are as follows:

1.	 We investigate the cost of the EC system, considering 
not only network communication cost but also cache 
over storage cost and cache replacement cost.

2.	 We propose an intelligent edge caching strategy, which 
can not only be feasible end-to-end deployed but also 
has a lower caching cost. And the DDRQN algorithm is 
designed to minimize system cost.

3.	 For the first time, we cope with EC problems using GRU 
based DRL algorithm. In particular, the use of GRU cell 
in DRL agent can improve the effectiveness of learning 
time-varying content popularity from the historical and 
current environments.

The paper is organized as follows. Section 3 summarizes 
related work. Section 3 introduces the EC system model 
including system architecture and system cost. Section 4 
proposes the solution of the DDRQN algorithm. Section 5 
presents the simulation results. Section 6 concludes the 
paper.

2 � Related work

In recent years, EC has attracted great interest from many 
researchers. In general, most researchers focus on improving 
key indicators such as hit rate, transmission delay, energy 
consumption, backhaul load, QoE, QoS, and system cost. 
And researchers often improve these key indicators by estab-
lishing different mathematical models and proposing differ-
ent novel algorithms.

Based on the heuristic algorithm, Liu et al. [20] modeled 
the EC problem as an integer programming from the ser-
vice provider’s perspective. And they proposed an extended 
Page-Hinckley-Test algorithm to reduce network delay and 
improve energy efficiency of mobile devices. Besides, Hu 
et al. [21] pointed out that proactive caching can effectively 
handle redundant traffic loads in future wireless networks. 
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And they proposed to use game theory to deal with proactive 
caching in the network. Specifically, they discuss the two 
main types of caching in proactive caching, namely central-
ized wireless network caching and distributed wireless net-
work caching respectively. The centralized wireless network 
caching includes Small Cell Base Station (SBS) caching and 
Road Side Unit (RSU) caching, and the distributed wireless 
network caching includes Device-to-Device (D2D) caching 
and Vehicle-to-Vehicle (V2V) caching. Finally, they used 
different game theory algorithms for these different wireless 
proactive caching models. Moreover, Yu et al. [22] proposed 
a content caching strategy based on Mobility Prediction and 
Joint User Prefetching (MPJUP). The caching policy first 
predicts the user’s mobility and then prefetches data at the 
edge server in advance based on the user’s mobility and 
QoE. In addition, they also investigate the problem of col-
laborative prefetching of data between users and edge serv-
ers, which further reduces the backhaul load and improves 
the network quality. Heuristic-based caching strategy finds 
approximate solutions in a reasonable time through iteration, 
but do not guarantee optimal solutions. And the heuristic-
based caching strategy needs to formulate the rules of itera-
tion in advance. These conditions limit the application of 
heuristic algorithms to EC problem to a certain extent.

Based on the deep learning, Saputra et al. [23] proposed 
centralized EC algorithm and distributed EC algorithm. In the 
centralized EC algorithm, the cloud server collects informa-
tion from all edge servers and uses a neural network model 
to predict the demand for the entire network. In the distrib-
uted EC algorithm, each edge server trains the neural network 
individually and the cloud server only aggregates and updates 
the model parameters, which ensures privacy and reduces 
the network communication overhead. Combining Social 
Content-Centric Networking (SCCN) and edge computing, 
Liang et al. [24] used Multi-Head Attention based Encoder-
Decoder (MAPP) to predict content popularity. MAPP is able 
to fully consider multiple popularity-related properties. And 
the experiment results showed that MAPP can achieve bet-
ter cache hit rate in social data simulation experiments gen-
erated using sonetor [25]. Considering both user mobility 
and user interest, Tang and Kang [26] proposed a machine 
learning-based intelligent EC strategy. Specifically, they first 
used LSTM to predict user mobility, and then used Gradient 
Boosting Decision Tree (GBDT) to predict content popularity. 
Deep learning-based caching strategy tend to consider more 
about reducing model loss and improving model accuracy, and 
assume that higher prediction accuracy leads to better caching 
performance. However, these strategies separate model learn-
ing and cache replacement strategy, and pure model accuracy 
is not suitable for dynamic edge caching environment [27].

Based on the reinforcement learning, Wang et  al. 
[28] compared the Centralized Double Deep Q Network 

(C-DDQN) algorithm with the Federated Learning-based 
Double Deep Q Network (FL-DDQN) algorithm. Experi-
ments showed that C-DDQN tended to have better per-
formance, but FL-DDQN can reduce the communication 
consumption. By using multiple models, Zhang et  al. 
[29] first used a Grouped Linear Model (GLM) to pre-
dict content popularity and then used the predictions as 
the reinforcement learning state to learn caching strategy. 
Considering energy constraints, Tang et al. [30] applied 
Q-learning and Deep Q-network (DQN) to the user device 
and small base station (SBS) respectively due to differ-
ent status complexity. The difference between DQN and 
Q-learning is that instead of using Q-table to store state-
action value, DQN uses a neural network to approximate 
Q-value. However, training and inference of the neural 
network on small state-action value space consumes 
more computational resources than the Q-table. There-
fore, Q-learning is used on user devices that require more 
power saving, and DQN is used on SBS for better results. 
Based on the actor-critic algorithm [31] and multi-agent 
RL method, Zhao et al. [32] proposed a Neighboring-
Aware Edge Caching (NAEC) algorithm, which uses the 
attention mechanism to selectively learn information from 
neighboring agents. In general, reinforcement learning-
based caching strategy tightly combines model learning 
and cache strategy, and is more suitable for complex edge 
caching problem. However, most existing works tend to 
assume that content popularity is known or predicted by 
other models before making caching decisions. The for-
mer lacks robustness in the time-varying edge caching 
scenarios. The latter introduces multiple neural network 
models rather than end-to-end deployment, which intro-
duces additional complexity.

The  re la ted  re fe rences  a re  summar ized  in 
Table 1 [33]. And to further improve cache efficiency 
and reduce cache cost, in this paper, we propose an end-
to-end DRL-based caching strategy. The improvement 
of this paper is that we combine the recurrent neural 
network and deep reinforcement learning. The recurrent 
neural network can deal with the temporal characteristic 
of EC system state and the end-to-end caching strategy 
simplify the network model. Besides, we take the inter-
ests of both users and service providers into account, 
and the proposed caching strategy can minimize the 
whole EC cost.

3 � System model

In this section, the system architecture of edge content cach-
ing is introduced first. Then, the cost of the EC system is 
presented. The main notations are listed in Table 2.
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3.1 � System architecture

The EC scenario considered in this paper is shown in Fig. 1. 
There are mainly three different components in this scenario, 
which are remote cloud data center (DC) in the cloud layer, 
edge server (ES) in the edge layer, and user equipment (UE). 
UE can obtain content from a near-end ES. And an ES is 
a static network facility at the edge of the network, e.g., 
SBS, RSU. ES communicates with DC and obtains con-
tent from DC through the backhaul link. We assume that 
DC has unlimited computing power and storage resources 
to store all the content. The biggest difference between ES 
and traditional cloud DC is the limited compute and storage 
capacity. Therefore, it is impossible to cache a large amount 
of content on ES. Besides, the proximity to the UE allows 
the ES to respond quickly to user requests and improve QoS. 
This intensifies the competition of ES providers in QoS and 
cache costs.

UE requests the edge server through a wireless link. The 
edge server that directly communicates with users is called 
direct ES. If the requested content has been stored in the direct 
ES, the direct ES will return the cached content to UE directly. 
However, if it is not stored in the direct ES, the direct ES first 
checks whether its neighbor ESs caches the content, if it does, 
the neighbor ES first sends the content to the direct ES, and 
then the direct ES returns the content to UE. Otherwise, the 
direct ES will fetch content from DC, in which case the UE 
needs to endure the delay of a long backhaul link, resulting in 
QoS degradation. Assume that each ES has its neighbor ES 
sets and the distance between the ES and them is much smaller 
than the distance between the ES and DC. The different con-
tent acquisition methods are shown in Fig. 1. The yellow line 
represents the wireless link between UE and ES. Due to the 
feature that ES is close to the user, this requires only a small 
amount of time consumption. The green line indicates that 
data is transmitted between ESs through high-speed links, with 
medium time consumption. The blue line indicates that ES 
obtains content from DC, which has a high time consumption.

3.2 � System cost

We divide each time slot t of the ES into two different phases, 
rt and ct , as shown in Fig. 2. In these circumstances, rt is the 
phase of collecting UE request information and executing 
content delivery. Meanwhile, at this phase, ES saves the UE’s 
request information for later agent inferences. ES agent per-
forms inference in the ct phase to select the caching action. The 
trained DRL agent infers what should be cached in the next 
time slot t + 1 based on the state information observed in rt , 
and performs the cache replacement operation. The duration of 
rt varies with the number of requests. Besides, each rt receives 
the same number of requests Nr

 and has different lengths of 
time slot intervals.Ta
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On account of the compute and storage capacity limita-
tions of ES, ES can only cache limited contents within the 
storage capacity. Use r to represent the request of UE and t 
represents the time slot in which the request arrives at ES. 
Assume the content can be divided into independent parts like 
[34], and use d represents one content fragment, meanwhile 
the total potential content collection is represented by D. Given 
Dsi,t

= {d1, d2,… , dn} to represent the set of content cached 
by the ES si in time slot t, and N means the amount of content 

that an ES can cache. Consequently, the capacity limit of the 
edge server at time t can be obtained:

where dj,t represent the content dj cached in ES si and in time 
slot t  . There are three different cases when a UE requests 
content d from the ES si . First, if the content d requested by 

(1)
n∑
j=0

dj,t ≤ N

Table 2   System notations Variable Meaning

d The content fragment
t The time slot in which the request arrives at ES
D The total content collection
K The total content amounts
Nr The number of requests in rt

si The i th edge node
Si The set of neighbor ES of i
Dsi ,t

The content cached by ES si in the time slot t
N The amount of content that an ES can cache
chit The network communication cost between UE and direct ES
cedge The network communication cost between direct ES and neighbor ES
ccloud The network communication cost between direct ES and DC
cCOMM The total network communication cost
cRED The cache over storage cost
cREPL The cache replacement cost
DRED

si ,t
The content cached in time slot t but not requested

α The cache over storage cost factor
Drepl The set of content that needs to be replaced
ccloud
REPL

The replacement cost of retrieving data from
DC

λ A binary variable indicates whether content D is cached by neighbor ES set Si
c
Si
REPL

The replacement cost of retrieving data from neighbor ES set Si
C The total cost of the caching system

Fig. 1   EC scenario

2623Peer-to-Peer Networking and Applications (2022) 15:2619–2632



1 3

the UE hits the cache of the direct ES, the network commu-
nication cost is defined as chit . Second, though the content 
d requested by the UE does not hit the cache of the direct 
ES, the content is cached by its neighbor ESs Si , the content 
will be obtained from its neighbor ES and then return to the 
user. Hence, the network communication cost is defined as 
chit + cedge , where cedge is the cost for the direct ES to obtain 
content from the set of neighbor ES Si . Finally, if the content 
d requested by the UE neither hit the cache of the direct ES 
nor the cache of the neighbor ES set Si , the cache missed 
data needs to be obtained from DC. In this circumstance, 
the network communication cost is defined as chit + ccloud , 
where ccloud is the cost for the ES to obtain content from DC. 
Due to the characteristics of edge computing, it is easy to 
obtain, chit ≪ cedge ≪ ccloud . To sum up, the total network 
communication cost can be obtained:

In addition to the network communication cost, we also 
consider the over storage cost of invalid cached content 
stored at ES. ES agent executes inference to select cache 
contents Dsi,t+1

 of the next time slot t + 1 in ct , and performs 
the cache replacement operation. However, due to the limita-
tion of the storage capacity of ES, there will always be cache  
miss requests in time slot t + 1. At the same time, there may  
also be content that has been cached in the ES but has not 
been requested. Define the set of content that is cached in  
the ES but not requested by UE in time slot t  as,  
DRED

si,t
= {dRED

1
, dRED

2
,… , dRED

m
} , m < n. Therefore, the con-

tents of the set DRED
si,t

 are over-cached. If a content dj is cached  
in the ES during time slot t − 1 and t, and neither is 
requested, i.e.

Then this will result in over storage cost in time slot t (this 
can also occur if multiple identical contents are cached):

where α is the over storage cost factor, which indicates the 
degree of cost caused by each over storage content.

(2)CCOMM =

⎧
⎪⎨⎪⎩

chit, d ∈ Dsi,t

chit + cedge, d ∉ Dsi,t
and d ∈ DSi,t

chit + ccloud, d ∉ Dsi,t
and d ∉ DSi,t

(3)dj ∈ DRED
si,t

and dj ∈ DRED
si,t−1

(4)cRED =
∑

dj∈(3)
dj ∗ �

Besides, when ES performs the cache replacement opera-
tion in ct in the time slot t, it will cause a cache replace-
ment cost. If the content d ∈ Dsi,t+1

and d ∉ Dsi,t
 , then 

the ES needs to transfer new data d from DC or neighbor 
ES to itself in ct . Define the set of contents to be replaced 
as Drepl = {d

repl

1
, d

repl

2
,… , d

repl
n } . So, the cache replacement 

cost can be obtained:

If the content d to be replaced is cached in neighbor ES 
Si, then λ = 0, otherwise, λ = 1. And due to the characteristics 
of edge computing, it is assumed that the cost of obtaining 
data from neighbor ES is always smaller than that from DC, 
i.e., cSi

REPL
< ccloud

REPL
.

In our scenario, obtaining content from the EC system 
requires comprehensive consideration of network commu-
nication cost, over storage cost, and cache replacement cost. 
Therefore, the total system cost can be obtained by combin-
ing the previous discussion:

The goal of the EC system is to find an optimal caching 
strategy π that can minimize the total system cost C.

4 � Deep reinforcement learning strategy

In this section, we introduce the novel DDRQN algorithm 
for intelligent edge caching. At first, we introduce the GRU 
Layer in the DDRQN agent. Then, we model and formu-
late the EC problem as MDP. Finally, the DDRQN model 
is proposed to learn an optimal strategy by interacting with 
the environment to maximize the system reward, that is, to 
minimize the total system cost proposed in Sect. 3.

4.1 � GRU layer

For the first time, we use GRU based DDQN algorithm to 
solve the edge content caching problem. We add a GRU 
layer to the basic DQN agent to learn content popularity in 
EC scenarios. The GRU algorithm is widely used in time 
series forecasting, and it can accurately forecast by learn-
ing historical information. GRU is a type of RNN, which 

(5)cREPL =
∑

d∈Drepl �c
cloud
REPL

+ (1 − �)c
Si
REPL

(6)C = cCOMM + cRED + cREPL

Fig. 2   Time slot division
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is proposed to solve problems such as long-term memory 
and vanishing gradient in backpropagation. The DDRQN 
model we proposed uses GRU in the input layer of the agent 
to replace the fully-connected layer.

Compared with the LSTM algorithm, GRU only requires 
fewer parameters, but it can get comparable results and is easier 
to be trained. A GRU cell only contains two gates: reset gate rt 
and update gate zt . The reset gate and the update gate decide 
how much previous information to be forgotten and how much 
past information to be passed to the future respectively. In time 
slot t, the GRU cell takes the current input vector xt and the hid-
den state vector ht−1 of the previous time slot t − 1 as input, then 
output the hidden state ht of the current time slot t:

where rt, zt, ht represent the reset gate, update gate, and hid-
den state separately; Wr and Wz are the weights of the cor-
responding unit; tanh is the hyperbolic tangent function and 
⊙ refers to element-wise multiplication.

In our EC scenario, content popularity is unknown. And 
because of the time-varying characteristic, content popular-
ity in different time slots may vary greatly. So, it is unrea-
sonable to use the content popularity known in the last time  
slot as the status. Therefore, the system state vector input  
in our GRU-based DQN agent is expanded from the one-
dimensional system state vector S observed in the current 
time slot to multiple system states � observed in a period T. 
That is, the status of the current time slot t is:

The historical state � is input to the GRU layer, and then 
the content that needs to be cached in the next time slot 
is obtained through the fully-connected layer, which is the 
action �t . The GRU layer can learn useful information in 
multiple historical states, especially the time-varying of con-
tent popularity, to get better results.

4.2 � DDRQN algorithm

4.2.1 � MDP

To solve the optimization problem proposed in Sect. 3.2, 
we first model the EC system as MDP. As represented in 

(7)rt = σ
(
Wr

[
ht−1, xt

])

(8)zt = σ
(
Wz

[
ht−1, xt

])

(9)�ht = tanh
(
W
[
rt ⊙ ht−1, xt

])

(10)ht =
(
1 − zt

)
⊙ ht−1 + zt ⊙

�ht

(11)�t =
[
St−T , St−T+1,… , St

]

Sects. 3.2 and 4.1, the state, action, and reward in MDP are 
described as follows:

State  As mentioned in Sect. 4.1, we define the system state 
�t of the current time slot t as a state matrix composed of the 
system state S of T time slots. Among them, T depends on the 
length of the input system state sequence, that is, how many 
time slots of the system state we need to use in inference. More 
specifically, the state of each time slot is S = [P,C], S ∈ � , 
where p is the request frequency of each content correspond-
ing to the request received in rt , i.e., the content popularity of 
tr , and C represents the current ES cached content set in rt . 
Therefore, the system state can be expressed as

The system state matrix composed of multiple time 
slots will first pass through the GRU Layer mentioned in 
Sect. 4.1. GRU will learn content popularity and content 
caching properties by the historical states, and then a fully 
connected layer will learn to choose a better caching action 
after GRU.
Action  Action is the caching content selected by ES accord-
ing to the current system state. Assuming that each content 
has the same size (divide the content into chunks of the same 
size). ES agent selects the appropriate amount of cache con-
tent for the next time slot according to the cache capacity of 
the ES. According to the system state, the ES agent makes its 
own choice of action. And based on the reward of environ-
mental feedback, the selected actions are constantly adjusted 
to minimize long-term costs.

Reward  System reward ℝt indicates the pros and cons of the 
action �t that the ES agent makes when facing the system 
state �t in time slot t. In Sect. 3.2, we discussed the system 
cost C in the EC system. The smaller the system cost, the 
better the cache effect. To represent the rewards and punish-
ments of the system better, we convert the loss of the com-
munication system into a reward when the cache hits instead 
of a penalty when the cache is missed, i.e.

Every time a request hits the cache of direct ES or neigh-
bor ES, the environment will give a positive reward, and 
Rhit ≫ Re . Besides, the system over storage cost and cache 

(12)�t =

⎡
⎢⎢⎢⎢⎢⎣

p1
t−T

⋯ pD
t−T

c1
t−T

⋯ cN
t−T

p1
t−T+1

⋯ pD
t−T+1

c1
t−T+1

⋯ cN
t−T+1

⋮ ⋯ ⋱ ⋯ ⋯ ⋮

p1
t−1

⋯ pD
t−1

c1
t−1

⋯ cN
t−1

p1
t

⋯ pD
t

c1
t

⋯ cN
t

⎤
⎥⎥⎥⎥⎥⎦

(13)RCOMM =

⎧
⎪⎨⎪⎩

Rhit, d ∈ Dsi,t

Re, d ∉ Dsi,t
, d ∈ DSi,t

Rc = 0, d ∉ Dsi,t
, d ∉ DSi,t
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replacement cost are the same as Sect. 3.2. In this way, the 
system reward can be obtained:

We use the DDRQN algorithm to learn the optimal 
strategy π . The interaction between the DDRQN agent 
and the environment can be regarded as MDP, as shown 
in Fig. 3. Specifically, each ES is a DRL agent, which 
interacts with the environment (e.g., content popularity, 
cache state, system state). In each time slot t, the ES agent 
observes the current system state and selects a caching 
action according to the EC system state. The environment 
will do the caching action and generate the next state and 
reward for the next time slot t + 1. Then, the agent adjusts 
its caching policy according to the reward. After the train-
ing process, the agent can make cache actions/decisions 
that maximize long-term rewards while observing the cur-
rent system state.

4.2.2 � DDRQN

In Sect. 4.2, we model the EC system as MDP. Given 
MDP, the DDRQN agent is shown in Fig. 3. Consider-
ing that content popularity plays an indispensable role in 
the EC scenario, the GRU layer replaces the first fully-
connected layer in basic DQN to learn the time-varying 
content popularity. At the same time the input state of the 
agent changes to the collection of historical states and 
observed state, as well as the output of the DDRQN agent 
is the probability of each caching action. The goal of the 

(14)R = RCOMM −
(
CRED + CREPL

)

DDRQN agent is to find an optimal strategy � . Based on 
this strategy, the agent can always find the maximum cache 
action for the expectation of discounted cumulative reward 
by observing the current state.

Assuming a random strategy � at the beginning of the 
system,

We can select an action �t according to the state of the 
current time slot �t . The reinforcement learning system 
judges the pros and cons of the strategy � according to the 
expectation of discounted cumulative reward (state-action 
value function), i.e.

where T = ∞ and γ ∈ [0, 1] is the discount rate. When � is 
close to 0, the agent is more concerned about short-term 
reward; While it is close to 1, long-term reward become 
more important. The state-action value function can be 
obtained by the Bellman equation [35]:

Then, the optimal state-action value function can be cal-
culated through value iteration:

In this case, the expectation of the discounted cumulative 
reward of each action can be calculated when observing the 

(15)π(a|s) = Pr
(
�t = a|�t = s

)

(16)Qπ(s, a) = E{

T−1∑
t=0

γtℝt+1 ∣ 𝕊t = s,𝔸t = a}

(17)Qπ(s, a) = E{r
(
s, a, s�

)
+ γE

[
Qπ

(
s�, a�

)]
}

(18)Q∗(s, a) = E{r
(
s, a, s�

)
+ γmax

a
�
Q∗

(
s�, a�

)
}

Fig. 3   Interaction between 
DDRQN agent and EC environ-
ment
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current system state to choose the action with the highest 
state-action value.

Furthermore, we use the adaptive-ϵ-greedy algorithm 
in the final action selection, so that the ES agent can bal-
ance exploration and exploitation. The ES agent selects 
the optimal action with a higher probability 1 − ϵ, and ran-
domly selects an action with a lower probability ϵ. And at 
the beginning of training, the value of ϵ is larger, so the ES 
agent will focus more on exploration, mainly selecting cach-
ing actions randomly. The value of ϵ decreases by the degree 
of epsilon decay with the training of the ES agent until its 
value reaches the threshold of epsilon min. At this time, the 
trained ES agent mainly selects cache actions through neural 
network inference, but we still retain a certain probability of 
random exploration.

Since the state space is too large to store all the Q values 
with a Q-table, we use the neural network to approximate 
the Q value [13]. DQN algorithm uses target network and 
experience replay to solve the unstable and divergent prob-
lem in fitting the nonlinear function of the neural network. 
Moreover, the basic DQN has the problem of overestimat-
ing Q value, which may affect the learning of agents. So, 
the Double-Q-Learning mechanism is proposed to solve 
overestimating by decoupling the selection and calculation 
of target Q value [36]. Finally, as mentioned in Sect. 4.1, 
we have added a GRU Layer to the agent to better learn 
caching strategies from the state of multiple frames. The 
proposed DDRQN edge content caching algorithm is given 
in Algorithm 1 below.

5 � Result

In this section, sufficient simulation results are presented 
to demonstrate the performance of the proposed DDRQN 
caching strategy.

5.1 � Experimental setup

The simulation scenario is shown in Fig. 4. We have a total of 
3 edge servers and the total content amount K = 5000. We set 
up 3000 epochs to train reinforcement learning agents, each 
epoch has 100,000 requests, divided into 50 time slots. There-
fore, in rt phase of each time slot, the edge node receives a 

Fig. 4   DDRQN training result
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total of Nr = 2000 requests, and these requests follow the ZipF 
distribution. The ES needs to give the cached content DSi,t+1

 
of the size N in the t + 1 phase in the rc phase and performs the 
cache operation. We set the reward Rhit = 1 for request hitting 
the direct ES. The reward for not hitting the direct ES but hit-
ting the neighbor ES is Re = 0.1 . The reward for missing all 
caches is Rc = 0. And we define the over storage cost factor 
as α = 0.5 . As for cache replacement cost, we set the replace-
ment cost of the data obtained from DC is ccloud

REPL
= 0.3 , and 

the replacement cost of obtaining data from neighbor ES is 
c
Si
REPL

= 0.03.
The neural network structure of the DRL agent is shown in 

Fig. 3. We design a two-layer network DDRQN algorithm. The 
input layer is GRU Layer, the hidden size of the GRU Layer is 
set to 1024 and the time window is set to 24 by default. After 
the Relu activation function, a fully-connected layer outputs the 
result of the network, that is, the probability of each content being 
selected. Therefore, the input dimension of fully-connected layer 
is equal to 1024 and the output dimension is equal to the ES 
cache size N, which is set to 300 by default. Besides, the target 
network update frequent is set to 200, which means the param-
eters are copied to the fixed network after every 200 steps. We 
set the discount factor γ = 0.9 , the learning rate of the Adam 
optimizer is 0.01, and the loss function is Mean Square Error 
Loss (MSE). At the same time, we set the replay buffer size 
NM = 2000 , the initial value of ϵ to 0.9, the � discount rate to 
be 0.999, and the minimum value of � to 0.1, which means that 
the agent is more focused on exploration than exploitation in the 
early training phase.

5.2 � Experimental results

To illustrate the effectiveness and performance of our pro-
posed DDRQN edge content caching algorithm, we conduct 
experiments under different settings.

Firstly, we present the training proposal of the ES 
agents using the DDRQN algorithm under the condition 
of fixed ES cache size and fixed content ZipF distribution  
parameters. We define the content d follows the ZipF dis-
tribution, so the popularity of d can be expressed as: 
p(d) =

d−a

ζ(a)
 where ζ(a) =

∑∞

k=2
1∕ka . In this experiment, we  

set the ZipF parameter a = 1.2 and the ES cache size 
N = 300, respectively. We collect the popularity of each 
content and the content cached by ES in the rt phase as the  
system state. Note that all states are known historical data. 
Due to the huge differences between these data, we per-
form preprocessing operations on the system state, i.e., 
normalized the data to between [0,1]. We train three ESs 
(S1, S2, S3) at the same time. The three ESs can access each 
other, that is, they are neighbor ESs. If the requested con-
tent does not hit the direct ES, the direct ES can retrieve 
the content from its neighbor ESs. As we can see from 

Fig. 4, with the increase of training epoch, the cache hit 
rate of the direct ES agent and the system reward continue 
to increase and ultimately remain within a certain range, 
the MSE Loss continues to decline and eventually remains 
in a lower range near zero. With the growth of training 
time, under the parameter configuration of this experi-
ment, the DDRQN algorithm can finally obtain a conver-
gence strategy, and the direct cache hit rate of the three 
ESs finally converges to around 0.6. Eventually, system 
reward (representing the trade-off between the system’s 
cache hit rate reward and over storage, cache replacement 
cost) can reach a relatively high level of convergence at 
average 1062.43, which means that the DDRQN edge 
cache strategy is in terms of system loss and cache hit rate 
All have been promoted.

Secondly, we study the effect of different learning rate 
on DDRQN. The experimental results are shown in Fig. 5. 
The training performance of the neural network under dif-
ferent learning rate can be seen in the first several training 
epochs. As shown in Fig. 5, we represent the first 140 
epochs to show the training performance. It can be seen 
that the best training performance of the neural network is 
achieved when the learning rate is equal to 0.01.

Then, we analyze the performance of the DDRQN 
algorithm under different ZipF parameter a and fixed ES 
cache size N = 300. As shown in Fig. 6, we evaluate the 
reward, direct ES cache hit rate, neighbor ES cache hit 
rate, cache over storage cost rate, and cache replacement 
cost rate under different a. Note that, cache over storage 
cost rate, and cache replacement cost rate means their 
respective total cost divided by the amount of content N 
the ES can cache. And the following caching strategies 
are compared.

1.	 C-DDQN: Wang et al. proposed C-DDQN in [28], where 
C-DDQN train a centralized agent.

Fig. 5   The effect of different learning rate
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2.	 DQN: DQN is similar to the Q-Learning algorithm pro-
posed in [37] and [38], but due to the large state-action 
space, DQN uses deep neural network to approximate 
Q-value rather than Q-table.

3.	 Random: Random select caching items.

All caching strategies are summarized in Table 3.
From Fig. 6 we can see the caching performance of 

different algorithms under different content popular-
ity. The larger ZipF parameter a means that the top few 

popular contents have a greater probability of being 
requested. Among them, Fig. 6a shows the changes in 
system rewards as the a increases. With the increase 
of a, the popular content stored by edge cache servers 
with the same caching capability has a higher chance 
of being requested. Therefore, learning-based algo-
rithms can obtain higher system reward, and during the 
entire experiment, the reward obtained by the proposed 
DDRQN algorithm are ahead of other algorithms. Fig-
ure 6b shows the variation of direct ES cache hit rate with 
a. When a = 1.8, the average cache hit rate of DDRQN 
reaches 0.91487, which means almost all requests can hit 
the cache. When a = 1.1, the proposed DDRQN caching 
strategy achieves a system reward of 877 and a direct 
edge server hit rate of 48.6%, while DQN only achieves 
a system reward of 707 and a cache hit rate of 39.8%, 
i.e., the DDRQN caching strategy increases the system 
reward by 24% and the cache hit rate by 22% compared 
to the DQN caching strategy.

Fig. 6   a reward b hit direct ES 
rate c hit neighbor ES rate d 
over storage cost rate e cache 
replacement cost rate

Table 3   The description of caching strategies

Method Describe

DDRQN The caching strategy proposed in this paper
C-DDQN Centralized-DDQN caching strategy proposed in [28]
DQN Caching strategy using DQN algorithm
Random Static caching strategy, random select caching items
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Due to the increase in the direct ES cache hit rate, only 
less content needs to be obtained from neighbor ESs or 
remote DC, so as shown in Fig. 6c, as the a increases, the 
cache hit rate of neighbor ESs is declining. And since more 
requests are concentrated on the top few popular contents, 
the request probability of other sub-popular content cached 
by the edge server decreases, leading to an incremental 
over storage cost as shown in Fig. 6d. Finally, as seen in 
Fig. 6e, the trained agent can always find popular content 
in the simulation data set, so the cache replacement cost is 
maintained at the same level and will not change with a. In 
general, the proposed DDRQN algorithm can get the high-
est cache hit rate and average system reward under different 
ZipF parameters a.

Finally, as shown in Fig. 7, we investigate the impact of 
the ES cache size N on the system performance where the 
ZipF parameter a = 1.2. We can see that the direct ES cache 
hit rate increases with the improvement of cache capability, 
and when the ES cache size N = 1000, the direct ES cache 
hit rate of the DDRQN algorithm reaches the highest value 
of 0.6585. However, the system reward did not increase 
with the raising of ES cache size. In our experiment, the 
highest average system reward ℝ = 1133.58 can be obtained 
when the ES cache size N = 50, and then the system reward 
decreases with the growth of cache size. The reason is that 
even if the improvement of the ES cache size can lead to an 
improvement in the direct ES hit rate, the over storage cost 
of the cache also increases. This shows that under certain 

content popularity, with the increase of ES cache size, ES 
caches a lot of unpopular content, which leads to an increase 
in the storage loss of the system. This is also in line with the 
limited capacity of edge computing, we only need to use an 
appropriate amount of space for EC.

6 � Conclusion and future work

In this paper, we first study the EC problem with the objec-
tive of minimizing system cost. Then the cost of the EC 
system including network communication cost, over storage 
cost, and cache replacement cost is investigated. Meanwhile, 
we model the EC problem as MDP. Finally, the performance 
of using the DDRQN algorithm in different EC scenarios is 
presented. And experimental results show the effectiveness 
of the proposed DDRQN algorithm. In the future work, we 
will study more complex edge caching problem under real 
scene and the computational complexity of EC algorithm.
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