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Abstract
Wireless sensor nodes (WSNs) are employed to collect data for control and supervisory purposes in inaccessible areas. Apply-
ing sensors in inaccessible areas and their hardware limitations result in occurring faults and non-renewability of energy. Thus 
networks need a fault tolerant method to continue their optimal activity in the presence of faults. Here, through improving 
energy consumption and fault management, we propose a new hierarchical fault management framework to overcome the 
limitations. The proposed method complies with clustering algorithms. Hence, due to the importance of cluster head nodes 
a backup is employed to replace faulty ones. Also, data correlation among cluster members is used to cellularize the cluster 
nodes virtually. In this process, a cell remains in active mode as the representative of cell, and others are in sleep mode as 
spare ones. The purpose of this mechanism is to reduce the number of active cluster nodes and detect intermittent faults. To 
detect the permanent faults of nodes, self-detection method has been used. In addition, the proposed framework diagnoses 
and recovers faults in communication links between nodes. The results of simulation reveal that the proposed framework 
leads to improved energy consumption, alive nodes, and fault detection accuracy compared with other frameworks.
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1  Introduction

In recent years, technology development has resulted in 
making small and relatively cheap sensor nodes, connected 
through a wireless network [1]. In WSNs, each node is con-
sisted of a sensor unit, process unit, transmission unit, and 
power unit. The nodes receive environmental data through 
sensor unit, process it moderately, and transmit it to other 
nodes. Finally, the data is transferred to BS. The power for 
all these components is provided by a battery. The energy of 
the battery is limited, and the battery cannot be recharged or 

replaced [2, 3]. Due to the importance of energy, data reduc-
tion, energy-efficient routing protocols, and duty cycling are 
applied. The focus of data reduction methods is on reducing 
generated, processed, and transferred data; some of the most 
important methods are sampling-based and data correlation 
methods [4].

Energy is not the only challenge in WSNs. In fact, some 
factors such as employing WSNs in inaccessible areas and 
applying limitations in producing nodes to reduce costs 
cause them being prone to faults [5, 6].

WSNs consists of many sensor nodes, widely scattered 
in a harsh environment and collect data. The location of 
nodes is not necessarily predetermined and specified [7]. 
Since the nodes of network are deployed in harsh environ-
ments, fault is a major challenge for WSNs. Although there 
are various classifications for their faults, generally the faults 
can be classified at three levels: node, network, and sink or 
base station (BS). Nodes and BS may experience software 
or hardware faults; for example, they may transfer faulty 
data due to reduced battery energy. Also, some faults may 
be experienced at network level such as faulty transmission 
paths or links. Because one of the most Thus fault tolerance 
is a required quality of WSNs [8]. This quality enables them 
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to continue their optimal performance in spite of any faults 
in their components [9]. The main phases of fault tolerance 
in WSNs are FD (FD) and fault recovery (FR), which are 
defined as fault management (FM). A set of functions that 
can be applied to make other algorithms fault tolerant is 
called fault management framework (FMF).

FD means detecting any unpredictable failure or destruc-
tive factors that impact the optimal state of a network or 
node [10]. Different methods have been suggested for FD, 
the first phase of fault management. Based on the complex-
ity of implementing these methods, FD methods are divided 
into 3 groups: calculation-based, protocol-based, and hybrid. 
FR is performed based on redundancy including node and 
path redundancy. In node redundancy, a node replaces the 
faulty node and in path redundancy, a new path replaces the 
faulty path.

In the proposed method, due to the importance of energy 
in sensor networks, we have combined energy management 
and fault management. Sleep/active method is used for 
energy management. In the proposed method for implement-
ing fault management, in the first step after clustering the 
nodes, a spare node was selected for the cluster head. This 
is done with the aim of recovering the faults in the cluster 
heads. Then, in the second step of the proposed method, the 
nodes of the cluster members are placed in virtual cells. The 
purpose of virtual cells is to combine energy management 
and fault management methods. Then, by evaluating the 
data correlation of nodes, transient and intermittent faults 
can be detected. In addition, permanent hardware faults in 
nodes can be identified by self-detection methods. All hard-
ware faults including battery, sensor unit, processing unit, 
transmitter and receiver circuit are detected. In addition to 
the hardware faults, the communication link fault between 
the nodes is also detected. In the last step, fault recovery is 
implemented in cluster head nodes and links.

2 � Contribution

Regarding the challenge of energy and FM in WSNs, the 
purpose of this paper is to suggest a hierarchical fault man-
agement framework (HFMF) complying with improving 
energy consumption. The main contributions of the paper 
are summarized, as follows:

1. By combining fault management and energy man-
agement methods, we have proposed a fault management 
framework for clustering-based algorithms in WSNs. The 
proposed method can be implemented for all hierarchical 
clustering algorithms.

2. In HFMF, due to the importance of cluster heads node 
in clustering algorithms, a spare node is considered in the 
first step of fault management. By selecting a spare node for 

CHs, we increase the accuracy of fault detection and reduce 
delay recovery faults.

3. We detected transient and intermittent faults of cluster 
member nodes using data correlation. In the same step, we 
divided the nodes into virtual cells. At this point, we placed 
the cluster member nodes in the virtual cells.

4. We implemented the sleep/active method in each cell. 
Therefore, we have used this energy management method 
to reduce the number of active nodes in the network and 
decrease the possibility of faults in them. Therefore, as 
shown in the evaluation section, the number of live nodes in 
the proposed method is more than the compared frameworks.

5. In the HFMF method, we used the self-detection 
method to detect permanent faults in nodes. Since battery, 
sensor circuit, transceiver circuit, and processor are com-
mon to sensor nodes, all fault detection and recovery meth-
ods have been addressed in the proposed fault detection 
framework. As shown in the simulation section, the use of 
several fault detection methods in the proposed method has 
increased the accuracy of fault detection.

6. In the recovery step of the proposed HFMF method, 
we use the sleeping nodes as spare nodes. The node that was 
selected as a spare is also used to recover the fault in CHs. 
Therefore, in the proposed method, faults are managed in all 
network nodes (cluster heads and cluster members).

7. In this method, we manage the fault that occurred in the 
communication link. The faults of the communication links 
between nodes can be diagnosed through propagation speed, 
reliability of link, and lack of receiving ACKs.

In the proposed framework, the intermittent and perma-
nent faults of sensors and communication links are detected. 
The data correlation between nodes is applied to detect 
intermittent faults. Also, permanent faults among nodes are 
detected through self-detection, which is managed by cluster 
heads. In the proposed method, some spare nodes have been 
selected as active and sleep to reduce delayed FR in CHs and 
RNs . The rest of the paper is organized as follows. Section 2 
represents an overview of the related work. Then Sect. 3 pre-
sents models in the proposed framework. Section 4 includes 
the steps of the framework, and Sect. 5 provides the per-
formance evaluation. Finally, Sect. 6 concludes this paper.

3 � Related work

These days, several FMFs have been suggested for WSNs. 
These frameworks are categorized into 3 groups based on 
their implementation structures: centralized, distributed, and 
hierarchical. In centralized FMF, a centralized node identi-
fies the geographical area of faulty nodes in the whole net-
work [11, 12]. In Distributed FMFs, several managers are 
distributed to network to manage faults. Each manager con-
trols one subset of network and can directly communicate 
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with other management stations [13]. Hierarchical FMFs are 
a combination of centralized and distributed frameworks. 
The most important hierarchical frameworks in WSNs are 
as follows.

The framework suggested in [14] (CRAFT) is one of the 
most important hierarchical frameworks. The general idea 
of CRAFT is using checkpoint. In FD phase, BS discovers 
faulty CHs through response time expiry and monitoring 
residual energy. If the CH does not send any data to BS 
during expected time, its fault will be diagnosed. FMFs are 
suggested in [15] to improve CRAFT. In these frameworks, 
each CH is supposed to select a checkpoint from its cluster 
members. In these frameworks, CHs send aggregated data 
to the sink and save a copy of it at their checkpoint as well. 
In [16, 17], when CH does not send any responses to BS in a 
time slot, it is detected as a faulty CH so that the information 
is disseminated in the rest of network, and FR initiates. To 
recover the faulty CH , the sink will choose a cluster member 
as a new CH . In the FMF suggested in [18], CH maintains 
a timer for each node. When CH notices the performance 
of a node, it resets the timer for the node. If CH receives no 
responses from neighboring nodes before timer expiry or 
after sending 3 messages in a random time, the node will be 
considered dead.

In [19], a comprehensive fault tolerant framework has 
been explored. The general idea of the framework is to diag-
nose and recover faulty CHs and cluster members through 
an effective use of different redundancies such as hardware, 
time, and space redundancy.

In [20], a FMF based on neighbors cooperation, has been 
provided. Here, the nodes called gateways are distributed to 
monitor CHs . These nodes apply majority voting to diag-
nose faulty CHs . In recovery phase, on detecting a faulty 
CH , the gateway node selects itself as a new CH . In [21], 
the framework selects a CH and a cluster manager for each 
cluster. The cluster manager monitors the evaluation of the 
cluster. The cluster manager sends periodical messages to 
CHs , and when CHs do not respond, their fault is diagnosed. 
In recovery phase, on detecting a faulty CH , the manager 
selects a new CH from cluster members. A FMF based on 
the neighbors cooperation is represented in [22] and [23]. 
In these frameworks, the nodes have been cellularized, CHs 
diagnose faulty cluster members, and cell managers cooper-
ate to manage faulty CHs . In recovery phase, the cell man-
ager introduces itself as a new CH to the center and cluster 
members. In [24], fault management for CHs is discussed. In 
this method, dynamic and static backups are used for CHs. 
A reliability model based on the Markov model has been 
developed to evaluate clusters.

In [25], the Naive Bayes method is used for the fault toler-
ance of CHs. In this method, CHs evaluate the data received 
from its cluster members using the Naive Bayes method to 
detect faults. In [26], a method based on multi-hop paths for 

fault tolerance in heterogeneous networks is proposed. This 
method has two basic steps, the first step is spare routes for 
the main route and the second step is choosing the best route 
to send data. In [27], a fault diagnosis method based on an 
adaptive fuzzy neural inference system is proposed. In this 
method, the nodes with faults are classified using the adap-
tive fuzzy neural inference method. In [28], the authors use 
a blockchain-based algorithm for fault tolerance in nodes. 
This method uses the Pinocchio algorithm to evaluate node 
data. Therefore, by comparing each data with the neigh-
boring data, the fault is detected. In [29], the authors used 
a machine learning-based method for fault tolerance. This 
method evaluates the data received from the nodes using a 
support vector machine. After evaluating the data, the node 
is determined to be normal or faulty.

3.1 � Motivation

One of the most important challenges to FMFs in WSNs is 
increased energy consumption of nodes due to FM steps. On 
the other hand, reduced energy consumption increases the 
likelihood of occurring faults in nodes, which emphasizes 
the need for management. Thus there is a close relation-
ship between FM and improved energy consumption. The 
general idea of the proposed framework is combining fault 
management and improving energy consumption methods 
in WSNs. In addition, the majority of fault management 
frameworks focus only on CHs faults, while each cluster 
member node may later be selected as a cluster head. Thus 
providing a fault management framework capable of detect-
ing faulty CHs and cluster members is vital. On the other 
hand, on detecting a faulty node, most of the fault manage-
ment frameworks remove it from network, which results in 
reduced number of active nodes. Thus it is essential to reuse 
faulty nodes in recovery phase.

4 � Network, fault, and energy models 
in the proposed framework

In this section, network, fault, and energy models applied in 
the proposed method are discussed.

4.1 � Network model

WSN is a specific wireless communication system, which 
does not rely on any fixed communication facilities. n nodes 
with a random uniform distribution density of size � are 
distributed in a field of size m × m . Nodes are homogene-
ous, and their positions are not predetermined [15]. Also, 
their radio radius is Rmax . BS is located at a point far from 
the field. Nodes and BS are stationary. Each node applies 
various power levels to communicate with different nodes, 
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and the operation time in the whole network can be divided 
into rounds. Since our framework is hierarchical- based, 
all nodes should be clustered, and CHi is required for each 
cluster. Local synchronization of cluster members can be 
achieved by transferring a few bites in each cluster. Where 
Ci =

{
CHi, cm1,… , cmi

}
 denotes cluster member nodes and 

cluster heades.

4.2 � Fault model

Based on the components, faults can occur at 3 levels: node, 
network, and BS [30]. The faults can be hardware or soft-
ware destructions. Also, based on their duration, they can be 
classified into permanent, transient, and intermittent faults 
[31]. The faults of sensors resulting in general inactivity of 
the nodes are defined as permanent faults. Permanent faults 
are continuous and cannot be rectified. Sometimes the faults 
in the internal elements of sensors do not result in discon-
nection from other network nodes, but their data is incorrect, 
and the consequences can be transient or intermittent [32]. 
Transient faults are not permanent, and sometimes they are 
because of environmental changes. They occur in a so short 
time slot and are spontaneously rectified, but reoccur. It is so 
difficult to diagnose and manage transient faults. Intermit-
tent faults occur in a longer time slot compared to transient 
ones [33]. They occur in intermittent time slots, which are 
typically specific. Detecting and managing these faults are 
easier. In the proposed framework, the faults that occur at 
network and nodes levels are detected and recovered. In fact, 
the faults of nodes such as battery depletion, transmitter and 
receiver circuit faults, and process and sensor unit’s faults 
are managed. Also, the faults of network including faulty 
communication links are detected and recovered. Moreover, 
the faults classified based on their duration (i.e. permanent, 
intermittent and transient) are diagnosed through comparing 
the data of nodes.

4.3 � Energy model

We adopted the radio model suggested in [34] to model the 
energy needed for sending and receiving data. In this model, 
the energy consumed by sensor i to transfer a message is 
derived from Eq. (1).

where �t
[
j∕bit

]
 denotes the energy bits consumed for trans-

ferring data. d
1
[

j

bit
∕m2

] and d
2
[

j

bit
∕m4

] denote the energy con-

sumed by amplifier in an open space and multiple routing  
model [35]. d0 =

√
�d1

�d2

 of parameter ρ is the average of 

(1)Energyut =

{(
𝜏t + 𝜏d1𝜌

2
)
li;𝜌 < d0(

𝜏t + 𝜏d2𝜌
4
)
li;𝜌 ≥ d0

transferring distance from CHi to the node and li denotes the 
message size, which is sent by each node. The energy con-
sumed by sensor node i to receive a message is derived from 
Eq. (2).

�r
[
j∕bit

]
 indicates the energy consumed by receiver circuit 

in each bit.

5 � The steps of the proposed HFMF

In this section, the details of the steps of proposed algorithm, 
HFMF, to improve energy consumption and increase fault 
tolerance in WSNs is discussed.

5.1 � Clustering and selecting BCHs  

Hierarchical clustering algorithms are consisted of 2 phases: 
set up and steady state. In the proposed framework, when 
clusters are formed, the distance between nodes and CH 
is calculated. 

(
xi, yi

)
 denotes the position of each node, 

and Euclidean distance can be used to derive the distance 
between CHi and each cmi.

On calculating the distance of nodes, cluster member 
nodes are ordered based on min(disi,j) , and their list is stored 
in CH . Also, the residual energy of nodes is gathered by CH 
as well. Based on their minimum distance to CH and residual 
energy, a cluster member node is selected as the backup 
cluster head (BCH).

In steady state phase, when BCHs are selected and data is 
aggregated by CH , a copy of data is sent to BCH . On receiv-
ing data by BS, it sends back an acknowledgement [24]. The 
copy is stored in BCH until acknowledgment is received. On 
aggregating data in CH , new data is compared with old data 
and in case of any difference, a copy is sent to BCH.

5.2 � Generating virtual cells and diagnosing 
transient and intermittent faults

In the proposed method, sensors producing correlated data are 
identified and located in virtual cells. Based on the list stored 
in CH and the number of cluster members, some nodes are 
selected as representatives (RNs). Where n indicates the num-
ber of cluster members, n−1

2
 is the number of RNs. Then RNs 

calculate their distance to neighboring nodes and compare it 
with radio range to define the overlap of radio range. If the 
distance between the RNs and their neighboring nodes is less 
or equal to 30% of radio range, their data will be evaluated in 
the next step. To derive data correlation, it is required to cal-
culate the data correlation between nodes and their neighbors. 
Where N(i) indicates the number of the neighbors of node i 

(2)Energyur = (�rLi)
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whose radio range overlap, and j denotes a neighbor, their data 
difference is derived from dataij in Eq. (3).

Di denotes the data received by node i , and ti indicates time. 
On calculating dataij in several time slots, we can derive 
expected value (E) from Eq. (4).

Utilizing E , we can derive the standard deviation of data. 
Also, standard deviation indicates the nodes producing close 
data (Eq. 5).

By calculating this parameter, the nodes are identi-
fied as normal, suspect, and faulty. Also, it is possible to 
diagnose transient and intermittent faults in nodes. In the 
proposed method, on calculating E and σ of nodes, the 
data of them is placed in normal, suspect, and faulty time 
slots (Eq. 6).

(3)dataij =

√
|||Di

(
t1
)
−Dj

(
t1
)|||

2

+
|||Di

(
t2
)
−Dj

(
t2
)|||

2

+ ..

(4)E
�
dataij

�
=

∑
dataij

N(i)

(5)� = E
(
dataij − E

(
dataij

))2
= E

(
data2

ij

)
−
[
E
(
dataij

)]2
= 1∕N(i)

∑
j∈N(i)

data2
ij
−

(
1

N(i)

∑
j∈N(i)

dataij

)2

(6)Di =

⎧⎪⎨⎪⎩

[E − �,E + �], normal

[E − 2�,E − �] ∪ [E + �,E + 2�], suspect

] − ∞,E − 2�[∪]E + 2�,+∞[, faulty

The data is evaluated by RNs in defined slot time. If the 
nodes are not faulty, and their data is similar to that of cell 
RNs, they will be considered as cell member nodes. How-
ever, healthy nodes that their produced data is different from 
that of RNs can introduce themselves as an independent RN 
to CH . Provided that the data is in a suspicious range, it will 
be flagged in the next rounds to be evaluated and defined as 
a faulty or healthy node. When there is not a data correlation 
between nodes and their neighbors in different time slots, 
they are identified as faulty nodes. On diagnosing faults, CH 
is informed to ignore the data received from these nodes. 
Applying standard deviation, it is possible to diagnose stuck 
at one and zero faults. Actually, if the data of a node is lower 
or higher than the standard deviation of a neighboring node 
in several successive rounds, its fault will be diagnosed.

Cluster member nodes generating similar data to that 
of RNs are located in virtual cells; other cell members 
including spare, sleep, and RN nodes are active to monitor 
area. CHs,BCHs and RNs are active; cluster member nodes 
whose data is correlated with RNs are as BRNs in sleep 
nodes. Thus sleep mode is applied on demand. The sche-
matic outline of cluster members is illustrated in Fig. 1. 
Here, faulty nodes are identified and considered as dead 
nodes. When nodes are in sleep mode, energy consumption 
is improved and occurring faults is reduced. Also, reduced 
number of active cluster member nodes makes FM easier.

Fig. 1   Formation of cells in the proposed framework
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5.3 � Fault detection and recovery in HFMF

In this phase, FM and self-detection are employed to diag-
nose permanent faults with minimum delay. Due to the prob-
ability of occurring faults in the battery, sensor unit, process 
unit, transmitter circuit, and receiver circuit of nodes, occur-
ring faults in these components is evaluated.

Battery fault detecting:   First, occurring faults in the bat-
tery of nodes is evaluated. RNs can detect the fault of bat-
tery based on their own residual energy. By calculating the 
energy consumed to send and receive messages, the residual 
energy is derived. When the residual energy is less than a 
threshold, RNs send a message to their own CH to inform 
it, and the fault is diagnosed.

Process and sensor fault detecting:   Nodes are con-
sisted of a set of sensor units, which send sensed data 
to process unit. To guarantee a proper performance, the 
data of all nodes should be evaluated. Here, hypothesis 
testing is used to evaluate the condition of individual 
nodes. Here, the temporal correlation between nodes is 
applied to detect faults in the process unit or the sensor 
unit of nodes. Where the data sensed by ith node in time 
t is indicated by Dt

i
 , and Ut

i
 denotes the binary decision 

of ith node, the data of nodes is conditional and can be 
derived from Eq. (7).

According to hypothesis testing, the same local decision-
making rule is applied in all nodes. On gathering received 
data from environment, each RN makes a binary decision 
based on local decision-making rule and sends it to its own 
CH . Decision U of ith node is calculated through Eq. (8) and 
local decision-making rule ( � ). When the decision is in favor 
of H0 , decision “ 0 ” is sent, otherwise decision “ 1 ” is sent.

The decisions of RNs are listed in a record table and then 
the rate of transferred binary decisions of nodes is derived 
from Eq. (9).

CHs apply majority voting in specific time slots to detect 
faulty nodes. In fact, the rate of received binary decisions of 
each node is compared with that of others. Thus the faults in 
process unit and sensor unit can be diagnosed.

Transmitter and receiver circuit fault detecting:   The faults are 
diagnosed by CHs . In specific time slots, each RN sends a 

(7)P
(
D1,D2,D3,… ..DN|Hk

)
=
∏N

i=1
P(Di|HK),K = 0,1

(8)Ut
i
= �(Dt

i
)

(9)At
i
=

1

t

∑t

K=1
UK

i

heartbeat message (HB) of 200 bits to CH , and CH sends 
back an ACK of the same size. Then CH evaluates the condi-
tion of the transmitter circuit of node i in time St.

Then CH makes a comparison between the result and a 
threshold. When the value is less than the threshold, the 
fault of the transmitter circuit of node is diagnosed.

Due to the necessity of receiving ACK for each mes-
sage, sent by CH , the receiver circuit can be evaluated by 
the node itself. The condition of receiver circuit is derived 
from Eq. (11). In fact, the number of received ACKs in a 
specific time slot is calculated. If the result is less than a 
threshold, the fault of receiver circuit will be diagnosed, 
and CH will be informed by a message.

Fault recovery in RNs:   On diagnosing the faults of RNs , the 
recovery phase initiates. Here, CH selects one of the closest 
nodes among spare cell members which are in sleep mode. 
Next, by receiving a message, the node turns to active mode 
and replaces the faulty node as a new RN.

Detecting and recovering faults in CHs:   Since CHs play 
an important role in aggregating and sending data to BS, 
detecting and recovering their faults are necessary. In the 
proposed framework, there are 2 methods to detect the faults 
of CHs . In the first method, BCH evaluates the battery, the 
transmitter circuit, and the receiver circuit of CH periodi-
cally. Thus any faults in these components is immediately 
detected by BCH . In the second method, when BS does not 
receive any data from a CH , the CH is detected faulty. In 
fact, if BCH is faulty and cannot diagnose the faults of CH , 
BS will detect the faults.

On detecting the faults of CHs , recovery phase initi-
ates. In the first method, when BCH  detects a fault in a 
CH , it informs BS through sending a message. Next, BCH 
replaces the faulty CH  and then announces the change 
to other cluster members so that they send their data to 
BCH  . Also, based on the energy and distance a cluster 
member is selected as a new spare. If the spare node is a 
cell member which is in sleep mode, it will be turned to 
active mode through sending a message. The new spare 
node monitors BCH and stores a copy of data. In the sec-
ond method of detecting faults, when BS detects a faulty 
CH , it checks the condition of BCH . Provided that BCH 

(10)

Tci =

∑
(Number of heartbeat messages sent to CHs)

timeslot
=

∑�Hb�
St

(11)

Rci =

∑
(Number of Ack messages sent by CHs)

time slot
=

∑�Ack�
St
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is healthy, it will replace CH  . Then other cluster mem-
bers will be informed, and they select their own BCH  . 
However, if the new BCH dose not send a message to BS, 
reclustering will be performed.

Detec ting and  recovering faults in  communication 
links:   The proposed FD allows diagnosing faults in com-
munication links between CH  and RNs , CH  and BS, and 
CH  and spare node. The faults of the communication 
links between nodes can be diagnosed through propa-
gation speed, reliability of link, and lack of receiving 
ACKs. V(li) denotes the propagation velocity of a link. 
Propagation speed is the period of time that a bit needs to 
travel from the beginning point to the end point (Eq. 12).

where disi,j denotes the distance between 2 nodes, and DTX , 
Dqueue , and DMAC indicate the delay of transfer, queue,  
and MAC accessibility channel, respectively. Moreover, 
Ci j indicates the transmission counts between node i and 
j. Regarding this parameter, when propagation speed is 
less than a threshold, the fault of communication link is 
diagnosed.

(12)V(li) =
disi,j[(

DMAC + Dqueue + DTransmission

)
∗ Cij

] Increased reliability of links results in reduced faults. 
However, when the reliability of a link is less than a thresh-
old, faults can occur in it. In addition to propagation speed 
and reliability, when node does not receive ACKs, it can 
be an indication of faults in communication links between 
nodes. Regarding the communication link between CH and 
RN  , when CH receives the message of the condition of 
transmitter and receiver circuits from RN and do not send 
back an ACK, a communication link fault will be diagnosed. 

Table 1   Simulation parameters

Value Parameters

2000 Nodes number
2000*2000 Network size
1000*1000 BS Area
100 m Communication range
2000 bites Data packet
3.0j Initial energy of sensor nodes
12 (mW) Idle power
13( W) Sleep power
50 nJ/bit Eelec

10 pJ/bit/m2 �fs

87.0 m d
0

Fig. 2   (a). The energy con-
sumption of nodes in different 
rounds for LEACH algorithm 
(b). The energy consumption 
of nodes in different rounds for 
HEED algorithm
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Also, the communication link between CH and BS will be 
diagnosed faulty if BS receives the data of CH but does not 
send back an ACK or request for resending. To recover the 
communication links between nodes a spare node is selected 
to replace the faulty communication links.

6 � Results and evaluation

In this section, the performance of the proposed framework 
is evaluated through simulation. To evaluate the FMF, we 
compare it with 2 other FMFs: comprehensive fault-tolerant 
framework (CFTF) [19] and ECRAFT [36]. We applied 
MATLAB to simulate the framework. Simulation param-
eters have been listed in Table 1. For simulation, various 
parameters including consumed energy, the number of alive 
nodes, and FD accuracy are evaluated. To make a compari-
son, LEACH [37] and HEED [1, 38] algorithms are placed in 
these frameworks to evaluate their parameters. Both of these 
algorithms are clustering techniques, which have attracted the 
attention of authors. The energy consumption of the proposed 

method is discussed in Sect. 3.3. The ratio of the current net-
work nodes to the total number of preliminary nodes is the 
number of alive nodes. The ratio of the number of correctly 
identified faulty nodes to the total number of actual faulty 
nodes is FD accuracy parameter. From round 0 to 1000, sen-
sor fault probability equals 0.1, but it rises to 0.2 from round 
1000 to 2000; this procedure continues to round 7000, and 
sensor fault probability reaches 0.7.

6.1 � Experimental results

Figure 2(a) illustrates the energy consumption level of net-
work nodes in different rounds for LEACH. In initial rounds, 
the proposed framework consumes the same level of energy 
as others to generate cells and place nodes in sleep/awake 
modes. However, in upper rounds, the proposed framework 
consumes less energy compared with others due to apply-
ing data correlation and sleep/awake methods. In ECRAFT, 
the waiting time needed for receiving each ACKs results 
in maintaining nodes, especially CHs , in active mode for 
a longer period of time. However, in CFTF, due to the 

Fig. 3   (a). The number of alive 
nodes in different rounds for 
LEACH algorithm (b). The 
number of alive nodes in differ-
ent rounds for HEED algorithm
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necessity to send successive synchronization messages and 
the messages of evaluating the condition of nodes, the level 
of energy consumption is higher. Figure 2(b) illustrates the 
energy consumed in different rounds for HEED algorithm. 
In ECRAFT and CFTF frameworks, the level of energy con-
sumption is higher. In fact, ECRAFT needs frequent updat-
ing, which causes CH and BCH to consume more energy. 
However, the proposed framework needs updating when the 
data in CH is changed. In CFTF, there is not any mechanism 
to improve energy consumption and in case of a faults in 
CH , reclustering is performed. Thus applying FD methods 
leads to increased energy consumption of nodes.

Figure 3(a) and (b) illustrate the number of alive nodes in 
different rounds. In LEACH, when we apply these 3 afore-
mentioned frameworks, the number of residual nodes from 
round 0 to 1000 equals the total number of nodes. However, 
there is an increase in the number of nodes in upper rounds. 
In the proposed framework, self-detection allows nodes to 
evaluate their own condition. In different algorithms, there 
is a direct relationship between energy consumption and the 
number of nodes in rounds. Since FD frameworks cause a 
rise in energy consumption, maintaining a balance between 
energy consumption and FD results in a rise in the number 
of residual nodes. As shown in Fig. 3(a) and 3(b), in HFMF, 

the number of residual nodes in different rounds is more 
than ECRAFT and CFTF since the energy consumption of 
HFMF is decreased. The proposed framework outperforms 
other frameworks in rounds above 3000. Since ECRAFT 
adopts simple methods to detect and recover faults, the 
energy consumption is reduced; however CFTF sends fre-
quent messages to detect faults, which leads to increased 
energy consumption and decreased number of residual 
nodes. In the proposed framework, the number of residual 
nodes for HEED algorithm is more than other frameworks, 
which is due to relying on residual energy for adopting CHs 
and BCHs and correlating cells to reduce sending repeated 
data to CH (Fig. 3(b)).

FD accuracy of LEACH algorithm in different rounds for 
these 3 frameworks has been shown in Fig. 4(a). The accu-
racy of FD in the proposed framework is superior to others 
since we have combined self-management and CH manage-
ment methods. Moreover, decreased number of active nodes 
leads to declining the likelihood of occurring faults in sleep 
nodes. Also, as shown in Fig. 4(b), the accuracy of FD in 
the proposed framework is higher compared with ECRAFT 
and CFTF. The main difference between the proposed frame-
work, ECRAFT, and CFTF refers to its high level of accu-
racy, especially in upper rounds, where the probability of 

Fig. 4   (a). FD accuracy in 
different rounds for LEACH 
algorithm (b). FD accuracy 
in different rounds for HEED 
algorithm
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occurring faults is high. In the initial steps, the proposed 
framework can diagnose transient faults through data cor-
relation between neighboring nods. Then nodes report their 
condition to their CH periodically so that their permanent 
faults are detected. This process leads to a higher level of 
FD accuracy. In ECRAFT, the faults related to the battery 
depletion of nodes are detectable. Also, in CFTC, the same 
faults or permanent faults preventing message transferring 
are detectable. In ECRAFT and CFTC, the accuracy of FD 
in rounds over 5000 is almost 0. However, in the proposed 
framework, the accuracy of FD in rounds over 6000 is 
approximately 0.

6.2 � limitations of the research

Although the energy consumption is expected to increase 
in fault management frameworks, in the proposed method 
the energy consumption was improved with the help of the 
sleep/active method. Therefore, the most important advan-
tage of the proposed method was the improvement of energy 
consumption and increase of active nodes compared to other 
frameworks. On the other hand, FD accuracy was increased 
with the help of self-detection method and increasing the 
cluster hierarchy. One of the limitations of the proposed 
framework is that this method can only be implemented in 
hierarchical clustering algorithms and is not suitable for net-
works with a low number of nodes. On the other hand, the 
faults that occurred in the base station and the sink cannot 
be identified by the proposed method because our focus was 
on the faults that occurred in the nodes and links Therefore, 
in the future we will try to provide a framework to overcome 
these limitations.

7 � Conclusion

A hierarchical fault management framework (HFMF) has been 
proposed in this paper. The proposed fault management frame-
work seeks to detect and recover faults through combining the 
methods of improving energy consumption and fault manage-
ment, and also minimizes the energy consumption of nodes. 
First, nodes are clustered and cellularized. A CH and a BCH 
are selected for each cluster. BCH monitors the performance 
of cluster and replaces the faulty CH . Here, all permanent and 
intermittent faults of nodes are detectable and recoverable by 
the node itself and CH . The results of simulation reveal that 
the proposed framework outperforms ECRAFT and CFTC 
in terms of energy consumption, number of alive nodes, and 
FD accuracy. Applying sleep-awake method in the proposed 
framework resulted in improved energy consumption, reduced 
probability of occurring faults in nodes, and increased num-
ber of alive nodes in different rounds. Also, due to producing 
several methods to detect permanents and intermittent faults in 

networks and nodes, the accuracy of the framework is superior 
to others.
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