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Abstract

The various demands from cellular users are increasing day by day. A tower can be selected if the traffic through it at a specific
time is predictable. Then a chosen set of issues can also be addressed. In the future, such prediction of traffic will help to identify
networks that have better conditions with desired performance. To be specific, in this paper, the Long-Short Term Memory
(LSTM) model has been proposed to predict the network traffic at a given 4G LTE cell tower. The LSTM model uses traffic data
records of a network for one full year to predict its traffic pattern in a particular week. In addition to this, the 4G LTE access
networks are operated via Blockchain. Each LTE tower acts as a separate node like a Peer-to-Peer network. The processes and
conditions for accessing mobile networks are coded as smart contracts. Blockchain - Radio Access Network (B-RAN) establishes
a secure connection between Access Point (AP) and User Equipment (UE) using smart contracts. If all the conditions of the
contract code are satisfied, then data transmission takes place between the user and the AP. The proposed LSTM model on
blockchain-enabled network APs to predict LTE data traffic gets validated. It is found that it makes the network encrypted, secure
and improves its functioning. The superior performance of the proposed LSTM model justifies that the proposed multilayer
LSTM improves the performance from 8.2% to 17.7% as compared to the Autoregressive Integrated Moving Average (ARIMA).
The latter is the baseline prediction model.
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1 Introduction

In mobile communications, network traffic prediction has a
significant advantage in numerous territories. For example,
predictive congestion control, network security and planning,
effective bandwidth allocation, etc. Traffic prediction for ex-
tended length gives detailed traffic prediction models to assess
the future. So, licenses for meticulous planning and better
choices were made [1]. This was due to traffic generated by
smartphones. It was predicted that the traffic created by

P4 P. Prakasam
prakasamp @ gmail.com

Varun Kurri
varun.kurri2017 @vitstudent.ac.in

Vishweshvaran Raja

vishweshvaran.r2017 @vitstudent.ac.in

School of Computer Science and Engineering, Vellore Institute of
Technology, Vellore, India

School of Electronics Engineering, Vellore Institute of Technology,
Vellore, India

@ Springer

smartphones exceed 86% of all other mobile data traffic [2].
Therefore many researchers took strenuous effort to predict
cellular traffic in the recent past. Such researchers proposed a
method to predict the cellular traffic based on the hours of
mobile use [3, 4]. These methods failed due to frequent sam-
pling of GPS which leads to the shortening of battery life. The
cellular traffic could also be estimated by comparing the cel-
lular trace with the reference trace of the road [5]. But this
method had failed to measure the correct strength of cellular
traffic. The traffic prediction could be estimated using the
monitoring of the handover mechanism also. The frequent
handover of a large number of users was monitored. One of
the particular base stations was identified to measure cellular
traffic [6—8]. However, these methods had a stringent limita-
tion, since each and every time the base station should be
searched which leads to overloading of the system.

The prediction of low traffic and then configuring the ac-
cess points (APs) in sleep mode to save the power was inves-
tigated [9]. Hence, analyzing the requirements of cellular traf-
fic prediction would lead to an improvement in resource uti-
lization efficiency [10]. Also, on the other side, due to diverse
applications the traffic analysis faced a complex problem.
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Therefore the state of art prediction scheme could be catego-
rized as a statistical learning approach [11, 12] and a machine
learning-based approach [13—16]. The former category was
modeled and analyzed using statistical time series techniques
which included Auto-Regressive Integrated Moving Average
(ARIMA) [17, 18], « stable distribution [12] and co-variance
function [19]. The latter category utilized Artificial
Intelligence (AI) based cellular traffic prediction methods
[20, 21] These were strong alternatives to the former
statistical-based methods.

Al is often referred to as machine intelligence. It
would mean a programmed setup to process human in-
telligence and the deciding options developed by human
beings. The machine learning field was developed much
in recent years. This was owing to the increase in the
processing power of the computer and the developments
in the algorithms. The machine learning that used Deep
Neural Networks (DNNs) could predict the high-level
dependencies in the health care dataset [22]. Deep learn-
ing became a part of machine learning that taught a
computer to filter inputs (in the video, audio, or text)
by surfaces to identify how to foresee and arrange data.
Deep learning played a vital role in classification and
prediction in many fields like health care, smart city,
agriculture, automated vehicles, wireless communication,
etc. RNNs were the deep learning network and they
were called recurrent for the fact that they did a similar
assignment for each component of succession, with the
yield being subject to the past calculations. Hence RNN
was called till recent times memory-based architecture
that found and collected data. The main drawback of
RNN is the vanishing gradient and exploding gradient
problems. LSTM is an enhanced version of RNN archi-
tecture which improved memory for storing large data.
LSTM based RNN had sufficiently exhibited on lan-
guage transformation and for speech recognition.
LSTM delivers preferable outcomes over other Al tech-
niques for time-series traffic prediction analysis [20].
Several real data sets were demonstrated to conclude
that LSTM could be used as a good timing sequence
forecast model. Also, it offered better performance than
the other traditional model [21]. In the author’s work in
[23], they had given a correlation among performance
and power utilization of three distinct classes of predic-
tor utilizing a number of real network traces. They had
presumed that the network traffic is commonly predict-
able and the decision of the predictor is reliant on the
attributes of the system. Jaffry [24] proposed the con-
cept of cellular data traffic prediction using an RNN,
especially the LSTM network. Using LSTM and vanilla
feed-forward neural networks, they had verified that this
combination was predicted with great accuracy com-
pared to the statistical ARIMA.

Utilizing a Blockchain-based portable system with an
LTE network gave fast traffic prediction. It managed
local connectivity for trustworthy assistance for the cli-
ent. Blockchain is nothing but a collection of information
on numerous transactions [25]. After each transaction, a
hash was created. If most of the nodes verify a specific
transaction then that alone was written into a block. The
timestamp and the connection to the previous block were
the major elements of the digital record block. The sig-
nificantly worthy units went from proprietor 1 to propri-
etor 2 through the network nodes and that track account
alone remained in the records. Receiving them was con-
firmed through connections to each past exchange.
Verification was done by accord, and the trust is created
by the straightforward and auditable data progression.
Blockchain was the backend of decentralized digital cur-
rencies. Bitcoin was one such example Blockchain that
provided transparent, provable and secure digital asset
transactions with ownership and proof of rights. The
Blockchain is one of the groundbreaking innovations that
would radically change the method proposed model’s
interaction, automate payments and also it was the trans-
action security. The Blockchain can be cost-effective by
the elimination of the centralized authority to verify
users’ transactions.

Al permits a machine to keep acquiring knowledge,
based on the data it collected. Blockchain is a decentralized
ledger and could be used to save and maintain the transac-
tions of untrusted parties. Mobile carriers gained great op-
portunities with the help of blockchain for the transforma-
tion of business models through new network layers. Level
1 cell carriers were probably going to make new
blockchain organizations with all-inclusive computerized
records to improve industry-wide interoperability. This
would control costs and give wide coverage. A few
blockchain ventures depend on the ideas very much lined
up with the objectives of explicit 5G models. They were
moving from appropriated frameworks and databases to
high performance distributed computing systems [26].
Mobile carriers were well-positioned to provide a
‘blockchain-as-a-service’ ecosystem for content providers.
The blockchain infrastructure could be used by the content
providers for access control and monetization. The copy-
rights, self-governed computerized offer of content would
be monitored by smart contracts. The smart contracts re-
moved the danger of duplicating and content reshuffle by
illegal programmers. Additionally, blockchains accommo-
dated variable, request based content evaluation through
computerized disclosure. Data mining (DM) was generally
used for the discovery of knowledge. Network traffic anal-
ysis involved DM. The various data mining methodologies
utilized by the different techno crafts for analyzing net-
work traffic was explained [27].
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1.1 Limitations of the existing system

The major drawback of an existing cellular network is
roaming fraud. It happens when a user connects to a visitor
network service provider while using their services but later
doesn’t pay for the services used. When this happens, the
home network service provider has to pay for the services
used by the subscriber in the visitor network. This type of
fraud goes unnoticed because the time taken to detect the fraud
is very long. Additionally, when the home network gets noti-
fied about this fraud it is already too late to respond or take
severe action on the fraud. To tackle these kinds of drawbacks
to the existing system, the blockchain in network access points
is deployed where all network service providers have a
roaming agreement using smart contracts so that it gains trust
and also is very secure.

While installing new APs in a society/community, the host
needs awareness about the traffic patterns and how it may vary
in the future. Doing so will save them a lot of network re-
sources and also ensure the customer with a quality service.
The main drawback of not doing so is due to Network
Congestion. It means that when the host sends huge amounts
of data in packets but it is not used effectively, then congestion
occurs. This leads to the poor performance of the network and
increased delays. So in order to maintain a steady flow of data,
traffic prediction on mobile networks is performed. This helps
to understand the data traffic patterns which are useful for
Congestion Control. It is also beneficial to some other appli-
cations such as network admission control, bandwidth alloca-
tion and anomaly detection.

1.2 Research contributions

Based on the above literature it is observed that there is a lot of
demand for suitable cellular traffic prediction techniques
along with reducing roaming fraud. The major contributions
of this proposed research are as follows:

* Configure the existing 4G LTE cellular network as a
blockchain-based mobile network. This is done by using
a blockchain network on the 4G LTE access points or
eNodeBs connected in a fully decentralized manner.

* Analyze 4G LTE cellular traffic and suggesting the suit-
able multilayer LSTM technique for the optimal traffic
prediction

* Proposed Blockchain - Radio Access Network (B-RAN)
for more security and the feasibility for implementing in
4G LTE is validated.

* Compared the various parameters like R2 score, mean
score error (MSE) and mean absolute error (MAE) of the
LSTM based traffic prediction method with the existing
ARIMA baseline models.

@ Springer

* Analyzed the security issues and deployment feasibility of
the Blockchain-based network to the existing 4G LTE
networks.

2 Materials and methods

The mathematical modeling of the cellular traffic, B-RAN,
multilayered LSTM are shown in this section in detail.

2.1 Traffic prediction

The problem formation using a mathematical analysis is de-
rived in this section. Let A be a UE-1 that runs on a particular
cellular network. Based on the UE behavior, for a defined
period gap (t, t+A) with the span of A, each link can be in
either an active mode or silent mode. Now, anyone can de-
scribe the features like the number and the downlink and up-
link packet sizes for combined traffic in any cellular network
within the interval of (t, t+ A) for a particular UE. Let f(t) be
the vector that represents the cellular traffic features defined in
the interval of (t, t+ A). Further, F,(t) is a matrix containing
the recent m features of cellular traffic for » > 0. The scenario
can be explained with a suitable example as follows:

Let, F,(t) =[f(t-1), f(t)] and x is a binary indicator vector.
The submatrix F,*(t) of the matric F,(t) can be defined such
that all zero indicator rows are removed.

Let

Fu(t) = [i 2] andx = [0 1]

Then Fn* (t) = [4 5]

(1)

Based on the above example, cellular traffic prediction
problem can be defined as

Given Fu(t-1),n>0
Minimize J(F-m*(t), G(t)) 2)
Subject to meZ, m>0

where m is the one step ahead future prediction, i.e. n > 0, G(t)
denotes the predicted matric of the traffic for a given time t,
J(.) is the error function which is to be minimized.

2.2 Blockchain

Blockchains can change the digital economy and empower
associations to meet their objectives for open and encrypted
exchanges in mobile networks. In the Blockchain, every node
keeps an identical copy of the Blockchain. The cord consis-
tency is accomplished through a specific agreement
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calculation. Blockchain-based management of the network,
described by a completely decentralized control component,
empowers connection to be legitimately settled among the
user’s network at the P2P level. This is without depending
on middle person specialists, which prompts lower communi-
cation expenses and better security [28]. The mobile traffic
increase is demanding more efficient and effective manage-
ment in the fifth generation communication networks [29].
Blockchains are on the network layer’s highest point and it
will assist in incorporating various networks. This is done with
the arrangement of consistent access between various net-
works. It is the place that uses smart contracts. This is one of
the most important factors to computerize the technique of
arrangements and understandings between organizing admin-
istrators and endorsers. Also, during this time operational ex-
penses can be considerably reduced. In the author’s work in
[30], they had planned a two-layer blockchain design for pro-
ductive communication. It also updated the block in the
decentralized traffic data assortment framework. In addition,
they had proposed a security saving plan to ensure the user’s
identities and driving courses. In the author’s work done in
[31], it shows how a permitted blockchain structure, for ex-
ample, Hyperledger Fabric can be re-built to help almost
20,000 exchanges per each second. They executed a progres-
sion of free advancements concentrating on I/O, storing, par-
allelism and effectively collect the required information. The
two applications that include keen agreements and B-RAN are
given below:

Blockchain is considered as a chain of interconnected data
blocks framing an open assortment of monetary documents
for recording a rundown of exchanges [32]. Transactions are
implemented through two stages that live in the Blockchain
which are also called smart contracts. Right off the bat, the
smart contracts that pass on advanced activities are made into
the cells and communicate to the system. Besides, organize
hubs that keep up agreement are known as miners. These
support the trades by looking at the computerized signature
and confirming its authenticity. The miners make a stack out
of considerable digitalize exercises into another cell. This is
for association at the finish of the Blockchain through a riddle
understanding technique called the mining.

2.2.1 Advantages

Greater transparency The blockchain is a distributed system,
all the members in the system will segment similar transac-
tions than individual redundant transactions. These common
things can be achieved by an agreement implying all the mem-
bers agree to it.

Improved security All the blockchain transactions are en-
dorsed and recorded first. Then it is scrambled and linked to
the previous blocks. Hence, all the information is scrambled

over many nodes instead of a centralized server. This ensures
the security of the transaction information.

Improved recognizability Consider a company managing
items exchanged through an intricate supply chain. Staff will
be there who is familiar with the procedure for tracking an
item back from its origin. But if the same items for trading
are logged on a blockchain, then it is simple to recognize the
origin and also its transaction on each stage.

Speed and efficiency Instead of doing a traditional transaction,
implement it with blockchains, then the transactions can be
completed very quickly and efficiently. The record-keeping is
done by a single digital ledger which can be shared among
participants. So, it is not required to reunite multiple ledgers.

Diminished expenses For any business, reducing expenditure
is highly essential. But by utilizing the blockchain for trans-
actions, the diminishing expense requirement is very small.
The reason is intermediaries are not needed for any trading
transaction.

2.3 Blockchain - radio access network (B-RAN)

The B-RAN is proposed to coordinate cross-arrange assets,
including spectra and frameworks, to meet the development
of various availability requirements [33, 34]. The structure of
B-RAN is planned using the guideline of the blockchain net-
work and it is shown in Fig. 1.

The B-RAN participates as both access clients and access
suppliers. This can do self- sorting out as an amazing system.
It is by evacuating the representatives and the security hazards
that accompany them [35]. The B-RAN can sort out an enor-
mous helpful system and secure member’s advantages. The
UEs and the APs are implemented by smart contracts. Such
contracts subsequently set up the trust between the first trust-
less access point and the user equipment.

Mafakheri et al. [36] fused the blockchain in mobile net-
works. They also implemented the Blockchain-based
decentralized method for data transfer. In addition, it is proved
that trusted communications between peer-to-peer nodes will
increase system throughput and cut costs. The Decentralized
Application (DApp) may be a peer-to-peer application. It can
be executed on a specific Blockchain written for a case of a
particular use [37]. However, a smart contract is an autono-
mous agreement the terms between the seller and the buyer are
pre-agreed and are mentioned in the code. It is a gathering of
functions and data that are present in a certain address on the
Blockchain. The existing data may be interrogated or re-
formed by making a transaction to the smart contract. The
calling functions are performed automatically on every device
present in the network containing the data that trigger
transactions.
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Fig. 1 Basic architecture of B-
RAN

Operator 1

0RO
Operator 1
Records |

Voice landing
Overseas

2.3.1 Working framework for B-RAN

If operator 1 desires to transmit the information to opera-
tor 2, this transaction is considered as a block. This trans-
action block is broadcasted to every node which is present
in the B-RAN. The remaining nodes execute a consensus
protocol to approve that a particular transaction within the
block is valid. The validation of the transaction can be
done using a smart contract code. Every node has to
cross-check the results of a transaction that successfully
invokes the smart contract. If any node fails to invoke the
smart contract, the transaction will be terminated and
there is no result.

The LTE network has two important elements: one is RAN
and the other is Evolved Packet Core (EPC). The RAN con-
sists of numerous amount of small interconnected cells and
macro eNodeBs using a standard x2 interface. And to these,
the terminals are attached. All these small elements are inter-
connected using the standardized LTE interfaces. Mobile net-
work operators form a conglomerate by sharing their eNodeBs
and constructing the blockchain networks. The system is re-
lated to the mobile network that transfers data straight to the
remote user equipment. This is arranged by a base handset
station in Global System for Mobile Communications.
Generally, Node B has the least usefulness and is constrained
by a Radio Network Controller (RNC). As such, with an
eNodeBs, there is no different controller component. This
disentangles the design and permits lower reaction times.
eNodeBs can validate brilliant agreements since the smart
contracts send information utilizing a USIM gave by the mo-
bile system administrators.
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Figure 2 shows a working framework for a better under-
standing of B-RAN. An agreement is reached between the
user equipment and the host access points with the terms of
the contract. A smart contract that is authorized by the client’s
digital signature is used here to record the terms of the con-
tract. The mining network is looked over by the smart con-
tracts. They are authorized by the miners to make sure that the
credit balance of user equipment is enough to pay the host
access points. Also, it is ensured that there are sufficient spec-
trum assets in host access points. Once the conditions of the
contract are verified, a new block is created with the help of all
the verified contracts. These new blocks are then added to the
already existing Blockchain. The spectrum assets can be
accessed by the user equipment with a time-limit condition
and the access for host access points are received from the
user equipment. Large cooperative networks can be well or-
ganized by the Blockchain in B-RAN.

By introducing blockchain into mobile networks, one can
reduce the unnecessary overhead cost. To cite a situation,
while providing roaming services there will be a strong trust
factor between the user and service provider as implementing
blockchain is secure and transparent. One of the main advan-
tages is that in a blockchain network all the brokers involved
will be immediately eliminated and also improves security. As
it is known, using blockchain will enable roaming services
across different networks and network service providers.
When B-RAN acts as a virtual public network it is known that
it is secure and has a very high demand in the market. The
competition among different service providers can decrease
the cost of data service rates without installing or
implementing any other network infrastructure.
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Fig. 2 Working Framework of B-RAN

2.3.2 Consensus protocol

Since blockchain-based mobile network is s decentralized net-
work. There is no central base station to verify and validate
every transaction in the blockchain. Therefore a common
agreement is required between peers to achieve the reliability
in B-RAN. This common agreement is called a consensus
protocol. The various consensus protocol is reported for dif-
ferent applications. Out of which the Proof of Elapsed Time
(PoET) is more suitable for B-RAN [38]. Hence in this re-
search paper, the PoET has been utilized as a consensus
protocol.

2.3.3 Security analysis - roaming fraud prevention using
B-RAN

Current framework — In any network Home Location Register
(HLR) is responsible for maintaining the location of the nodes.
If a new call is set then the Visited Public Mobile Network
(VPMN) inquiries the Host Public Mobile Network (HPMN).
The query is about the administrations to which the roaming
UE has accepted by questioning the HLR. Then the Call
Detail Records (CDRs) are referred to the indicting frame-
works in their respective premises. These frameworks are re-
sponsible for handling CDRs and generating the invoice. The
VPMN sends CDR information data to the HPMN through a
Transfer Account Procedure (TAP) document. A few organi-
zations may forward TAP documents to the Data Clearing
House (DCH). Therefore, now a DCH is answerable for the
transmission and change of the TAP records in the interest of
the Communication Service Providers (CSP) which has re-
cruited it. If the TAP documents are received then the
HPMN should settle accounts per costs acquired with the

\\té))/ .

6. Provide Services

UE

1. Sign
3

4. Wait n CFM's ‘ Block #h+n-1

‘ (n-th Conformation)

5. <C1> Confirmed

VPMN. It is according to the corresponding roaming agree-
ment price.

Current difficulties - Roaming fraud happens when a UE
gets to the assets of the HPMN by means of the VPNM. But,
yet the HPMN can't be able to charge the secondary use for the
service provided. Roaming fraud misuses two qualities:

» Large detection time: The time period required to detect
the roaming fraud is very high due to latencies in the
exchange of information between VPMN and HPMN.

e Large response time: The reaction time to the roaming
fraud is very large as compared with fraud occurring time
in HPMN. This may happen due to poor control over the
systems.

These issues can be solved by implementing a permission
blockchain, which could be actualized between each pair of
administrators who have a roaming agreement. Figure 3 shows
the working of the roaming agreement as a smart contract in a
blockchain network. B-RAN could establish a roaming agree-
ment between the home network access point and visitor net-
work access point. By doing this it will enable trust between
users and network providers. Assigned nodes from the two ad-
ministrators go about as miners to confirm the sanctity of every
transaction communicated in the network. The consensus pro-
tocol is deployed between HPMN and VPMN which is set off
when a CDR information transaction is transmitted over the
blockchain network. Each time a UE triggers an occasion in a
visiting network, the VPMN communicates the CDR data to the
HPMN. The transmitted CDR data activates the smart contract
and the provisions of the arrangement are executed. The HPMN
can function along these lines to automatically ascertain the
charging sum dependent on the administrations delivered and

@ Springer



1094

Peer-to-Peer Netw. Appl. (2021) 14:1088-1105

Fig. 3 Illustration of preventing
roaming fraud using B-RAN

HPMN
Node 2

Home
Tower

send this information back to the VPMN. Figure 3 shows the
working of the roaming agreement as a smart contract in a
blockchain network.

2.4 Long short-term memory

LSTM is a type of RNN architecture used for making predic-
tions on time-series data. They are capable of learning long-term
dependencies. The LSTM contains the following four parts:

+  Cell

* Input Gate

e Output Gate
» Forget Gate

These components are specifically developed to work with
the vanishing gradient problem, which was a major drawback
of conventional RNN networks. Figure 4 shows the internal
cell state of an LSTM cell.

Fig. 4 A Standard LSTM Unit

HPMN Node 1

(K) 0

User

HPMN VPMN VRN
Node n Node n Node 2

< -
Roaming pact-
Smart Contract

VP Node 1

(K) 0

User

CDR-broadcast
on
blockchain-triggers
smart contract

Visiting Tower

Pay for the service

Cell state can be considered as a long continuous
chain that goes through the chain with some small inter-
actions with the unit. It is the line that consists of C,;
and C; from Fig. 4. Initially, the information which needs
to be removed or forgotten from the cell should be iden-
tified. This process can be handled with the sigmoid
layer/forget gate layer. The forget gate layer can be
expressed as:
fr=0c(wslher,x]+by) (3)
where x,, ws ;| and b, are the new input, weight function,
the output from the past timestamp and biasing value respec-
tively. The above equation gives an output of 0 or 1. Here
when 0 is the output it means to get rid of the value complete-
ly. The output of 1 implies retain the value. In the next step,
the data needed to be contained in the cell state is decided. The
‘sigmoid layer’ which is also known as the ‘input gate layer’
decides the values be restored. The ‘tanh’ layer generates a
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vector of new candidate values, which can be combined with
the current state.

iy = U(Wi[htfl 7xz] + bi) (4)

(5)

where i, and ¢; are the input gate layer and a vector of the
new candidate values respectively. The next state vector of
new candidate value can be computed by combining eqns.
(4) and (5). Hence, C, from the cell state becomes,

¢, = tanh(welhiy,x,] + b,)

Cr = ft *cr1 +i%e

(6)

The last step is to get the output. Execute a sigmoid layer.
This selects which parts of the cell states are outputs. Next,
insert the cell state and perform multiplication on the cell state
through the ‘tanh’ layer (push the values to be in between -1
and 1) and the output produced by the sigmoid gate. This is
done to get the output of the decided parts only.

0y = U(W(, [htflvxt] + ba)

h[ = OI*tanh(Ct)

(7)
(8)

Here, o, is the output of the sigmoid state and #, is the
output of the decided parts. This new output will be fed into
another layer as an input and the chain continues. The multi-
layered LSTM structured architecture is shown in Fig. 5.

In Fig. 5, C, is the initial cell state to which an input X, is
fed with weights W and W; respectively to give the output H,;
in the state C;. The output obtained at C, is fed as input to the
succeeding layer, which is Y. And the process continues.
This process is called Multi-Layered LSTM.

3 Proposed methodology

The overall system structure of the proposed traffic prediction
on blockchain-based mobile networks using the LSTM model
is illustrated in Fig. 6. The proposed approach, blockchain-

Fig. 5 A multi-layered LSTM
structured network

based mobile networks is achieved by installing a B-RAN
network. This is to prevent roaming fraud. It also performs
traffic prediction using the proposed very optimal LSTM pre-
diction architecture on these mobile networks. This yields
better bandwidth allocation and network congestion control.

Figure 6 depicts the inclusion of blockchain in mobile net-
works helps to control roaming fraud. Traffic prediction im-
proves bandwidth allocation and controls network congestion
confined in that area. To prevent roaming fraud, a ‘Roaming
Pact’ is formed between the HPMN and VPMN via
blockchain in the form of a smart contract code. This roaming
pact which consists of a blockchain network acts as a
decentralized bridge between HPMN and VPMN. For exam-
ple, when a subscriber is on a roaming network (i.e., VPMN
which visitor network) the VPMN provides services to the
subscriber. Then it sends a record of services used to HPMN
through the blockchain network.

The HPMN pays for the services used by the subscriber to
VPMN and also later asks the subscriber to pay for his ser-
vices when he/she gets back from roaming. So, in this way
fraudulent subscribers cannot escape without paying for their
services used. Hence, the transparency and security between
HPMN and VPMN are achieved through a blockchain net-
work B-RAN. Then, such an arrangement predicts the net-
work traffic patterns for these mobile networks. It is in order
to deliver strong and seamless data services in that area for
official/personal use by preventing congestion control. This is
done by using the proposed LSTM network which is proven
to outperform the best prediction model ARIMA.

3.1 Proposed traffic prediction model

The given raw dataset must be transformed in such a way so
that it can act as an input for the prediction model. Before
feeding the training data to the prediction model, certain trans-
formations and reshaping have been done on them. First, the
training data samples are read, and then the column which
contains the data traffic is acquired, and all the remaining
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Fig. 6 System structure of the proposed traffic prediction on blockchain-based mobile networks
columns are eliminated. Then, feature scaling is performed on In the next step, these scaled traffic values are then reshaped

this new data. MinMaxScaler is used to transform this data.
MinMaxScaler is a python model imported from scikit pack-
age, it is used to transform the data traffic samples from train-
ing data between 0 to 1. The overview of the proposed pre-

diction model is illustrated in Fig. 7.
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Dataset

Fig. 7 LSTM prediction model
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with 24 timesteps and 1 output. Here, the time-series data is
transformed into input and output data. So, the observation at
the previous time step will be used as an input to predict the
observation of the current time step. In the proposed model, 24
inputs from the dataset are used to predict the next time step. All

Creating LSTM Model

the RNN
LSTM layer

Plotting graph between
actual and predicted
values

i

Predicting data with 120 epochs

Fitting RNN
into Training
Dataset

Comparing Test
Dataset and
Predicted RNN
Output

Inverse Transform

test and predicted
samples
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things considered, for each time step, that numerous rows must
be expelled from the initial point of the dataset. This is because
there are no earlier perceptions to use as time steps for the initial
values in the dataset. The training data is now complete and is
ready to be trained in the LSTM model. The major focus and
type of ‘Keras’ and ‘Tensorflow’ which defined in a sequential
stack of linear layers. The required model is selected and also the
required number of layers in the constructor is defined. There are
4 layers in this model, and each layer has a dropout of 20%. As
shown in Fig. 7, each step has a desired LSTM units and a
dropout of 20% for each layer. Dropout can be applied to the
layers of the training algorithm. A dropout on the input implies
that for a given probability, the block excludes the input con-
nection from nodes and weights. After defining the model with 4
layers of training, it is compiled by specifying the optimizer and
loss function. Finally, the LSTM model is trained with 120
epochs and a batch size of 32. Epoch is nothing but how many
times the model is used for training. The batch size is the number
of training data that has appeared to a model before a weight
update is performed. Once the model is ready, it is used to run a
prediction on the test data.

LSTM model is used to predict the traffic data of 3 cell
towers. Traffic prediction helps in congestion control. The
prediction of long term data gives more information about
the prediction of the traffic models. This ensures that there
will be no query regarding upcoming requirements. On this
LTE cell tower, Blockchain is implemented so that these LTE
eNodeBs can be interconnected through the blockchain net-
work. Their functionality can be maintained by writing a smart
contract code. Also, the AP and the UE will reach an agree-
ment based on the contract code. This architecture is called B-
RAN. The predicted samples from the LSTM model are in-
versely transformed to compare them with the test dataset. A
graph is plotted between ground truth (i.e., Test Data) and
LSTM to compare them. One another comparison is made
between the proposed LSTM model and the ARIMA model.

3.2 Proposed algorithm for blockchain-based mobile
network

The proposed blockchain simulation algorithm for n UE con-
sidering the priority queue is shown in Table 1. The algorithm
has been assumed with » UE are running simultaneously with
the standard B-RAN for m logical iterations. In this proposed
algorithm, it lists B of n block transactions that imitate the
local copy of each UE. The transactions are initialized with
the origin block 0. It is extending the block while simulating
the B-RAN for a random number of iterations m to add the
transactions to the block.

The transactions and blocks of the proposed B-RAN can be
iterated using the following processes. Initially, it waits for a
new block which is to be produced based on the priority
queue. The next process is receiving the new notifications

within a predefined waiting period. After this process, the
algorithm adds the additional block to the blockchain of a
randomly chosen UE. Finally, it broadcasts the new position
of'a chosen UE through the shared blockchain to the remain-
ing UEs. The transactions/messages are queuing by the use of
the priority queue g, for future delivery by simulating the
communication latencies. The transactions/messages are rep-
resented as (¢, k, B'), where ¢’ is the arrival time of the trans-
actions, k is the receiving UE and B’ is the content which
informs that a non-specified UE that has the sequence of
blocks B'. The arrival time is increased by o() and A\() They
can be drawn from the probability samples from positive prob-
ability (¢) and non-negative probability (\) distributions.
The classification of the blockchain system based on the
speed has been categorized by the relation between the mean
value of o and \. Let @ and \ be the mean value of o and A
respectively, then the blockchain system has been classified as:

+  Slow Blockchain System if & » A
+  Chaotic Blockchain System if & « A
*  Fast Blockchain System if & = X

In the slow blockchain system, the time to create the two
consecutive blocks is greater than the synchronization of the
local blockchains. However, on a chaotic blockchain system,
synchronization with the local blockchains is not possible
since the time to create the two consecutive blocks is much
small. But in a fast blockchain system, the time taken to create
the block is almost equal to the time required for broadcasting.
Therefore fast blockchain system is always more suitable for
blockchain-based mobile networks.

4 Results and discussions

This section presents the dataset utilized for training the
LSTM network, the performance analysis of B-RAN and the
performance of the proposed traffic prediction method. The
performance has been compared with the ARIMA baseline
traffic prediction model.

4.1 Dataset

In this research work, the data traffic information of 4G LTE
networks which is available as raw data in Kaggle' has been
used as a dataset for training and testing. When a subscriber
uses mobile data service on their devices, data will be provid-
ed by their nearby 4G cell. The traffic of any cell within 1 hour
is nothing but the total data capacity of all users served by a
cell within an hour. For example, a cell is serving 50

! https://www.kaggle.com/naebolo/predict-traffic-of-lte-network
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Table 1 Proposed blockchain simulation algorithm for » UE with priority queue
Begin
initialize ¢ = 0, B =/(0),(0),(0),
void the priority queue, g,=0
for i=0to m-1
t=t+a()
for (¢’ k, B’) € g, subjectto t> ¢’
access (¢, k, B’) from q,
if length(B’) > length(By)
then

(0)], (length of block is n)

Br,=B’
endif
end
assign / as random_UE
attach a block (i) to B,
for k = 0 to n-1\{1}
push (t+4(), k, B)) to g,
end
end
x=max|x|, s € B
return |x|/m

end

subscribers, each subscriber in 1-hour uses an average of
10Mb. So, the product of average data consumed by a user
(in Megabytes) and the number of users gives the traffic of
that cell. So the traffic of this cell, in hours, x = 50 * 10 =
500Mb. This is the traffic value of one sample from the

gathered dataset. Data is collected in approximately 1 year x
24 hours. The nature of traffic will vary from hour to hour
(e.g., from10:00 to 12:00 and 19:00 to 23:00, the traffic will
be very high. But, from 0:00 to 6:00, the traffic will be very
low). The divergence between days of the week (e.g., traffic

1.0 moesme Hoosg., —*— average

2 iy —— fit
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5 0.8 % 1% to 99%
@ X
e A
© 0.6 *———— %
z Slow growth % Fast growth
o but stable but unstable
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o
£
S
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Fig. 8 The outcome of the swiftness on effective blocks
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graphs for office buildings: high traffic on Mondays from
14:00 to 18:00 and low on Saturdays and Sundays). It differs
for special events such as festivals, holidays, etc. The data
consists of 8733 entries from 23-10-2017 to 22-10-2018
(one year). It is further divided into training and testing
datasets.

The test dataset includes the last week’s data (i.e., from 16
to 10-2018 to 22-10-2018) which is 168 samples. The training
data consists of data traffic excluding test data (which is from

Fig. 10 Latency of the 40

23-10-2017 to 15-10-2018) which is 8565. Here predict the
traffic values of 3 LTE cell towers (Cell 000111,
Cell 000112, and Cell_000113) are predicted to check the
consistency of the proposed LSTM model. The RNN algo-
rithm requires training and test datasets to predict data traffic.
It uses the training dataset to train the algorithm based on the
model and the number of layers required for training to get the
best output.

blockchain-based mobile network
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4.2 Performance evaluation of B-RAN

This subsection provides the implementation of blockchain-
based mobile networks and the performance evaluation of B-
RAN. The various parameters such as fitness of the
blockchain with respect to speed, the convergence rate of the
different blockchain systems and also the latency with respect
to the number of blocks are evaluated. The MATLAB R2019
is used to analyze the performance of the proposed B-RAN.
The outcome of the swiftness on the effective blocks are sim-
ulated and illustrated in Fig. 8.

Figure 8 denotes the outcome of swiftness on the effective
blocks in terms of the expected value of the probability distri-
bution ratios. i.e. X / @. It provides an insight into the way the
proportion of the valid block is achieved with the variation in the
speed. In Fig. 8, the right side indicates the fast growth but
unstable which depicts the Chaotic system unsuitable for vali-
dating the blocks in the blockchain. Similarly, on the left side, it
indicates slow growth. But at the same, time it is stable. It infers
that the slow blockchain system will take more time to create
and validate a new block. The ‘fit line’ which is plotted in red
color is the boundary line between slow and chaotic blockchain
systems. In this boundary line, almost 99% of the UEs are able
to create and validate their blocks. This ensures that B-RAN is
more suitable for implementing in 4G LTE system.

The convergence rate of three B-RAN is analyzed by in-
creasing the number of UEs from 10 to 50 as shown in Fig. 9.
Now, it is observed that the chaotic B-RAN (blockchain sys-
tem) has a slow convergence. So, it may not be able to create
and synchronize the blocks within the specified time. The
slow B-RAN (blockchain system) has an average conver-
gence. But, the fast B-RAN (blockchain system) has a high
convergence which will be more suitable for blockchain-
based mobile networks. The latency of the proposed
blockchain-based mobile networks has been simulated with
respect to the number of produced valid blocks and is shown
in Fig. 10.

From Fig. 10, it has been found that even the number of
blocks are increased to 50. Also, the maximum latency pro-
duced by the proposed blockchain-based mobile network is
39 ms. The number of blocks is equal to the number of UEs
present in a particular cell. The higher bound for packet laten-
cy of 4G mobile networks is 100 ms. Therefore, from the

Table2 Hyperparameters

for training LSTM Initial Learning Rate 0.001
No. of Epochs 120
Optimization Algorithm Nadam
Loss Function MSE
LSTM Hidden Layers 4
Lookback Window 32
Timesteps 24

@ Springer

above three performance evaluation, it is clear that the pro-
posed blockchain-based mobile network will meet the require-
ments for 4G LTE system. Therefore it ensures the feasibility
of the B-RAN for real-time implementation.

4.3 Performance evaluation of traffic prediction
architecture

The mobile traffic data from 3 different LTE cell towers are
used to evaluate the performance of the proposed training
architecture and side by side comparison is done with the state
of'the art prediction model ‘Autoregressive Integrated Moving
Average (ARIMA)’. ARIMA is one of the best prediction
models available. Yet at times, it fails in the prediction of
mobile traffic prediction, this is where LSTM outperforms
ARIMA. The performance of both LSTM and ARIMA is
compared to given ground truth values. The given dataset
which has hourly data traffic values for a year has 8733 sam-
ples and divided into training and testing for the proposed
LSTM model as mentioned above. It is for one cell tower.
The same is to be performed on 3 cell towers to check the
consistency of the proposed model. The LSTM prediction
model is implemented in Python using Tensorflow and
Keras modules as backend. The algorithm uses a regression
model for this case’s prediction, as it is used to predict quan-
tities or sizes. If the prediction output is a continuous value,
then the regression model is picked up in place of the classi-
fication model. To fine-tune the prediction model, proper
hyperparameters are needed to be set. Refer to Table 2 for
training hyperparameters. In this model, adjusting the number
of epochs and hidden layers are crucial for training the algo-
rithm. Increasing the number of states increases the precision
of the prediction. But in this case, the training dataset is long.
Therefore, there should be an agreement between the observed
values of training data and the precision of the predicted data.
It determines the amount of information that needs to be re-
membered by the algorithm. Hence based on the above rea-
son, the number of epochs is fixed as 120. A year’s training
data is required to validate the architecture.

The optimizer used for the proposed prediction model is
Nadam (Nesterov Adam). Much like Adam optimizer is es-
sentially RMSProp with momentum. Nadam is RMSProp
with Nesterov momentum. Optimizers are very essential for
a prediction model. They integrate the model parameters and
loss function by refurbishing the model. This is due to the
yield of the loss function. They create and design the model
into its most precise form by dealing with the weights. Here
the number of timesteps is 24 as the traffic values are recorded
every hour per day for one year. In the proposed one timesteps
are like a memory for our RNN. It contains a memory of 24
characters to predict the next output. The lookback window is
the number of previous time steps used as input to predict the
next time period. So, the proposed model has a lookback



Peer-to-Peer Netw. Appl. (2021) 14:1088-1105 1101

Model Validation for LSTM Based LTE Traffic Predictor
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Fig. 11 Traffic prediction of cell tower 000113

window of 32 which means the prediction model trains from  Error (MAE), Mean Squared Error (MSE) and R2 Score.
the previous 32 time steps and predict the next time period. =~ MSE is the sum of squares of the distances between the target

The loss function chosen for this model is Mean Absolute  variable and predicted values.
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Fig. 12 Traffic prediction of cell tower 000231
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Model Validation for LSTM Based LTE Traffic Predictor
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Fig. 13 Traffic prediction of cell tower 000233
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Fig. 14 Training loss of 3 cell towers
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Table 3 MSE and R2 Score values of LSTM and ARIMA of 3 cell towers
Cell Tower MSE MAE R2 Score
LSTM ARIMA LST™M ARIMA LST™M ARIMA

Cell 000113 455.29 476.87 328.08 379.30 0.50142 0.45302
Cell 000231 721.94 794.40 524.55 565.49 0.54233 0.44584
Cell 000233 708.66 742.26 553.77 555.36 0.54077 0.49619

n ()/[_J/f)z proposed LSTM model is better than ARIMA by 8.2% ap-
MSE = 2 n ©) proximately for the cell tower 000233.

Whereas, R2 Score is the variance of the predicted data to
the total variance. It is used as the testing loss metrics for both
LSTM and ARIMA. The range is varying between -1 to 1.
The higher the R2 Score, the better is the prediction model. R2
Score should not be confused with the model accuracy be-
cause a model can have a low R2 score for a good prediction
model. Also, there can be a model that does fit-in the values
properly but still have a high R2 Score. Sometimes, the R2
score can tend to become mediocre in large datasets (similar to
the scenario in the stated case) It is due to the fact that the
variance will be high in a large dataset, even though the pre-
diction is good. In this research work, R2 metrics are used to
compare the proposed LSTM model with ARIMA.

When all the hyperparameters are set accordingly, the
dataset is trained by the proposed prediction LSTM
model. The predicted data of LSTM and ARIMA
models are compared to the ground truth values which
is the test dataset of the 3 datasets as shown below in
Figs. 11, 12 and 13.

From Fig. 11, it has been observed that the predictions
of LSTM and ARIMA almost match with the ground
truth values. To measure the testing efficiency, the R2
score has been computed for both models and it is found
as 0.5014 and 0.45302 for LSTM and ARIMA model
respectively. Hence, the proposed LSTM model is better
than ARIMA by 9.6% approximately for the cell tower
000113.

The traffic prediction for cell tower 000231 has been com-
puted for both the LSTM and ARIMA baseline model and is
shown in Fig. 12. The performance is compared by generating
R2 score and it is found as 0.54233 and 0.44584 for LSTM
and ARIMA model respectively. Hence, the proposed LSTM
model is better than ARIMA by nearly 17.7% for the cell
tower 000231.

Similarly, the traffic prediction for cell tower 000233 has
been computed using both the models and is shown in Fig. 13.
The R2 score is computed for the performance comparison
and it is found as 0.54077 and 0.49619 for LSTM and
ARIMA baseline models respectively. It is inferred that the

Figure 14 shows the training loss of the proposed LSTM
model of all the 3 cell towers for 120 epochs. The loss param-
eters shown above are the Mean Squared Errors. Each epoch
trains for 8542 training samples, hence the above graph plots
the MSE values for 120 epochs. The performance comparison
of the proposed multilayered LSTM has been compared with
the ARIMA baseline model. The performance metrics consid-
ered are Mean Square Error (MSE), Mean Absolute Error
(MAE) and R2 score. The comparison is tabulated in Table 3.

From Table 3, it is observed that the MSE and MAE of the
proposed LSTM is low when compared with the ARIMA
baseline model. Also, it is observed that the proposed model
improves the prediction performance between 8.2% ~ 17.7%
as R2 scores when compared with the ARIMA model. The
ARIMA’s failure reason compared to the LSTM based traffic
prediction is because the 4G LTE dataset is for a long term
forecasting behavior. For these types of traffic prediction, it is
found that the proposed LSTM model achieves a better
performance.

5 Conclusion

In this research article, the LSTM prediction model to predict
the cellular traffic on blockchain-based mobile networks in 4G
LTE has been proposed. Utilizing a Blockchain-based porta-
ble system alongside predicting and managing LTE network
traffic yields quicker local connectivity. Also, it offers reliable
assistance to clients. The LSTM RNN multi-layered model is
trained with one-year traffic data to predict the traffic during
the last week in the same year. The performance of the pro-
posed LSTM model has been validated with three cell towers
and compared with the state of the art prediction model
ARIMA. From the validation, it is inferred that the proposed
LSTM model predicted almost the actual traffic. Also, when
compared with the results of ARIMA model, it is inferred that
LSTM outperforms ARIMA in cellular traffic time series pre-
diction. Hence it has been concluded that LSTM performs
better while working with large datasets. In addition, it is very
useful in Cellular Traffic Prediction compared to the ARIMA
baseline model.
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