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Abstract
Mobile edge computing is developing as an innovative computing paradigm that gives improved practice to mobile users
through low latency connections and enlarged computation limits. As the amount of user requests is time- different, while
the computation limit of the edge has is constrained, the Cloud Assisted Mobile Edge computing system is acquainted with
improving the adaptability of the edge platform. To give ensured administrations at negligible framework latency, the edge
resource provisioning and cloud redistributing of the cloud-assisted mobile edge computing structure ought to be wisely
planned effectively. This work proposed a latency aware resource provisioning strategy for distributed cloud-assisted
mobile edge computing structure. At first, the framework gets SFC requests for Virtual network functions (VNFs) to
use both edge and cloud assets. Here, the efficient parameters, for example, execution time and workload of VNFs are
evaluated and Fuzzy logic-based auto-scaling is executed for the overloaded VNFs that need more assets because of the
progressively expanded measure of the system packets. Subsequently, the SFC requests are scheduled to the cloud-assisted
edge network adequately utilizing the Adaptive Grey Wolf Optimization (AGWO) based asset provisioning algorithm.
The exploratory outcomes show the superiority of the presented methodology comparing with the existing techniques as
far as system cost, arrival rate, and average response time.
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1 Introduction

The mobile network and wireless innovation improve-
ment have brought about different incredible mobile ap-
plications and multimedia administrations, for example,
video games, face recognition, augmented reality, medic-
inal services, and natural language processing [1].
Furthermore, the vast majority of these applications and
administrations regularly require escalated calculation
and high handling, which are inconsistent with devices
because of their restricted assets [2, 3]. Mobile cloud
computing is viewed as a prominent solution that ad-
dresses the constraints of mobile users (MUs), in which
mobile applications’ intensive computations will be
offloaded to incorporated clod using a remote channel

to relieve the heap and broaden the battery life. In any
case, high inertness is one of the fundamental deficien-
cies of unified distributed computing [4–6].

Moreover to the development of cloud computing, an-
other worldview of edge computing has risen that uses
assets at the edge of the system [7]. In edge computing
applications and administrations are completely or some-
what served upon assets situated on the edge of the sys-
tem, rather than altogether adjusted by concentrated as-
sets in cloud server farms. Mobile edge computing
(MEC) is a perfect worldview to address these issues.
By conveying edge has inside the remote access orga-
nized, versatile clients can get to adequate calculation
assets without experiencing the wild Internet delay.
Because of the benefit of low delay, broad extensive
have been given to the potential utilizations of MEC
[8–12].

With the proliferation of intelligent devices, new kinds
of delay-sensitive yet computation-intensive mobile ap-
plications continue rising and have drawn expanding
considerations [13]. By and by, cell phones are generally
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assets rare to help these massive computation requests.
Mobile edge computing (MEC) is taken as an auspicious
computing paradigm to address this issue, with the up-
sides of high data transmission and nearness to portable
clients [14, 15]. In MEC, adequate calculation assets
ought to be provisioned at a versatile edge to fulfill the
QoS prerequisites. Be that as it may, the calculation as-
sets can be under-used because of the huge temporal
variety of versatile demands, bringing about over the
top expense edge frameworks. The Cloud Assisted
Mobile Edge computing system in [16] can well arrange-
ment with this test [17]. A typical methodology for an
asset the board in edge processing is to appoint assign-
ments to the remote cloud or nearby servers as per a few
factors, for example, energy, bandwidth consumption,
having as final scope the minimization of the latency
[18]. This work addresses the above issues by
researching the asset provisioning issue with dynamic
requests. Mobile requests are viewed as with enhanced
QoS prerequisites including delay-touchy and delay-
tolerant solicitations. Edge has computed all delay-
sensitive and part of the delay-tolerant demands, and
cloud cases are progressively rented to serve the
outsourced delay-tolerant requests. The main contribu-
tions of this paper are summarized as follows,

& Effective parameters such as execution time and workload
of VNFs are evaluated to enhance the resource
provisioning.

& Gradually enhance the measure of packets, fuzzy logic
based auto-scaling is executed for the overloaded VNFs
that need more resources.

& The presented Adaptive Grey Wolf Optimization
(AGWO) based resource provisioning is effectively
scheduled the SFC requests to the cloud-assisted edge
network.

The structure of the manuscript is sorted as Section 2 sur-
veys the literature works concerning the proposed system. In
section 3, a short discussion about the proposed framework is
given, section 4 examines the exploratory results, and section
5 finishes up the paper.

2 Related work

Jingjing Guo et al. [19] proposed an On-Demand Resource
Provision dependent on Load Approximation and Service
Expenses in Edge Cloud Environment. The demand for assets
should be evaluated ahead of time. To this end, a load estima-
tion model dependent on the ARIMA model and BP neural
system was proposed. The model can appraise the load as
indicated by reported information and decrease the estimation

error. Before discharging the hub assets, the client information
on the hub should be relocated to other working hubs to guar-
antee that the client information won’t be lost. Here, while
choosing the movement focus on, the three measurements of
load balancing, migration time utilization, and migration ex-
penses of the cluster were measured.

Ibrahim A. Elgendy et al. [20] proposed a multiuser
asset allotment and calculation offloading model with
information security for mobile edge computing to ad-
dress the impediments of such devices. To begin with,
the computation and radio assets were mutually consid-
ered for multiuser situations to ensure the proficient us-
age of shared assets. What’s more, an AES cryptographic
procedure was acquainted as a security layer to shield
delicate data from digital assaults. Moreover, an incorpo-
rated model, which together thinks about security, com-
putation offloading, and asset distribution was detailed to
limit time and vitality utilization of the whole frame-
work. At long last, an offloading calculation was created
with definite procedures to decide the ideal computation
offloading choice for MUs.

Jungmin Son and Rajkumar Buyya [21] proposed a unique
asset provisioning calculation for VNFs to use both edge and
cloud assets. Adjusting to powerfully changing system vol-
umes, the calculation naturally distributes assets in both the
edge and the cloud for VNFs. The algorithm considers the
latency prerequisite of various applications in the administra-
tion work chain, which permits the inactivity of touchy appli-
cations to lessen the start to finish arrange delay by using edge
assets over the cloud. They assessed the proposed calculation
in the recreation condition with enormous scope web applica-
tion outstanding loads and contrast and the best in class bench-
mark calculation.

Chunlin Li et al. [22] proposed an adaptive resource
allocation technique and an information movement calcu-
lation. The expectation calculation gives the premise to
the versatile asset allotment of the edge cloud cluster.
The versatile asset allocation decides the asset allotment
plan of the edge cloud bunch with the most minimal
assistance cost. The information migration ensures the
dependability of information and accomplishes bunch
load adjusting. Numerous exploratory outcomes show
that our recently proposed calculation can enormously
improve framework execution as far as superior cost con-
trol, higher information integrity, and load balancing.

Xu Chen et al. [23] proposed a proficient Resource
Allocation for On-Demand Mobile-Edge Cloud Computing.
In particular, they originally considered the asset proficient
calculation offloading issue for a client, to diminish the cli-
ent’s asset occupation by deciding its ideal correspondence
and calculation asset profile with least asset occupation and
in the interim fulfilling the QoS requirement. They at that
point handle the basic issue of client confirmation control
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for JCC resource allotment, to appropriately choose the ar-
rangement of clients for asset request fulfillment.

Qiang Fan and Nirwan Ansari [25] introduced a cost-aware
cloudlet PlAcement in moBiLe Edge computing procedure,
where both the cloudlet cost and normal E2E delay were con-
sidered in the cloudlet arrangement. To take care of the issue, a
Lagrangian heuristic calculation was created to accomplish
the problematic arrangement. After cloudlets were set in the
organization, they additionally planned a remaining task at
hand assignment plan to limit the E2E delay among clients
and their cloudlets by thinking about the client’s versatility.

PeiYun Zhang et al. [26] introduced an online discovery
model dependent on a systematic boundary search strategy
called SVM-Grid, whose development depended on an
SVM. SVM-Grid was utilized to enhance boundaries in
SVM. Legitimate properties of a cloud framework’s running
information were chosen by utilizing the Pearson relationship
and head segment investigation for the model. Systems of
anticipating cloud blame and refreshing flaw test information
bases were proposed to advance the model.

Jun Huang et al. [27] examined the multicast directing is-
sue in the between cloud setting with K imperatives where K ‚
2. Not at all like the greater part of existing calculations that
are too intricate to ever be applied in pragmatic situations, a
novel and quick calculation for building up multicast steering
tree for bury clouds was proposed. The proposed calculation
uses an entropy-based cycle to total all loads into an extensive
measurement and afterward utilizes it to look through a
multicast tree (MT) based on the shortest path tree.

Yong Zhang et al. [29] This work examines complex
weight appropriation input-output relations and gives a por-
trayal of anticipated MLITD under explicit fundamental re-
quirements based on designing practice. Besides, as per the
choice factors in various number fields, this work considers
the advancement of BDM with anticipated MLITD and pro-
poses a multi-mode based PSO strategy for enhancement of
choice factors.

Shangce Gao et al. [30] presented a new dendritic neuron
model (DNM) by considering the nonlinearity of neurotrans-
mitters, not just for a superior comprehension of an organic
neuronal framework, yet also for giving a more helpful tech-
nique to tackling common sense issues. To accomplish its
better presentation for tackling issues, six learning calcula-
tions including biogeography-based improvement, molecule
swarm streamlining, hereditary calculation, subterranean in-
sect state advancement, transformative technique, and popu-
lace based gradual learning are for the first time used to pre-
pare it.

The problem description on Cloud Assisted Mobile Edge
computing is discussed in this section along with the problem
definition. In the literature all VNFs are placed in a central
cloud, extra delays are expected for packets to traverse
through the backbone network to reach the cloud data centre

before reaching the application provider. Work also Resource
provisioning problem with dynamic requests.

3 Proposed methodology

This paper introduces an effective resource provisioning
methodology for VNFs to utilize both edge and cloud re-
sources. The framework gets SFC requests and at the same
time, the Fuzzy logic based auto-scaling process detects the
overloaded VNFs that need more assets because of the pow-
erfully expanded measure of the network packets.
Accordingly, the SFC requests are scheduled to the cloud-
assisted edge network adequately utilizing AGWO based re-
source provisioning algorithm. The flow diagram of the pro-
posed methodology is given in Fig. 1.

At first, the framework gets SFC requests comprising of the
source, destination, and VNF chain of the application. Here,
the SFC requests are represented asSFCR = {R1, R2, R3, .…
Rn}. When the system traffic experiencing the VNF expands,
the limit in the edge resources probably won’t be sufficient to
process all the expanded system traffic. In this case, we have
to utilize the cloud resource to create a duplicated VNF. Right
now, need to use the cloud asset to make a copied VNF. This
case is controlled by the execution time andworkloadmeasure
and this duplication is done by the fuzzy logic-based auto-
scaling by the accompanying subsections,

3.1 VNF auto scaling for edge-clouds

The auto-scaling technique is proposed to change the neces-
sary assets naturally to the application in demand. Here, the
auto-scaling is finished by utilizing Execution Time and
Workload prediction and organizes the anticipated resources
by processing the necessary limit through capacity through
fuzzy logic-based auto-scaling.

3.1.1 Execution time calculation

The execution time is a distinction amongst the task comple-
tion times to the task submission time for the number of tasks
it is specified in condition (1),

ET¼t ∑
n

t¼1

WCt−WSt
I

� �
ð1Þ

Where, ETdenotes the execution time,WCt denotes the task
completion time of VNF andWStdenotes the task submission
time in VNF, and Idenotes the number of tasks processed in
VNFs.
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3.1.2 Workload calculation

The workload is the measure of processing space that the
computer has been given to do in the cloud environment. It
is represented in condition (2),

Wl VNFcpu
� � ¼ ∑n

t¼1lt VNFcpu
� �
I

ð2Þ

Where,Wl(VNFcpu) is the workload, I is the task. The over-
utilized weight is determined utilizing condition (3) to predict
the VNF limit. If the assessedweight is greater than the thresh-
old limit, at that point the auto-scaling is processed for the
VNF in any case the SFC requests sent to the streamlined
resource provisioning process,

eW ¼ ET þWl VNFcpu
� �
N

ð3Þ

Here, eW denotes an over-utilized weight, ET denotes an
execution time, Wl(VNFcpu) denotes a workload measure, N
denotes a count. These two measures are utilized for the auto-
scaling of VNFs and adaptive GWO based resource provi-
sioning in edge clouds.

3.1.3 Fuzzy logic based VNF auto-scaling

The existing VNF auto-scaling in [33]. In modified fuzzy
system is a robust system where no precise inputs are re-
quired and don’t need a long time to learn; it just necessi-
ties to take in the set of useful metrics and settle on the
conceivable provisioning choice with fuzzy semantic
guidelines for auto-scaling. Fuzzy logic has a lower learn-
ing bend when building or tuning it because of its semantic
guidelines. The fuzzy logic-based VNF auto-scaling aim is
to build an easy-to-use auto-scaler that does not rely on any
historical data therefore the fuzzy logic-based auto-scaler
is our chosen technique. Autoscaling is a cloud computing
organization trait that thus incorporates or expels compute
resources depending on real usage. Here the auto scaler is
used to anticipate the information reliant on the execution
time and workload. Our fuzzy logic-based auto-scaling
uses edge assets if the assets are sufficient to give the mea-
sure of request. On account of resource outage in the edge,
this technique attempts to redirect a few workloads to the
cloud to disperse the load onto VNFs with enough assets.
For latency-sensitive applications, we still use edge re-
sources for meeting the necessary latency time. Less

Fig. 1 Flow diagram of the proposed methodology
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latency-sensitive requests are diverted to VNFs put in the
central cloud to use its satisfactory assets. The viable VNF

auto-scaling pseudo-code for edge-clouds is given in
algorithm 1.

At first, the algorithm identifies the overloaded VNFs that
need more resources because of the powerfully expanded
amount of the network packets. The resource utilization of
VNFs is continually observed and periodically detects the
VNF overload. When a VNF overload is distinguished, the
algorithm duplicates the VNF for load-distribution in a similar
area if there are accessible assets. On the off chance that the
VNF located on the edge node is overloaded, for instance, the
algorithm attempts to make another VNF in the edge. On the
off chance that the accessible asset in the edge is sufficient for
the extra VNF, the edge node will run another VNF for the
similar network function, and the network packets are sent to
either VNF regardless of the application’s latency necessity.
In any case, for the situation, if the asset isn’t sufficient in the
edge, the new VNF will be put in the cloud which expands
network delay. The schematic diagram of the VNF auto-
scaling is given in Fig. 2.

On the off chance that the duplicated VNFs are put in
various locations, the VNF forwarder considers the applica-
tion necessities to choose where to forward the network
packets. When the duplicated VNF is put in an alternate area,
our calculation makes a system.

latency map amongst the source of the packets and the
VNFs various areas to be utilized in the forwarder. By setting
up the latency map at the time of VNF duplication, the for-
warder can use the latency information to utilize the VNF to
forward the network packet.

3.2 Resource provisioning using adaptive Grey wolf
optimization (AGWO)

The issue with the existing optimization algorithms particle
swarm optimization is that they have enormous time intricacy.
Besides, they rely on the emphasis and the underlying

Algorithm 1: Fuzzy logic based VNF auto-scaling and provisioning for edge-clouds
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populace size, which influences their answer. On the off
chance that the populace size of the cycles/age is less, at that
point there is less likely to get the best arrangement. Besides, a
genetic-based algorithm may give the global solution yet at an
expense of high scheduling time because of the high check of
cycles included while scheduling. To conquer these issues and
locate a similar best solution of less time complexity, the grey
wolf optimization algorithm (GWO) is utilized for resource
provisioning.

The GWO has solid investigation capacity, which can
dodge the calculation falling into the neighbourhood ideal.
For the GWO, the correct balance between investigation ca-
pacity and misuse capacity is extremely easy to be accom-
plished, so it can adequately solve many convoluted issues
like computational and storage complexities. Resource provi-

sioning gives the demanded resources to the requests for
their execution in a cloud-assisted edge network environ-
ment just whenever required assets are accessible in the
resource pool. Grey wolf optimization is a swarm intelli-
gent technique that imitates the administration develop-
ment movement of wolves is commonplace for their group
hunting. Grey wolf generally need to live in a pack and
they have a firm social overwhelming hierarchy; the alpha
generally in control of deciding. The Betas (β) are subor-
dinate wolves which help the alpha in essential authority
[24]. In AGWO is based on Eq. (12) numerical portrayal,
the fitness solution is known as the alpha (α). The second
and third most excellent solutions are named β and δ in-
dependently. The pseudo-code of adaptive grey wolf opti-
mization is given in algorithm 2.

Step 1: Initialize the AGWO parameters are search

agents (Ys), vectors a
!, A

!
,C
!

and the most extreme

number of cycles (bCmax ).

A
!¼ 2 a!⋅r1− a! ð4Þ
C
!¼ 2⋅r2 ð5Þ

The estimations a! directly diminish from 2 to 0
through the span of iterations andr1, r2 are random vec-
tors in [0, 1]. The parameter a! is linearly refreshed in
each cycle to go from [2–0] as shown by the condition
(6),

a!¼ 2−t⋅
2bCmax

ð6Þ

Algorithm 2: Pseudo code of AGWO
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Fig. 2 Fuzzy logic based VNF
auto-scaling schematic diagram

Fig. 3 Flow diagram of AGWO
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Where,t is the iteration number andbCmax is the total number
of iteration took into consideration the optimization.

Step 2: Generate wolves haphazardly considering the
size of the pack.
Step 3: Assess the fitness esteem regard of each hunt
agent utilizing condition (7),

Y
!

t þ 1ð Þ ¼ Y
!

p tð Þ þ A
!
⋅D! ð7Þ

Where, D
!

is portrayed in condition (8) andt is the iteration

number,A
!

, C
!

are coefficient vectors, Y
!

p is the prey position,

and Y
!

is the grey wolf position.

D
!¼ C

!⋅Y!p tð Þ−Y! tð Þ
��� ��� ð8Þ

Step 4: Find the most excellent hunt agent (Yα), the sec-
ond most excellent hunt agent (Yβ), and the third most
excellent hunt agent (Yδ) using condition (9),

Y
!

1 ¼ Yα
�!− A1

�!
: Dα
�!� 	

; Y
!

2

¼ Y β
�!− A2

�!
: Dβ
�!� 	

and Y
!

3 ¼ Y δ
�!− A3

�!
: Dδ
�!� 	

ð9Þ

Where; D
!

α ¼ C1
�!⋅Y!α−Y

!��� ���; D
!

β ¼ C2
�!⋅Y!β−Y

!��� ���
and D

!
δ ¼ C3

�!⋅Y!δ−Y
!��� ���

ð10Þ

Step 5: Update the location of the existing hunt agent
utilizing condition (11),

Y
!

t þ 1ð Þ ¼
Y 1
�!þ Y 2

�!þ Y 3
�!� 	

3
ð11Þ

Step 6: Evaluate the fitness value for all hunts. Execution
time and Workload can be limited just when the efficient
group of tasks is fed to Virtual Machines (VMs). The
fitness assessment function is modified as,

eF ¼ λe−ET þ γe−Wl VNFcpuð Þ þ Y
!

t þ 1ð Þ ð12Þ

Where ET r ep r e s en t s the execu t i on t ime and
Wl(VNFcpu)represents workload λ represents the weight factor
of execution time and γ denotes the weight factor of the work-
load. This fitness assessment limits the two major resource
provisioning objectives are execution time and workload.

Step 7: Update the estimation ofYα
�!

, Y β
�!

and Y δ
�!

.
Step 8: Check for halting condition that is, regardless of
whether the iteration reaches the most extreme, then yield
the best estimation of solution else goes to step 5. The
flow diagram of the AGWO algorithm is shown in Fig. 3.

The presented technique utilizes both edge and cloud re-
sources to provision VNFs. In the case of VNF overloading in
edge nodes, the algorithm relocates VNFs to the central cloud
to use more resources. But the existing works lack the consid-
eration in the application’s latency necessities which can re-
strict the migration to the cloud. The presented methodology
considers the latency requirements of applications, whereas
the other workload of applications to be redirected to the cloud
to utilize its adequate resources.

4 Results and discussion

The implementation of our presented effective latency aware
resource provisioning is performed in the working platform of
MATLAB 2018a. To research, the performance of the

Fig. 5 Average response time of each applicationFig. 4 Average response time for all applications
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proposed work different of performance estimates such as
system cost, arrival rate, average response time with existing
resource provisioning schemes like Optimal Resource
Provisioning with Hybrid Strategy (ORP-HS) [17], Optimal
Resource Provisioning with On-Demand instances (ORP-
OD) [17], Local first algorithm, Cloud-first algorithm and
Optimal Resource Provisioning with Reserved instances
(ORP-R) [17] are examined.

4.1 Dataset description

This paper works Google cluster usage traces dataset [28] to
assess the presented system. In a Google cluster, a Google
compute cell normally contains a set of machines that are
associated with a high-bandwidth network. Subsequently,
the mobile edge can be measured as a cloud of small range,
user data of a Google compute cell is utilized to estimate the
user data of the mobile edge. The Google cluster tracelogs4

record the information of tasks in a Google compute cell. The
tasks are described by task event tables and task resource
usage tables. Task event tables record task event information,
such as event types (submit, schedule, fail, finish, etc.), job
IDs, task indexes, and timestamps when these events happen.

4.2 Average response time

It characterizes that the complete time taken to respond during
the chosen time frame divided by the number of responses in
the chosen period.

Aresponse ¼ T
Rn

ð13Þ

Here, Aresponse signifies the Average response time, T sig-
nifies the total time taken to respond during the chosen time
frame, and Rn indicates the number of responses in the chosen
timespan. The response time of each request in the workload is
assessed. The average response time of all workloads irrespec-
tive of the application with various VNF provisioning tech-
niques is delineated in Fig. 4.

In Fig. 4, the existing Cloud-only resource provisioning dem-
onstrates the outcome with just cloud assets exploited without
utilizing any edge assets. VNFs are made and provisioned dis-
tinctly in the cloud assets; hence the average response time is
altogether expanded because of the additional delay that all the
packets must be transmitted to the central cloud. The following
two outcomes are with exploiting edge resources alongside the
cloud resources with the baseline algorithm (Edge + Cloud) and
the presented effective latency aware provisioning. The average
response time of the proposed strategy is diminished than the
existing cloud-only and Edge + Cloud cases. The comparison
analysis of the Average response time of every application is
depicted in Fig. 5.

Fig. 6 Arrival rates of mobile requests

Fig. 7 System cost over the fluctuation of arrival rates
Fig. 8 Comparison of proposed with existing ORP methods for expected
arrival rates
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At the point when we measure the average response time
for every application independently, the average delay is sep-
arated among applications and it is portrayed in Fig. 5. For the
latency-sensitive application (App1), the average response
time is decreased compared with the current time-critical
applications.

4.3 Arrival rate

The arrival rate is the number of arrivals per unit of time. The
arrival rate of computation requests can be determined as,

λ ¼ Rcomp⋅Atask ð14Þ

Where, Atask represents the arrival rate of the tasks. The
computation requests of the tasks can be calculated as,

Rcomp ¼ t finish−t schedule
� �

⋅Ucpu⋅Ccpu ð15Þ

Here, tfinish and tschedulerepresent the timestamps the task is
done and scheduled to machines individually,Ccpu indicates
the average computation capacity of CPU in the Google.

cloud. The arrival rates of mobile requests for fluctuating
traces are given in Fig. 6.

In mobile edge computing, computation requests are sub-
stantially more delay-sensitive and have fewer computation
necessities than those in conventional cloud computing.
Along these lines, the arrival rates of computation requests
at the mobile edge can be acquired by a little altering the
results of Google cluster trace logs, as appeared in Fig. 6.
Five groups of trace results are represented in Fig. 6. It tends
to be seen that Trace-data 2, 3, 4 significantly fluctuate while
Trace-data 1 and 5 are less changed.

4.4 System cost

The presented latency aware resource provisioning can gener-
ally outperform the existing Optimal Resource Provisioning
with Hybrid Strategy (ORP-HS), Optimal Resource
Provisioning with On-Demand instances (ORP-OD), and
Optimal Resource Provisioning with Reserved instances
(ORP-R) in diminishing framework cost and managing ele-
ments of mobile requests. Along these lines, in the resource
provisioning for delay-sensitive dominant mobile requests,
the exhibition of the different strategies are assessed and the
examination results appear in Fig. 7.

In ORP-HS, the framework cost can be limited by
accomplishing an optimal balance among lower pricing
rates and higher asset usage. In this way, the local-first
and ORP-R strategies can’t scale well with the dynamics
of mobile requests, yet the ORPOD and ORP-HS strate-
gies can accomplish higher adaptability by flexible on-
demand instances. The comparison investigation of pro-
posed with existing ORP schemes for expected arrival
rates is depicted in Fig. 8.

The results of the proposed ORP methods are looked at, as
appeared in Fig. 8. As the expected arrival rates upsurge,
mobile requests become less varied. By the by, the pricing
rate of the reserved instances is greatly lower than on-
demand instances. Thus, the system cost of ORP-OD rises
quicker than the ORP-R strategy. In the proposed ORPHS
scheme, the system cost can be essentially decreased by
exploiting the advantages of both on-demand instances and
reserved instances. The comparison analysis of proposed with
existing ORP schemes for fluctuation of arrival rates is
depicted in Fig. 9.

In ORP-HS, the system cost can be limited by
accomplishing an optimal balance between a lower pricing
rate and higher resource use. The comparison results of system
cost for differing traces comparison among three ORP
schemes are depicted in Fig. 10.

Fig. 9 Comparison of proposed with existing ORP methods for
fluctuation of arrival rates

Fig. 10 Comparison of the system cost for varying traces
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The outcomes that appeared in Fig. 10 portray that the
proposed scheme considerably results in a lesser cost than
other ORP-R, ORP-HS, ORP-OD schemes. The existing re-
source provisioning procedures results in Low resource utili-
zation and high framework cost are acquired when dealing
with dynamic requests. The proposed resource provisioning
results the high resource usage and low system cost.

4.5 Performance evaluation of algorithms

4.5.1 Algorithm −1 evaluation

We first investigate the performance of Algorithm 1 against
that of three baseline heuristics ORP-R, ORP-HS, ORP-OD,
and VNF [21] for the auto-scaling problem of a VFV-enabled
request admission, by varying the task size from 10 to 250.

Figure 4 illustrates the Computational cost and running time
of the four mentioned algorithms. From Fig. 11 (a), we can see
that Algorithm 1 achieves a much lower computational cost
than those four Existing algorithms. The reason behind is that
Algorithm 1 jointly considers the placement of VNF instances
and data traffic routing for a request admission, it also makes a
smart decision between using an existing VNF instance or
creating a new Fuzzy logic based VNF instance. Figure 11
(b) plots the running time curves of the four Existing
algorithms.

4.5.2 Algorithm −2 evaluation

In the proposed system, the convergence occurs between fit-
ness and number of iterations using proposed enthalpy based
grey wolf optimization is given in Fig. 12 and the convergence
occurs in existing ABC [31], GA [32], and PSO [33] tech-
niques are given in Fig. 11 respectively.

In Fig. 12, the proposed AGWO convergence is occurring
in iteration number 60, and existing PSO, GA, and ABC tech-
niques convergence is occurring in iteration number 64, 71, 79
respectively.

We then study the performance of Algorithm 2 against a
heuristic PSO, GA, and ABC for the throughput maximization
problem, by varying the task size from 10 to 250 for a set of
multicast requests. Figure 13 plots the performance curves of
the four algorithms. It can be seen from Fig. 13 (a) that
Algorithm 2 outperforms the benchmark PSO, GA, and
ABC in all cases, and their performance gap becomes larger
and larger with the increase in task size. Specifically, the net-
work throughout achieved by Algorithm 2 is 15.7% and
20.5%, 25.6%, 30.6% higher than that by algorithm PSO,
GA, and ABC. Figure 13 (a) Computational cost by
Algorithm 2 is 10.4% and 22.3%, 24.4%, 21.1% higher than

Fig. 11 Performance of Alg01 ORP-R, ORP-HS, ORP-OD, and VNF, by varying the task Size. a Computational cost b Running time

Fig. 12 Convergence graph of proposed and existing optimization
techniques
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that by PSO, GA, and ABC, when the task size is set at 50 and
250, respectively. Figure 5 (c) depicts the running times of the
mentioned two algorithms. It can be seen that Algorithm 2
takes a longer time than that of algorithm PSO, GA, and
ABC for finding a more accurate solution.

The failure rate, Memory utilization, and CPU utilization of
the proposed AGWO work is compared with the existing PSO,
GA, ABC is explained in Tables 1 and 2. Here the proposed

work provides the failure rate by utilizing the Google cluster
usage traces dataset 250 and 512 tasks are 1.6620, and 0.3216.
Then the Memory utilization of the proposed work by utilizing
the Google cluster usage traces dataset 250 and 512 tasks are
1.5700 and 1.1380. Finally, the CPU utilization of the proposed
work by utilizing the Google cluster usage traces dataset 250 and
512 tasks are 1.4868 and 1.3315and the same is calculated in the
existing algorithm.

Fig. 13 Performance of Alg02, PSO, GA and ABC, and VNF, by varying the task size. a Throughout b Computational cost c Running time

Table 1 comparison of the
proposed work with the existing
in terms of failure rate, Memory
utilization, and CPU utilization
for 250 tasks

Algorithm Task Failure rate Memory utilization CPU utilization

Proposed AGWO 250 1.6620 1.5700 1.4868

PSO [33] 3.3344 4.4566 1.1652

GA [32] 2.7604 8.6765 2.4909

ABC [31] 3.8704 9. 7065 3. 9009
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5 Conclusion

This paper exhibited proficient latency-aware resource provi-
sioning in a cloud-assisted mobile edge framework. The pre-
sented effective resource provisioning is achieved by fuzzy
logic based auto-scaling for the overloaded VNFs that require
more resources because of the progressively expanded
amount of the network packets. Thusly, the SFC requests are
scheduled to the cloud-assisted edge network viably utilizing
AGWO based resource provisioning. The performance of the
proposedmethodology is analyzed with existing resource pro-
visioning schemes, for example, ORP-HS, ORP-OD, Local
first algorithm, Cloud-first algorithm, and ORP-R in regard
to system cost over fluctuation, arrival rate, and average re-
sponse time. The exploratory outcomes exhibit that the pre-
sented resource provisioning is better than the current
strategies.
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