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Abstract
Voice assistant system (VAS) is a popular technology for users to interact with the Internet and the Internet-of-Things
devices. In the VAS, voice queries are linked to users’ accounts, resulting in long-term and continuous profiling at the
service provider. In this paper, we propose a VAS anonymizer aiming to mix the queries of the VAS users to increase the
source anonymity. The VAS anonymizer is equipped with a pattern-matching scheme, which allows VAS devices to find
effective peer relays without disclosing their query patterns. Furthermore, the VAS anonymizer is equipped with anonymity
evaluation modules for evaluating real-time single query, thus reducing the risk of pattern violation at the relays. Both the
requester and the relay will evaluate the real-time query based on the resulting anonymity. Only if the anonymity evaluations
at both requester and relay are positive, the query will be sent to the service provider via the relay. The VAS anonymizers at
VAS devices coordinate the query uploading such that the sources of the queries are anonymized, and the service provider is
unable to link the voice queries to individual users. In the experiments using our customized VAS devices and the Amazon
Cloud servers, the computation and communication overhead of the matching scheme is shown to be efficient, and the
anonymity evaluation modules are shown to be effective in protecting the privacy of the requesters and the relays.

Keywords Voice assistant systems · Peer-to-peer communications · Query privacy · Source anonymity

1 Introduction

Voice assistant system (VAS) becomes increasingly popular
for enabling voice interaction with the Internet and the
Internet-of-things (IoT) devices. Juniper Research estimates
about 3.25 billion voice assistants are in use in 2019, and
about 8 billion voice assistants will be in use in 2023
[1, 2]. Common VAS devices like Apple Siri, Amazon
Alexa, and Google Assistant have been integrated into many
consumer mobile devices and vehicles, and deployed in
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homes, university dorms, and hotels [3, 4]. VAS is typically
a centralized system where voice analytics and machine
learning are run at centralized VAS service providers
(VSPs) [5]. While the AI at VSPs is kept evolving with
users’ voice data, the voice data exposure to VSPs raises
serious privacy concerns [6]. Recent privacy efforts aim to
minimize the characteristic inference from voice analysis.
For example, offline speech recognition processes voice
data locally for better privacy and less communication
cost [7–9]. Federated learning enables participating clients
to train shared machine learning models while keeping
their data locally [6, 10, 11]. A local differential privacy
scheme randomizes the data before uploading, so the
server never receives raw data [12, 13]. While the data
is locally processed to be a minimum upload for needed
services, anonymizing data source is a complementary
approach to enhance user privacy. Conventional network-
level anonymizers, such as TOR [14] and VPN [15], used
for preventing traffic analysis attacks, do not effectively
anonymize the source of user’s voice data from the VSP;
the user’s login behavior enables the VSP to link the voice
queries to the same user regardless of the device-level
and network-level anonymization techniques. An example
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is Google MyActivity, linking voice queries to Google
accounts [16].

We aim to minimize the data linkability while maintain-
ing the effectiveness and efficiency of the VAS. Specifi-
cally, we plan to exploit the peer-to-peer communications
among the VAS devices, to anonymize the source of the
queries without changing user behavior and service model.
The anonymizer provides anonymity protection as follows.
With the anonymizer, the query of a requester (a VAS
device) is sent via peer-to-peer communications to a relay
(another VAS device), which then uploads the query to
the VSP using the relay’s account. The response from the
VSP relevant to the query is sent back to the requester. In
this case, the source of the query is hidden from the VSP,
and the relay’s real queries are mixed with the requester’s
query. Note that, such a VAS anonymizer applies to the VAS
services that can be performed purely based on the query
content regardless of the user account (named anonymiz-
able services). Our preliminary results show that 58% of the
VAS services are anonymizable (as shown in Section II). For
these services, the proposed anonymization technique mini-
mizes the data linkability risk without changing the current
user behavior and service model. The design of the proposed
anonymizer faces a set of new research challenges.

Anonymity Our anonymity objectives are (i) the VSP is
uncertain about the source of the query, (ii) the VSP
cannot identify the relay’s real queries from the mixed
queries, and (iii) the relay’s pattern does not significantly
change after the relaying behavior. These objectives are
shown in Fig. 1. To achieve these objectives, the similarity
evaluation between two query patterns and the similarity
evaluation between a query and a query pattern are
necessary components.

We envision that in our system the requester and the relay
will be able to match their query patterns without disclosing
the details of their queries. After a requester and a relay
have their query patterns matched, for a real-time query
generated at the requester, it may still significantly deviate

from the query patterns used for the matching. The deviated
query should not be sent to the VSP. Specifically, if the
requester negatively evaluates the query, the query should
not be sent to the relay; if the query is sent to the relay, but
the relay negatively evaluates the query, the relay should not
send the query to the VSP. The evaluations by the requester
and the relay on the real-time query should be effective so as
to protect the anonymity of both the requester and the relay.

Data exposure and service delay The anonymizer makes
use of peer relays run by volunteers, who gain temporary
access to the content of the query. For a period of time,
the relay may collect the query patterns of the requester,
incurring data exposure risk. The requester needs to evaluate
such risk and change relay if necessary. Other than the data
exposure risk, the peer-to-peer communications introduce
additional delay to the VAS services. Therefore, the
workload of the relays and the peer-to-peer communication
delay affect the VAS service quality and should be
considered in the matching process.

We propose a VAS anonymizer, consisting of a pattern
matching scheme and anonymity evaluation modules. The
matching scheme enables the requester to find an effective
relay that has the most similar query pattern to itself.
The evaluation modules are further used to evaluate the
similarity of a real-time query and the query pattern such
that the query to be sent by the relay does not significantly
deviate from the relay’s query pattern. Specifically, we
first define a new data structure to represent the query
pattern, which contains the application type, the usage
frequency, and the occurrence time. We choose these factors
because the query and response in the VAS need to be
delivered in real-time; if the requester and the relay send
the same query at significantly different time or use it with
significantly different frequency, the query pattern at the
relay after including the query from the requester would
change significantly, resulting in less anonymity. We aim to
efficiently find the most effective relay for a requester while
the query patterns of both the requester and the relay will

Fig. 1 The anonymity objectives of VAS service
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not be disclosed in the first place for privacy preservation.
The contributions of this paper are four-folds.

First, we propose a novel VAS anonymizer that
anonymizes the source of the query in the VAS. The VAS
anonymizers coordinate and mix the queries from multiple
VAS users’ devices such that the VSP is unable to link
the queries to individual users for long-term profiling. The
proposed anonymizer applies to 58% of the existing VAS
applications.

Second, we propose a privacy-preserving pattern match-
ing scheme, which enables a semi-trusted server to help find
the most effective relay for a requester. The matching is con-
ducted on unique data structures preserving the application,
frequency, and occurrence time information of the queries,
and it does not disclose the details of the queries to the
server and other peers.

Third, we propose anonymity evaluation modules on
both the requester and the relay to evaluate the real-time
query. If a query significantly deviates from the query
pattern of the requester, the requester will not send the query
to the relay; if the query is sent to the relay, but significantly
deviates from the relay’s query pattern, the relay will not
send the query to the VSP.

Fourth, we implemented and evaluated the VAS
anonymizer using the query patterns of real users, obtained
from the Google MyActivity. We showed the matching
scheme could be efficiently performed at a semi-trusted
server in realistic settings while preserving the privacy of
the query patterns. We also showed the evaluation modules

ensure anonymity effectiveness while lowering communica-
tion cost.

Since the AI techniques, the machine’s computation
ability, and the algorithms for natural language processing
have become more advanced in recent years, the users’
voice data exposed to the VSPs would raise serious privacy
concerns. We envision that our study on exploring the
anonymization of queries among users via peer-to-peer
communication will produce a significant impact.

2 VAS services

Based on the smart speaker consumer adoption report in
March 2018 [17], the top use cases of voice assistant at
smart speakers are listed in Table 1. Columns “Tried”,
“Daily”, and “Monthly” represent the percentages of smart
speaker users using the service at least once ever, once
daily, and once monthly, respectively. “Local” means the
services can be implemented on local devices with local
networks. “Anony” means the services can be anonymized
using the proposed anonymizer. We find that the proposed
anonymizer applies to 10 of 17 services (58%), potentially
enhancing the anonymity of the voice query. Four services
4, 6, 14, and 15 can be implemented on local devices with
local networks. One common characteristic of the local
services is that the devices and data belong to the same
user who creates and uses them. The local services can
be completely implemented locally and have no privacy

Table 1 In-market most popular VAS services [17]

1477Peer-to-Peer Netw. Appl. (2021) 14:1475–1487



concerns. 10 of 17 services are anonymizable services. If
the queries are self-contained, the anonymizer applies to
them. There are some exceptions. Services 3 and 11 use
the location information; the anonymizer needs to ensure
the relay and the requester imply the same location. When
a third-party app is activated (service 10), such as “play
classical music at Pandora”, the anonymizer needs to ensure
both the requester and the relay have access to the app. If
the queries are not self-contained, the users implicitly allow
the VSPs to access their profiles for completing the queries.

3 Systemmodel

In this section, we introduce four system entities as shown
in Fig. 2 and four primary design goals.

3.1 System entities

VAS service provider (VSP) Typical VAS service providers
are Amazon Voice Services or Google Assistant Services.
The VSPs process users’ voice queries using speech
recognition and natural language processing techniques, and
then accurately respond to the queries [18].

A semi-trusted server (STS) in a “honest-but-curious”
mode is trusted for accurately running the proposed
matching scheme, but not trusted for accessing any privacy-
sensitive query patterns of the requester and the relay. The
VAS devices are registered to the semi-trusted server and
periodically involved in the matching process to update
their relays based on the updated query patterns and data
exposure risk. The STS then securely communicates to the
VAS devices and publishes authentic information. The tasks
of the STS include i) sharing information in a public and
authentic channel; ii) running the matching scheme; iii)
acting as a router to enable the peer-to-peer communication
among VAS devices in different local networks.

VAS devices as requester have three components: (i) An
offline speech recognition module. Recent study showed
the module can be effectively developed using Amazon
Mechanical Turk for collecting voice samples and data
augmentation [19] for simulating noisy and reverberant
conditions in virtual rooms of different sizes and random
microphone and speaker locations [8]. (ii) A matching
module. It communicates with the STS periodically aiming
to find an effective relay based on the recent query
pattern. (iii) An anonymity evaluation module evaluates
the similarity of the real-time single query with the query
pattern used for the previous matching. If the query
significantly deviates from the pattern, the query will not be
sent to the relay.

VAS devices as relay mix the queries from multiple
requesters while maximizing the anonymity and minimizing
the communication overhead. It has three components: (i)
A registered VSP interface to upload text-based queries to
the VSP. (ii) A matching module to communicate with the
STS periodically aiming to provide relaying service to the
requester with a similar query pattern. (iii) An anonymity
evaluation module to evaluate the real-time single query
from the requester for its consistency with the current query
pattern. If the query significantly deviates from the pattern,
the query will not be sent to the VSP.

As described above, the proposed VAS anonymizer
has two main components, a matching module and an
anonymity evaluation module. With the help from the STS,
the matching module enables a requester and a relay to
be matched based on their query patterns. The anonymity
evaluation modules further ensure the anonymity protection
by evaluating the real-time query, as any new query may
deviate from the query patterns previously used in matching.
The anonymity evaluation module at the requester rejects
the deviated query for saving communication cost, while

Fig. 2 System model
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the module at the relay rejects the deviated query for
maximizing anonymity effectiveness.

3.2 Design goals

Our design goal is to implement an effective VAS
anonymizer at VAS devices such that the queries from
different users’ accounts are mixed and anonymized from
the VSP’s perspective. Specifically, we aim to achieve the
following goals.

• Effective matching. Our matching scheme aims to
enable a requester and a relay to be matched based
on the similarity of their query patterns. The similarity
is calculated based on two unique data structures
representing two query patterns, with the consideration
of the application, frequency and occurrence time
information. The time factors are important because the
queries and responses are delivered in real-time.

• Pattern privacy. The query pattern is highly privacy-
sensitive. In the matching scheme, both the requester
and the relay’s query patterns are neither disclosed to
the STS nor shared with other peers. The matching
process at the STS outputs the relay that most effec-
tively matches with the requester without accessing
their patterns.

• Anonymity effectiveness. We consider that a real-time
query from a requester may deviate from the requester’s
past query pattern. In this case, if a requester sends
a deviated query to the previously-matched relay, it
may incur a risky situation of pattern violation at the
relay. Our VAS anonymizer incorporates the anonymity
evaluation module to keep the anonymity protection
effective and eliminate the unnecessary communication
cost on possibly rejected queries.

• Efficiency. Our scheme should be computation- and
communication-efficient. Our system runs the intensive
matching task on a semi-trusted server rather than the
VAS devices. The computation at the VAS devices,
and the communication between the VAS devices and
the server, should be all efficient considering that the
computational and communication capabilities of the
VAS devices are limited.

4 Proposed scheme

In this section, we first propose a pattern matching scheme
where a semi-trusted server helps a requester to find
an effective relay with similar query patterns. We then
present the anonymity evaluation modules at both the
requester and the relay to ensure effective anonymity
protection.

4.1 Patternmatching

4.1.1 Data structure of query pattern

We consider the VAS system has n applications Ai for
1 ≤ i ≤ n. We count the number of times a user
uses application Ai in a timeslot. To compare the patterns
of two users, we consider the pattern in a consecutive
k timeslots. To be comparable, the length of the query
pattern, i.e., k timeslots, can be a day, a week, or a month.
The pattern is defined as an (n × k)-dimensional vector
h = (

xi,j

)
where 1 ≤ i ≤ n, 1 ≤ j ≤ k, and xi,j

is the number of times Ai is used during j -th timeslot.
h = (x1,1, x1,2, . . . , x1,k︸ ︷︷ ︸

A1

, . . . , xn,1, xn,2, . . . , xn,k︸ ︷︷ ︸
An

) The

vector can be large, resulting in a significant computation
and communication overhead. However, considering the
VAS users have a relatively regular VAS usage behavior,
they can be grouped using a full vector in the first round and
then matched using a smaller-size vector for only common
applications. Once a user exploits a new VAS application,
the full vector can be used again to move the user into a new
group.

4.1.2 Similarity calculation

Our system sets up a semi-trusted server for calculating
the similarity. A simple solution is the server receives the
vectors from both the requester and the relay. The server
calculates the distance of any two vectors for the similarity.
Denote two vectors as h(x) = (x1,1, . . . , xn,k) and h(y) =
(y1,1, . . . , yn,k) The similarity of the two vectors hx and hy

is:

‖h(x), h(y)‖ =
n∑

i=1

k∑

j=1

(xi,j − yi,j )
2

yi,j

(1)

The similarity calculation implies that only if the same
application used in the same timeslot with a similar usage
frequency, the score is kept small. In addition, we consider
relative difference instead of absolute difference, i.e., for the
same difference, when yi,j increases, the contribution to the
similarity decreases, e.g., (9, 10) is more similar than (0, 1).

4.1.3 Privacy-preserving pattern matching

We further propose a privacy-preserving pattern matching
scheme, which does not disclose the original vectors to
the semi-trusted server but enables the server to calculate
the similarity score as defined in the previous section.
The implementation includes four steps, initialization, data
upload by requester, data upload by relay candidate, and
similarity calculation.
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Initialization The semi-trusted server helps share informa-
tion between requesters and relay candidates. Consider a
relay candidate has Diffie-Hellman (DH) [20] parameters
(a, ga), and a requester has DH parameters (b, gb) where g

is shared by the server. If a relay candidate is available, its ga

is included in the relay candidate list. If a requester makes
a request, its gb is included in the requester list. Both lists
are tagged with a time stamp and published by the server in
real-time. Without the interaction between the requester and
the relay, they successfully share a key gab. Note that, as the
server acts as a router between the requester and the relay,
it knows the communication delay of server-to-requester
and server-to-relay. Thus, it can estimate the communication
delay of requester-to-relay by simply adding the two delays.
In addition, the server knows how many requesters the relay
is matched with and the amount of workload on the relay.
The server may prefer to choose the relay candidate with a
shorter delay (specific to a given requester) and with less
workload.

Data upload by requester The requester extends h(y) =
(y1, · · · , yN) to a (N + 3)-dimensional vector

h̄(y) =
(

1,
1

y1
, · · · ,

1

yN

, R′, 1

)
(2)

where R′ is a random number. The requester then chooses
an invertible (N+3)×(N+3) matrix Q, and securely shares
it with the relay candidates using the DH key gab via the
server. The requester calculates g(h(y)) = h̄(y) × Q−1 and
uploads it to the server as well. Note that Q can be repeated
used until the requester decides to discard it. The use times
of Q will be discussed in Section V.

Data uploadby relay candidate The relay candidate extends
h(x) = (x1, · · · , xN) to a (N + 3)-dimensional vector

h̄(x) =
(

−
N∑

i=1

2xi − R, x2
1 , · · · , x2

N, 1, R

)
(3)

where R is a random number. The relay candidate then
decrypts the matrix Q from the requester using the shared
secret gab. The relay candidate calculates and uploads

g(h(x)) = Q × h̄(x)
�

to the server.

Similarity calculation The server receives g(h(x)) = Q ×
h̄(x)

�
and g(h(y)) = h̄(y) × Q−1, and calculates sim′ for

each relay candidate and the requester as follows:

sim′ = h̄(y) × Q−1 × Q × h̄(x)
� = h̄(y) × h̄(x)

�

=
n∑

i=1

(xi − yi)
2

yi

+ R′ −
n∑

i=1

yi

= sim + R′ −
n∑

i=1

yi (4)

The server calculates sim′ for all relay candidates and
returns the one with the lowest score sim′ to the requester.
Since the requester knows R′ and

∑N
i=1 yi , the requester

then calculates the original similarity sim. If sim < th,
the requester considers the best-matched relay is in good
matching condition. If the best-matched relay is not in a
good condition, i.e., sim ≥ th, the requester may wait for a
while and rerun the matching scheme with the server.

After the matching scheme, the requester acknowledges
the server its decision on the best-matched relay. The
requester will send any anonymized query to the server with
the relay’s identify ga . The server acts as a router to forward
the query and the response between the requester and the
relay. The communication is end-to-end authenticated and
encrypted using DH key gab. As the matching is conducted
based on their VAS application query patterns, before
sending the real-time query, the requester needs to ensure
the query fits their query patterns. In the following, we
propose the anonymity evaluation modules to ensure the
anonymity effectiveness for the real-time query.

Since the semi-trusted server knows the history of
matching between pairs of VAS devices, a module
supporting machine-learning solutions can be added to
boost the performance of matching process at the STS
from the rejecting rate between a pair of devices. e.g., a
supervised regression module can help extract a subset of
relay candidates from the whole list of available candidates.
We plan to expand this idea in our future work. In this paper,
we still keep calculating as shown on equations from (1) to
(4) on every relay candidates.

4.2 Evaluationmodules

The goal of the proposed VAS anonymizer system is to
ensure that the relay only uploads real-time queries that
are not deviated from the relay’s pattern, thus achieving
effective anonymity protection. We propose two evaluation
modules for a requester and a relay. The requester evaluates
the real-time query on its side before sending it to the relay,
and the relay evaluates the real-time query before uploading
it to the VPS server. In the following, we first introduce
how to evaluate the similarity between a query and a query
pattern and then present the evaluation modules in detail.
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A single query can be represented as a k-dimension
vector Y = (y1, . . . , yk) where yt = 1, yi = 0 for i �=
t . t is the timeslot index in the pattern period when the
query occurs. We consider the query pattern of a certain
application as X = (x1, x2 . . . , xk) where xi is the number
of the invocations in timeslot ith, i ∈ [1, k]. We define
Feval(X ,Y) to measure the similarity of a query and a
query pattern as:

Feval(X ,Y) = 1 − 1

βz
; z =

k∑

i=1

xi

α|i−t | . (5)

where t is the timeslot index when the query Y occurs,
xi is the number of invocations at i-th timeslot in the
query pattern X , and (α, β) are two adjustable positive real
numbers.

The value range of the function Feval(X ,Y) is [0, 1).
When there is no invocation of the application in the
query pattern, the function returns 0, indicating the most
dissimilarity. When the number of invocations increases, the
function’s output value increases. We use two adjustable
parameters α, β to weigh the contributions of the invocation
at different timeslots. In the query pattern, the timeslot
closer to t has more contribution than one faraway from
timeslot t . If an invocation happens at the timeslot t , the
weight at its is maximum 1. The weight will significantly
decrease as the timeslot distance increases, as shown on the
right of Fig. 3. In addition, the invocations’ contributions
decrease as the total number of the invocation increases, as
shown on the left of Fig. 3. The maximum output value of
the function Feval(X ,Y) is 1.

Requester’s anonymity evaluation When a requester gen-
erates a query at a timeslot t , it applies the anonymity
evaluation module to measure if this query deviates from
its query pattern used in the previous matching. If the

evaluation result is negative, the requester considers the
query possibly deviates from the relay’s pattern, because
the relay’s pattern is similar to its pattern. Suppose that the
requester has a vector Y representing the query and a vec-
tor X representing the pattern, which is used to find the
most effective relay in the matching. The requester calcu-
lates Feval(X ,Y). If the output value is lower than a chosen
threshold, the requester does not send the query to the relay.
The requester may directly upload the query to the server
or rerun the matching scheme for finding another relay. If
the output value is higher than the threshold, the requester
sends the query to the relay. Note that, the early rejection at
the requester helps lower the communication costs.

Relay’s anonymity evaluation When the relay receives a
query from the requester, the relay applies the anonymity
evaluation module to measure if the query deviates
from its most recent pattern. Suppose the relay has a
vector Y representing the received query and a vector
X representing its most recent query pattern. The relay
calculates Feval(X ,Y). If the output value is lower than a
chosen threshold, the relay rejects uploading the query to
the VSP. If the output value is higher than the threshold,
the relay uploads the query to the server. Note that, both
the requester and the relay record the reject rate. If a
query is rejected, the requester may decrease the evaluation
threshold in a hope to lower the likelihood of being rejected
again. When the reject rate is considered non-tolerable, the
requester and the relay inform the semi-trusted server to
rerun the matching scheme.

5 Privacy discussion

Our privacy goal is to prevent the disclosure of the
privacy-sensitive query patterns of individual users to the

Fig. 3 Evaluation function and
Effective weight changes
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semi-trusted server while enabling the similarity calculation
by the server. From the security perspective, we cannot
prevent the server from accessing the query patterns if the
server launch a man-in-the-middle attack by putting its own
public key ga′

into the relay candidate list for obtaining Q.
We cannot prevent the collusion attacks between the server
and the relay either. A fundamental problem is that anyone
can be a relay candidate without restriction, and a solution
is to introduce certificate authorities, which is beyond the
paper scope.

If the semi-trusted server is “honest-but-curious”, we
can prove that the server cannot derive any information
about the users’ query patterns from the uploaded data as
follows. As shown in our scheme, a requester and multiple
relay candidates may use the same matrix Q to randomize
their vectors. Let us assume the total number of Q used in
multiplications as mQ. At the server end, the total number of
unknown parameters in these multiplications is mp = (N +
1)∗mQ+(N+3)2, and the total number of equations is me =
(N + 3) ∗ mQ. As such, to prevent the (N + 3)-vector from
being derived by the server, we need to ensure mp − me ≥
N + 3, i.e., mQ ≤ 1

2 · (N2 + 5N + 6). If N = 216 as in the
previous example, the maximum number of multiplications
by the requester and the relay is 23,000. As long as the
number of multiplication is less than this upperbound, the
server cannot derive any information about the vector. As
the requester knows the number of multiplications that have
been done, the requester can always choose a new matrix
for security before the maximum is reached.

The anonymizer we proposed in this paper employs
heuristic functions to estimate the similarity scores between
two query patterns and between a real-time query and
a query pattern. The calculation of the similarity scores
does not require intensive computation efforts at local VAS
devices. However, VSP server is computationally powerful
and can profile users based on not only their query patterns

but also the semantic and syntactic content of their queries.
In the future, we plan to enhance our anonymizer by
integrating semantic and syntactic analysis in the matching
and evaluation modules. One idea is to generate fake queries
that are semantically and syntactically similar to the real
queries so as to enhance the anonymity protection for the
requester and the relay [21].

6 Performance evaluation

In this section, we describe our experiment setup, present
the evaluation results of the proposed pattern matching
scheme, and present the evaluation results of the proposed
anonymity evaluation modules.

6.1 Experiment setup

We used onboard microcomputers RaspberryPi 3 as VAS
devices, which run Alexa Voice Service (AVS) Device
SDK [22] to integrate with the features and functions
of VAS services. As shown in Fig. 4, for the semi-
trusted matching server, we first used a local computer
server and then tested a remote Amazon server [23],
both running Ubuntu 18.04 [24]. We adopted two network
environments: i) we connected the customized VAS devices
and the local server to a Wi-Fi router TP-LINK N450
[25], forming a local network; and ii) we connected the
customized VAS devices to the remote Amazon server,
forming a realistic network environment. For enabling VAS
services at each customized VAS devices, we registered
Google accounts and exploited Google assistant system.
In the following, we first describe the evaluation results
on the performance of the matching scheme, then provide
preliminary performance result on the anonymized VAS
services, and finally discuss other performance issues.

Fig. 4 Experiment model for
matching scheme
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6.2 Patternmatching evaluation

The proposed pattern matching scheme was evaluated with
the settings of the vector sizes (120, 240, 360, 480) and the
numbers of relay candidates (10, 20).

Computation overhead Figure 5a, b, c and d report the
computation time spent by the requester, the relay, the local
server, and the Amazon server [23] on the matching scheme,
respectively. We observe that when the vector size increases,
the computation costs are significantly more. The maximum
vector size in our experiment is 480, i.e., 8 days of 4-
hour slot for 10 applications. However, in reality, the size
can become bigger for more fine-grained patterns, shorter
time slots, and longer duration. As the matching scheme is
not needed in real-time, it can be automatically run in the
midnight when the VAS devices are much rarely used, and
thus the computation is not a problem here. In addition,
as we mentioned in Section 4, the VAS users often have
a fixed pattern of what and how the VAS applications are
used. Thus, the matching scheme can be run in multi-round.
The first round uses a full vector to group users based
on the used applications; the second round uses a smaller
vector only to include the common applications. In this case,
the computation overhead can be largely reduced. When
we increase the number of relay candidates, we observe
the computation on the requester, the local server, and the
Amazon server all increase. This is because the requester
needs to share the matrix with each relay securely and the
server needs to calculate the similarity score for each relay.

Comparing the local server and the Amazon server, we
found that the computation takes < 0.1s and the Amazon
server runs faster.

Communication overhead Figure 6a and b report the
whole matching processing time for the local server and
the Amazon server, respectively. The time includes the
computation time at requester, server and relay, and the
communication time between the requester/relay and the
server. As we can see, if the matching scheme is run without
the privacy requirement, the computation costs at the
requester and the relay are none because they directly send
their vectors to the server. As such, the matching processing
time without privacy is < 6s. If the privacy is required, the
matching process time is slightly more than the computation
time on the requester. In other words, the delay caused
by the communication overhead is negligible compared to
the delay caused by the computation overhead. In addition,
when comparing the local server and the Amazon server
in the same conditions, the Amazon server takes less time
on computation, the time on communication between the
requester/relay and the Amazon server is relatively more.

6.3 Anonymity module evaluation

The anonymity evaluation modules on both requester and
relay are designed to prevent a deviated real-time query
to be sent by the relay. To evaluate the effectiveness
of anonymity evaluation modules, we used two onboard
microcomputers RaspberryPi 3 as VAS devices. The

Fig. 5 Matching computation
(NP = Non-Privacy, RC = Relay
Candidate)
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Fig. 6 Communication delay
(NP = Non-Privacy, RC = Relay
Candidate)

requester and the relay are matched because of their similar
query patterns. We generated random queries in different
time slots at the requester, which then send them to the
relay. The relay will run its evaluation process and informs
the requester for every rejected request. The main goal of
this evaluation is to measure the reject rate at relay. We
will run the experiment in two scenarios (i) the requester
sends his queries directly to the relay without running an
evaluation process at the requester; and (ii) the requester
sends a set of positively-evaluated queries (after running
evaluation process) to the relay. The results are shown
in Table 2. The results prove that without running the
evaluation process at the requester, the reject rate at the
relay is two-times higher than the rate when running the
evaluation process at the requester. When choosing different
vector sizes 120, 240, 360 and 480, the accept rates at
relay are 85%, 81%, 78% and 70% respectively in the first
scenario. These rates increase to 95%, 92%, 88% and 84%

in the second scenario. It means that the evaluation process
at requester works effectively to preserve anonymity and
lower the communication cost.

6.4 Other performance discussion

Relay trustworthiness Our anonymizer shifts the long-
term trust on the service provider to the short-term trust
on the multiple distributed relays. We consider relay
trustworthiness with two factors. i) The relay’s performance
can be evaluated at the semi-trusted matching server.
For example, the server knows how many requesters are
matched with the relay in the past, and it also knows
the number of queries and responses the relay transmits
for others. These statistics can be seen as the relay
trustworthiness. A more trustworthy relay is more likely to
fulfill the queries and achieve better performance. ii) The
relay’s trustworthiness can be evaluated by the requester.

Table 2 Reject rate at relay

—Pattern vector size Received queries Rejected queries Reject rate—

(a) Scenario 1: Without requester’s anonymity evaluation

120 105 14873 14.87%

240 104 1893 18.93%

360 103 216 21.6%

480 103 302 30.2%

(b) Scenario 2: With requester’s anonymity evaluation

120 105 5127 5.13%

240 104 782 7.82%

360 103 120 12.0%

480 103 164 16.4%
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If the number of queries of the requester sent to the same
relay exceeds a threshold, the requester may prefer to
choose a different relay for a less data exposure risk. The
matching design incorporating relay trustworthiness will be
considered as future works.

Priority of others’ queries The VAS devices are mainly used
by their owners. A recent usage report in Table 1 shows
33.3% of the smart speaker users ask a question every
day. In other words, the VAS is often in an inactive status.
We envision the inactive VAS devices act in a relay role.
However, the relay may face a situation that it receives
self queries and others’ queries to be finished at the same
time. To avoid compromising the VAS experience, our
anonymizer will block any external queries if the VAS
is currently used for self queries. Therefore, the VAS
performance is not affected at all by the anonymizer and the
potential denial of service attacks.

7 Related works

Many studies focus on privacy preservation of VAS
devices and speech recognition. Pathak et al. [26] proposed
frameworks which aims to preserver privacy of conventional
speeches by computing various operations via secure
operations such as secure multiparty computations, additive
secret sharing, and secure logsum. These techniques
suffer from practical limitations due to their dependence
on computationally expensive cryptography. Gao et al.
proposed a solution that uses ultrasound jamming to
address stealthy recording [27]. Hadian et al. proposed an
encryption scheme preserves the privacy of voice data in
mhealth system [28]. Qian et al. utilized the keyword
substitution technique to sanitize the voice input contents
before sending it to a cloud server [29]. They further
extended the idea by designing a heuristic algorithm that
personalizes the sanitization for speakers to restrict their
privacy leak [30]. Glackin et al. use a neural network
to encode the symbolic audio data before uploading to
the server, which then employs searchable encryption over
the speech content [31]. Besides, Li et al. developed a
multi-keyword search scheme over encrypted cloud data
by considering the weights of search keywords [32]. Qian
et al. proposed a scheme named VoiceMask [33] adding an
intermediary process entity between users and the cloud
to anonymize speech data before sending it to the cloud
for speech recognition. Our anonymizer employs a privacy-
preserving matching scheme, commonly used to check the
similarity of two profiles without disclosing them [34,
35]. Furthermore, our scheme is designed based on a new
similarity calculation considering the unique VAS usage
patterns.

Another problem of VAS devices is voice authentication
[36, 37]. The popular devices such as Alexa, Siri, and
Google home do not have mechanism to assure the voice
commands originated from specific user account binding
with VAS devices. Many researchers have studied voice
authentication: Feng et al. [38] proposed continuous
authentication as a mechanism to guarantee that the voice
assistant system executes only the commands that originate
from the voice of the owner. It uses a wearable security
token to collect the body-surface vibrations of the speaker
and continuously correlate the vibration signals to the
voice signal for speaker identification. Chandrasekaran
et al. [39] proposed a method to allow VAS devices
to work in two different modes: a privacy-preserving
mode and a normal mode. In a privacy-preserving mode,
Chandrasekaran exploited extended devices or software to
intervene the voice recording process in the VAS. Through
out this intervention, VAS devices cannot record and upload
sensitive voice data to the server. Our research does not
focus on limiting the voices data to be uploaded. However,
for uploaded voice data, we aim to disable the linkage of
the uploaded voice data and the source of the voice data for
anonymizable VAS services.

8 Conclusion

In this paper, we proposed a novel anonymizer on the
voice assistant devices for protecting users’ voice data from
being linked to their accounts by the service provider. The
anonymizer aims to mix the queries from multiple VAS
users’ devices, hiding the source of queries and hiding the
relay’s real queries. To achieve effective anonymity, the
anonymizer is equipped with a proposed privacy-preserving
pattern matching scheme, which is run with the help from
a semi-trusted server and is used to find the most effective
relay for the requester based on their pattern similarity.
To enhance the effectiveness of the anonymity protection,
we proposed anonymity evaluation modules, which allow
both requester and relay to evaluate the real-time query
generated at requester. The matching scheme will be run
periodically or when the rejecting rate at relay is non-
tolerable. We evaluated the privacy and efficiency of the
proposed matching scheme in realistic network settings
and system parameters. The matching scheme has been
shown to fully protect the patterns from disclosure, and it
is performed effectively and efficiently at the VAS devices
in realistic network conditions. We tested the anonymity
evaluation modules and found that the modules at both
requester and relay largely reduces the communication
overhead and enhances the anonymity protection. Our future
work includes a full implementation of the VAS anonymizer
and an evaluation of VAS user experiences. We will also
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enhance our anonymizer by generating fake queries that are
semantically and syntactically similar to the real queries, as
well as design a multi-hop anonymizer scheme to improve
anonymity.
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