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Abstract

The recent global demand for video streaming applications has paved the way for peer-to-peer streaming system (P2PSS).
Strategic scheduling scheme and dynamic overlay topology are essential to maintain quality of service (QoS) and quality of
experience (QoE) in P2PSS. The concept of P2PSS was tailored towards relying on active peers’ bandwidth to achieve cheap
and scalable means of distribution over the Internet, such that peers with highest bandwidth serve as backbones for others.
However, selecting backbone peers in low-capacity network environment is challenging due to insufficient bandwidth and
poor infrastructure, thereby resulting in poor QoS and unpleasant user’s QoE. In this paper, we conducted a survey on users’
experiences with live video in selected locations in Nigeria. We designed an adaptive P2P streaming protocol and performed
a packet-level simulation in Network Simulator 3(NS-3). Diverse simulation scenarios were set up to evaluate the proposed
streaming protocol. Trace files data were analysed to measure end-to-end delay, start-up delay, and throughput. Furthermore,
the proposed streaming protocol was benchmarked against selected existing schemes. The evaluation results revealed a 7.4%
and 28% reduction in start-up and in end-to-end delays and 9% increase in throughput.

Keywords Peer-to-peer networks - Video streaming - Quality of Service - Quality of experience - Low-capacity networks

1 Introduction

The evolution of the Internet has enabled the rapid
growth of multimedia systems ranging from simple music
downloading to watching television over the Internet [1].
Research has revealed that, over the last two decades,
watching/streaming video applications are the most popular
on-line activities [2, 3]. For instance, the popular Netflix is
reportedly streaming over 1 billion hours of video per month
which is equivalent to about 7,200,000 Tera bytes of video

< Oluwafolake E. Ojo
ojoeo @funaab.edu.ng

Ayodeji O. Oluwatope
aoluwato@oauife.edu.ng

Suraju O. Ajadi
sajadi @oauife.edu.ng

Department of Computer Science, Federal University
of Agriculture, Abeokuta, Nigeria

Department of Computer Science and Engineering, Obafemi
Awolowo University, Ile-Ife, Nigeria

Department of Mathematics, Obafemi Awolowo University,
Ile-Ife, Nigeria

traffic, with this figure rising constantly [4]. The forecast
that 78% of global multimedia transmission across Internet
will be video based by 2021 [5] serves as a motivation for
systematic investigations into video streaming techniques
[6-10]. According to literature, data transmission and
routing between nodes are two key challenging issues in
data networking especially in low-powered devices such as
Internet of Things (IoTs) [11].

Network architecture is a major determinant in ensuring
successful transmission of video applications from source
to destinations across the Internet. Recently, it has been
perceived more as a framework which specifies not only
network topology, network type, network components and
their functionalities, but as well as data communication
protocols, data formats and supported services [12]. For
instance, the most popular multimedia streaming protocols
are real-time transport Protocol (RTP) and real time
control protocol (RTCP). The RTP relies on lower-layer
services while RTCP is a companion protocol to RTP
which feedbacks QoS statistics from the receiver to the
sender [13]. Researchers have also applied micro-protocol
to address unreliability problem in Voice over Internet
Protocol steganography by embedding data over covert
storage channels or covert hybrid channels where RTP
serves as underlying protocol [14].
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Generally, network architectures are grouped into cen-
tralized, decentralized and distributed networks as shown in
Fig. 1. Most networks today are distributed, wherein tasks
are sub-divided among multiple nodes. In distributed net-
works, separate nodes handle a subset of the tasks instead
of one single large machine being responsible for all aspects
of a process [15]. The most commonly distributed network
architectures are client-to-server (CS), content distribution
network (CDN) and peer-to-peer (P2P) architectures.

It was observed that the CS architecture is prone to
failure in the event of numerous users requesting video files
from a common central server at the same time [16]. This
constraint is major, and therefore renders CS unsuitable for
effective delivery of video contents in large scale content
distribution. Although, the CDN architecture has proven to
improve on the shortcoming in CS with the introduction of
multiple servers [17], such that video files are distributed
to multiple servers at strategic locations closest to the end-
users [18]. This feature enables the CDN architecture to
effectively provide large-scale video-on-demand and live
video streaming services to a large number of Internet
users [19]. However, the cost of providing a robust CDN
video streaming system; such as YouTube [20] and Netflix
[21], is a limiting factor. In addition, another shortcoming
of the CDN is its sole reliance on the CDN servers
ignoring user’s upload bandwidth, thereby, transferring the
bandwidth burden to the CDN infrastructure [17].

The P2P architecture suffices as a more dependable
technique for disseminating video content across the
Internet. The reason being that it does not rely on dedicated
delivery infrastructure and hence, offers the possibility of
rapid deployment at low cost [22]. P2P systems have been

Fig.1 Organogram of computer
network architecture

largely successful in large scale content distribution [23,
24], particularly for video streaming services due to its
scalability feature [25]. Leveraging the scalability of P2P
networks in media streaming is a well-studied area in the
academic literature [26]. Aside from scalability, the P2P
architecture exhibits decentralization, self-organization,
fault resilience, ad hoc connectivity, and low construction
costs [27]. P2P architecture also guides against network
failures as well as enabling a large number of users to access
the network with relatively low resources. P2PSS relies
on peer cooperation in which case peers are expected to
contribute upload bandwidth and redistribute video contents
from one peer to another [28].

Network topology is yet another important component
in network architecture. In which case, it describes the
representation of the interconnectedness among nodes in the
network. This representation exists at three different levels:
link, Internet and overlay topologies [29]. The most popular
network topologies are ring, star, bus, tree and mesh. In a
ring topology, each node is connected to two other nodes,
forming a single data path in form of a ring. Each host in
a star topology is connected to a central switching facility.
In bus topology, a common backbone link connects all the
nodes one to the other. However, the tree topology consists
of a combination of bus and star topologies. Also, each host
is directly connected to any other host within that network
in a mesh network topology [12]. In P2P streaming systems,
the overlay topology is classified as - tree-based (TB) and
mesh-based (MB) as shown in Fig. 1 [30].

Network speed is another component that determines
smooth transmission of video applications to end-users.
Research has shown that the network speed experienced
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by Internet users in developing countries is quite different
from what is obtainable in most developed countries [31].
For example, the United State Federal Communication
commission(US,FCC) in 2015 upgraded its minimum
upload speed from 4 megabits per second(Mbps) to 25Mbps
and minimum download speed from 1 Mbps to 3 Mbps
(25/3 Mbps) [32]. In addition, the recent report of US,
FCC showed that vast majority of Americans; above 85%
now have access to fixed terrestrial broadband service
at 250/25 Mbps [33]. Unfortunately, the situation is not
the case in developing countries in terms of obtainable
upload/download speeds. The case of Nigeria being a good
reference [34]. It is noteworthy to mention that Internet
penetration in Nigeria is the highest in Africa, however,
Nigerian experiences a low video streaming uptake due
to slow download speed and inflexible data plan [35].
Furthermore, our recent survey on campus networks in
Nigeria revealed limited bandwidth, poor load balancing
policy across critical equipment and poor Infrastructure as
being the main challenges to achieving state-of-art video
transmission speed. Therefore, we define a low capacity
network as a network with speed < 25/3 Mbps.

Despite the wide deployment of P2PSS over the Internet,
long delay, high packet loss and unplanned interruptions
are barriers to realising optimised overlay topology for
video streaming in low-capacity network. Furthermore,
heterogeneity of peers, flash crowd, high churning situation,
uneven distribution of traffics and resource assignment
based on locality are some of the issues with the current
overlay topology researchers are dealing with. In order to
ensure video streaming infrastructure guarantees minimal
packet delay and packet loss, it is necessary to design
a robust overlay topology capable of curtailing large
variations in network response as the P2P network scales.
This paper documents the packet-level simulation of the
re-engineered UStream earlier presented by [36]. We have
thoroughly investigated the chaotic dynamics of UStream
[37] and its behavioural pattern [38], hence, we present
a reliable streaming protocol suitable in low-capacity
networks.

Our main contributions in this paper are:

(i) we proposed an effective scheduling mechanism for
smooth transmitting of live videos to improve QoS in
P2P network;

(i) we constructed and formalised a hybrid overlay
topology for live video streaming in order to minimise
peer starvation, node failure, peer churn and flash
crowd; and

(iii)) we introduced the concept of approximate peers
to overlay topology such that incoming peers are
connected to single parent or super node based
on request and similar attributes. Specifically, we

introduced the idea of alternate parent peers as
substitute peers to the parent peers in case of node
failure, thereby, enhancing playback continuity and
significantly reduces packet loss.

The rest of the the paper is organized thus: Section 2
gives background knowledge on P2PSS; Section 3 discusses
the existing works in P2P streaming topologies and
investigation on user’s QoE with streaming services in
low capacity networks, Section 4 presents the proposed
streaming protocols conceptualisation and formalisation,
Section 5 presents algorithms and complexities; Section 6
presents performance evaluation including experiment
setup, simulation results and discussions; and Section 7
concludes this paper and discusses potential future work.

2 Peer-to-peer streaming system

In P2P streaming, a server only needs to stream to
some users, who in turn share the stream received with
neighbours. The main advantage of P2P streaming systems
lies in resource distribution using user’s uplink bandwidth
which leads to lowering of bandwidth requirement at
the server. P2P streaming system has been shown to be
effective in serving quite a large group [39]. P2P multimedia
streaming from one or multiple multimedia sources (that
is, streaming servers) to a group of participating peers
helps to relieve the bandwidth cost burden on the server. If
the individual peers contribute as much bandwidth as they
consume, the streaming session is scalable to a large number
of peers in the session [40]. P2P multimedia streaming
applications need to reduce network traffic to address
Internet Service Provider’s concerns without sacrificing the
quality of users viewing experience [25]. P2P streaming
systems can be broadly classified into two categories based
on the overlay network structure namely tree-based and
mesh-based [16, 30, 41]. Tree-based P2P streaming system,
as shown in Fig. 2, is an extension of single-tree multi-cast
routing in which one overlay routing tree rooted at the server
is constructed and maintained centrally [42]. The tree-based
approach explicitly places peers in a single tree or multiple
multi-cast trees, where they receive the stream from their
parent(s) and forward it to their children [43]. Most tree-
based approaches are typically push-based, that is, when a
node receives a data packet, it also forwards copies of the
packet to each of its children [44]. Each peer in tree-based
topology determines an appropriate number of trees to join
based on its access link bandwidth and is able to receive
data only from its specified parent node. In a situation where
a parent node fails or leaves the network, its whole sub-
tree loses data until the tree is reconstructed. Due to the
structured nature of tree-based topology, the impact of high
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Fig.2 Tree based topology [45]
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rate of churning, the performance of P2P media streaming
system is impaired [45]. A tree can always accept a new
internal node. However, in the presence of churn, a tree
could become saturated, and thus unable to accept any new
leaf node [46].

Multi-tree topology is an unstructured topology; which
mean this type of topology does not use distributing hash
table, in which there are more than one sub-tree instead
of one streaming tree [47]. In multi-tree streaming as
shown in Fig. 3, the server divides the stream into multiple
sub-streams. Instead of one streaming tree, multiple sub-
trees are constructed, one for each sub-stream. Each peer
joins all sub-trees to retrieve sub-streams, within each sub-
tree, the corresponding sub-stream flows down level by
level from the source server to all the leaf nodes. A peer
has different positions in different sub-trees. It might be
positioned on an internal node in one subtree and on a leaf
node in another subtree [48]. Multi-tree topology can be
considered as a combination between the simplicity of tree
topology and unstructured topologies. This topology has
two drawbacks: The first is increasing the overhead of the
streaming compared to tree topology. The second occurs
when a peer becomes a leaf in all sub-trees and contributes
only in downloading without uploading [47].

In the mesh-based approach as depicted in Fig. 4,
participating peers contribute their resources (i.e., outgoing
bandwidth) more effectively. This, in turn, improves the
utilization of available resources among peers and leads
to a better scaling property for mesh-based approach
compared to the traditional tree-based approach [49]. Mesh
topologies can be unstructured or structured. In unstructured
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meshes, peers are connected to randomly chosen peers to
provide more neighbours and different delivery paths. This
leads to robustness when failures occur, since every piece
can be obtained from other peers in a simple way. In
structured meshes, on the other hand, peers are typically
arranged into clusters, with the majority of links being
established within the same cluster [50]. Generally, mesh-
based architectures adopt a swarm-like design, where a peer
periodically exchanges data availability information with its
neighbouring peers, pro actively pulling packets from other
peers that have the requested data, and pushing packets
to other peers that are expecting the data [51]. The major
advantages of mesh overlays in comparison to the tree-
based overlay are the simple design principle and inherent
robustness, particularly desirable for the highly dynamic,
high-churn P2P environment [52].

2.1 Quality of service in peer-to-peer streaming

In general, quality of service (QoS) has three attributes to
measure the output performance of a process: timeliness
(delay and jitter), preciseness (required bandwidth or
throughput) and accuracy (error rate) [53]. A brief review
of QoS evaluation in video streaming either VoD or live
streaming is given as follows:

2.1.1 Packet delay and start-up delay
Video streaming delay is a common factor in transmission

of video streams in P2P networks. The various possible
paths of video streams in the form of video packet may
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Fig.3 Multi-tree topology [48]

have to travel as well as other factors like hardware, rate,
bandwidth and congestion along the different paths can lead
to delay in the arrival of video streams among the peers.
Usually, video transmission protocols handle the arrival
of delayed video streams through buffering. It becomes
necessary to compute the end-to-end delay for real time
streaming applications in order to ensure robustness and
guaranteed bandwidth [54]. According to [55], the end-
to-end delay can be estimated for transmission of video
streams between any two Peer; and Peer; as:

DV; = ACT (V) — AVT(V)), ey

where DV; is defined as delay time, ACT(V;) is the
actual transmission time of (V;), AVT (V;) is the average
transmission time of (V;) and V; is defined as the i’ video
stream [55].

Start-up delay is another metric specific to video
streaming systems. Startup delay is the amount of time
the viewer waits for the video to start up. Once the video
starts playing, the average bit rate at which the video was
rendered on the viewer’s screen is a measure of the richness
of the presented content. This metric is somewhat complex
since it is a function of how the video was encoded, the

Streaming Server

network connectivity between the server and the client, and
the heuristics for bit-rate switching employed by the player
[56]. For streaming applications in best-effort networks,
start-up buffering has always been a useful mechanism to
deal with the rate variations of streaming sessions. P2P
streaming applications additionally have to deal with peer
churns, increasing the need for startup buffering and delay
[22].

2.1.2 Packet loss

Video streaming content transmitted on the Internet suffers
from packet loss, which degrades the video quality [57].
If a video packet cannot be received before its playback
time, the reconstructed video quality may be seriously
damaged [58]. The packet loss estimation for P2P networks
is more complicated than that for traditional client-server
structures. Because the video sources are the multiple peers
rather than a single server, the packet loss propagates
through the inter-peers transmissions. Moreover, peers will
usually unexpectedly join and leave the systems [59]. The
performance metrics associated with packet loss are frame
loss rate and information loss rate [60].
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Fig.4 Mesh based topology [45]

2.1.3 Jitter and playback continuity

Jitter is the maximum delay which is due to variations
between two consecutive video streams. It will increase
under hectic load patterns. If the jitter is high, play-
out process will pause, frustrating the peer [54]. Jitter
also determines the acceptable video playback continuity.
Jitter must be sufficiently small so as to prevent frequent
discontinuities in audio and video playback [61]. Jitter
variation is defined as the difference between average
packet receiving rate and the average playback rate of the
video (that is, variation = average packet receiving rate
- average playback rate). The requesting peer or the new
joining peer evaluates the quality of each target peer in
terms of the video playback time. The score of each target,
the requesting peer calculated, reflects the estimated video
playback time in the requesting peer if it receives media
chunks from that target [54].

2.1.4 Network throughput

Throughput in a network is defined as the number of
packets passing through the network per unit time [15]. In
peer-to-peer streaming system, throughput is defined as the
aggregate of the uplink bandwidth of peers connected to the
overlay network [62]. The delivery ratio of the streaming
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session is measured as the average delivery ratio among all
nodes, also representing the throughput of the session [63].

2.1.5 Acceptable QoS parameters for video streaming
services

There are several acceptable benchmarks of QoS parameters
recommended for video streaming systems. As an example,
International Telecommunications Union - Telecommunica-
tions Standardization Sector (ITU-T), The 3rd Generation
Partnership Project (3GPP) and CISCO have recommended
different benchmarks for packet loss and delay for the same
service. For video on demand services, ITU-T and CISCO
recommend 1% and 3% respectively. Also, packet loss ratio
recommendation for live video streaming services are (ITU-
T & 3GPP - 3%) and (CISCO - 1%). There is also discrep-
ancy with regards to acceptable values for end-to-end delay.
ITU-T and CISCO recommend 10 seconds and 5 seconds
respectively for video on demand services. ITU-T and 3GPP
recommend 15-400 milliseconds for live video streaming
services, while CISCO recommends 150 milliseconds [64].
The maximum jitter for video streaming as recommended
by ITU-T is < 50 milliseconds [65]. Lastly, there are rec-
ommendations for streaming services of the required data
rates, that is, maximum throughput. For instance, ITU-T
recommends data rates of 16 to 384 Kbps for video stream-
ing services, while a rate of 384 Kbps is recommended by
CISCO. Additionally, performance parameters may vary,
depending on the infrastructures and link capacity [64].

3 Related works on P2P streaming topology

The section presents a review of existing research efforts
to provide quality of service and experience over a P2P
network which serves as motivation for this research.

3.1 Research motivation

This research is motivated by some observations (such
as packet loss, end-to-end delay, flash crowd and peer
churn) found in the literature. For example, [66] observed
that the P2P paradigm has the potential to democratize
the streaming world such that everyone may be able
to broadcast their media contents. Also, [67] reported
a relatively sharp growth in interest among academics
and businesses in live streaming using P2P technology
leading to P2P digital television (P2PTV) applications
(like SopCast [68, 69] and PPLive [22]). Although, [48]
explained that the user QoE in current P2P streaming
systems are still incomparable to the traditional TV services
provided by cable and satellite broadcasting companies.
However, [70] emphasized that P2P technology is suitable
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for distributing multimedia content at low infrastructure cost
and collaboration among peers in P2P environments can
significantly alleviate server load and enable scalability for
a large number of concurrent users. In addition, [19] showed
that scalable video coding streaming codec is suitable for
streaming video in low bandwidth network. Furthermore,
[71] observed that hybrid topology (combination of tree
and mesh topologies) can eradicate start-up and end-to-
end delays. Lastly, [72, 73] discovered that reconstructing
P2P streaming topology, dynamically, can improve the
quality of contents. Leveraging on these observations, the

Table 1 Existing research on P2P streaming system

implementation of an appropriate overlay topology for
video streaming over a P2P network is desirable.

Table 1 gives a summary of existing P2P streaming
schemes. The overlay topology applied in each scheme and
the main strength of these researches were identified. It
was observed that the overlay topology (i.e. the arrange-
ment of peers in the network) plays significant role in
the overall performance of these schemes. The tree-based
topology models ensure orderliness in the network because
peer joins and leaves the network in a fashionable man-
ner as defined by the overlay topology but leading to the

Overlay topology Authors Major Strength
Tree-based [74] Node failure recovery
[75] Excellent fault tolerance and fair load distribution
[66] High efficiency and robustness
[76] Effective trees construction and low end-to-end delay
[77] Greater Throughput
[25] Reduction in network traffic
[78] Robust streaming in case of peer failure or packet loss
[79] Efficient video coding technique and packet-request scheduling
Mesh-based [80] High streaming quality and minimal delay
[81, 82] Improved global resource utilization and even traffic distribution
[39] Achieved low source-to-peer delay and handles peer churn
[83] Robust peer selection strategy and minimise peer churn
[84] Prevents node failure even in high peer churn and achieved bounded delay
[85] Minimised the total rate distortion among receiving peers and provides a better video experience
[27] Achieved lower playback delay and better stream continuity
[86] Maximise the average network throughput
[87] Achieved high streaming rate
[88] Achieved low delay and high continuity in the presence of node churns for
P2P live streaming. It also achieved high stream continuity
[89] Introduced multi-request mechanism in pull-based P2P live streaming system
[90] Provides high video quality on nodes by decreasing the amount of video
distortion, achieved minimal start-up delay and end-to-end delay
[91] Reduces playback lag and startup latency significantly through connection
switching while not decreasing playback continuity considerably
Hybrid [92, 93] Reduce the initial startup delay and improves the efficiency in data
transmission with effective utilization of upload bandwidth
[94] Minimise the startup latencies and transmission delays
[95] Minimise frame loss and avoid congestion in the network
[96] provide less start-up delay, less transmission delay,less control overheard,
more utilization of upload bandwidth
[97] improved streaming performance and flash crowd control
[72, 73] Prevent node failure and peer starvation
[98] Minimal end-to-end delay
[99] Better Clustering, end-to-end delay and the peer join latency
[100] Treats low-and high-reputed nodes equally, improves QoS, smooth delivery

[101]

of videos, achieved low end-to-end delay and high frame success ratio
Effectively improve network throughput and service performance
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major shortcoming of tree-based topology which is the
dependability of the children peers on the equivalent parent
peers. This implies that a failure at the parent peer con-
notes a failure to all the attached children’s peers which
makes it unstable in dynamic environments and large-scale
networks. From Table 1, it is observed that most of the
tree-based models attempt to design an effective means
to recover from node failure or peer starvation. On the
other hand, mesh-based system allows peers to join and
leave the network without policy enforcement and dis-
tribute traffic to all peers evenly, in a situation where any
of the parent peers fails, the children peer can directly
feed from the next available peer. Mesh-based topology
addressed the challenge of tree-based topology with its
ability to disseminate chunks directly to the neighbouring
peers. However, the mesh-based topology is liable to flash
crowd and high churn situation due to unplanned interrup-
tions. The major problem addressed in literatures that is
peculiar to mesh-based models is minimising peer churn
situation as shown in Table 1. Lastly, the hybrid topology
combines the advantages of both tree-based and mesh-
based topologies to improve performance of the peers in the
network [71]. The existing hybrid-topology based models
proved that it can achieve minimal start-up delay, end-to-
end delay, control flash crowd and prevent node failure (or
peer starvation).

3.2 Existing P2P streaming system analysis

The existing literatures were further analyzed using the
following parameters as presented in Table 2.

Node failure/peer starvation: The existing schemes
were studied if a preventive or recovery scheme for node
failure or peer starvation is applied.

Optimal network load distribution: The existence of
network load balancing is also identified in existing
literatures.

Delay minimisation: Different types of delay minimisa-
tion for existing P2PSS such as; start-up delay, end-to-
end delay, peer-join latency, transmission delay, bounded
delay, buffering delay, chunk delivery delay and playback
continuity were identified.

Throughput maximisation/bandwidth optimisation:

In this case, the existing literatures were studied for suf-
ficient throughput or equal distribution (or utilization) of
bandwidth.

Video coding techniques: The existing literatures were
checked if video coding technique was applied to the
system.

Packet scheduling: The utilization of packet scheduling
schemes or design of new packet scheduling schemes
were observed in the existing literatures.

@ Springer

Packet scheduling: In this situation, the existing models
were studied to determine if they would be able to reduce
peer churning.

Streaming continuity/quality: The existing literature
were checked to determine if either streaming continuity
or streaming quality is achieved.

Packet loss ratio: The schemes were also checked for
minimal packet loss.

Flash crowd control: The existence of flash crowd con-
trol was identified in the existing schemes.

Based on the these parameters, the following are observed:

1) Delay minimisation, streaming quality and throughput
maximisation are important performance metrics in
P2PSS (from Table 2, it is observed that 95% of existing
literatures attempted to achieved these metrics).

2) The tree-based features can effectively prevent or
minimise peer churning (Existing models that are
designed using tree-based features (either tree-based or
hybrid topologies) all achieved minimal peer churn as
shown in Table 2).

3) Incorporating video coding techniques or packet
scheduling schemes in P2PSS can lead to high
streaming quality and effective streaming continuity.

4) The hybrid-based models can successfully control flash
crowd.

5) The mesh-based features can effectively prevent or
minimise delay.

3.3 Drawbacks from existing schemes

Although, the inability of existing P2P streaming models
to effectively prevent high churn, starvation of peers, delay,
packet loss and manage transmission of resources among
peers is a major concern to researchers. From the literature
reviewed in Section 3.2, the limitations of existing schemes
are presented below:

1. Waiting time: The existence of longer waiting time
before new peers are assigned is observed in existing
scheme. For instance, connection switching mechanism
was applied in [91] for efficient neighbour peer
selection when a new peer joins in a P2P live streaming
system. However, if all the active peers have reached
the maximum number of neighbours and no peer is
available for connection switching, the incoming peers
wait until completed peers leaves the network. This
waiting period experienced by incoming peers can lead
to longer start-up delay, further, this method can not
effectively handle multiple arrival and departure of
peers (that is flash crowd).

2. Lack of alternate route: The hybrid topology presented
in [101] is constructed such that the ordinary peers are
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Table 2 Existing P2P streaming system analysis
oT Authors ndf/ps old dm tm ve mps mpc sc plr fce
TB [74] v v v
[75] v v v
[66] v v PB v v
[76] v v E2E v v v v v
[771 v v v v
[25] v PB, BF & CD v v v
[78] v v v v v v v v
[79] v v v v
MB [80] v v TD v v v v
[81, 82] v v S2P&SU v v v v
[39] v S2P v v v
[83] v v PL v v v v v v v
[84] v B v v v
[85] v v v
[27] PB v v
[86] v MUB v v
[87] v v v v
[88] v v v v
[89] v v v v v
[90] SU v v v v
[91] v v SU v v v v
H [92,93] v SU MUB v v v
[94] v SU & TD v v v v
[95] v v v v v Min v
[96] v SU & TD MUB v v v
[971 v v v v v v
[72,73] v v v v v v v
[98] v E2E v v v v
[99] v v E2E & PJ v v v v
[100] v v E2E v v v v v
[101] v v E2E v v v v

Legends: OT-overlay topology, ndf-node failure or peer starvation, old- optimal network load distribution or effective peer distribution, dm-
delay minimisation, tm-throughput maximisation or bandwidth optimisation, vc —video coding technique, mps-packet scheduling, mpc-minimise
peer churning sc- streaming continuity or streaming quality, plr- minimal packet loss ratio, TB-tree-based, MB- mesh-based, H-hybrid, E2E
- end-to-end, PJ-peer join latency, S2P-source-to-peer, Min-minimise, Max-maximise, SU- startup,TD-transmission delay, PL- Playout latency
PB-playback, B-bounded, BF- buffering delay,CD- chunk delivery delay, MUB- maximise upload bandwidth and FCC-flash crowd control

connected to super peers using overlay tree formation
and peers at the same level are connected using mesh
overlay formation. However, the provision for alternate
route (or approximate peer) is not considered. Hence,
if the super node experience network failure before
at least one of its child peers complete its download,
all peers attached to this super peer automatically
experience peer starvation thereby increasing end-to-
end delay and packet loss.

Network access bottleneck: we observed that most
existing P2P streaming systems were tested within high
capacity network. The schemes are evaluated based on

the assumption that the servers’ bandwidth capacity
is unlimited [102]. This assumption is not realistic in
low-capacity networks where the server’s bandwidth
capacity is limited.

In an attempt to address the above challenges, this
research proposes a more reliable streaming consisting of
a new hybrid topology, named ultra-metric spanning tree
(UStream) and scheduling strategy scheme which attempts
to address the following challenges - high churning,
accommodation of unreliable peers, starvation of peers and
high packet-loss in low capacity networks.
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4 Proposed streaming protocol

The video streaming protocol is conceived as a three
layered video streaming protocol - adaptation layer,
scheduling layer and topology layer as shown in Fig. 5.
Multiple requests are generated from different devices
operating across wired to wireless networks. These requests
can emanate from several computing machines such as
desktops, laptops, palmtops, mobile phones, among others.
This work focuses on live video streaming; therefore,
requests are assumed to be video frames (chunks). The raw
video frames are admitted directly by the adaptation layer
which in turn encodes frames using standard video codec
to reduce the frame size but retains quality. The adaptation
layer adopts the existing scalable video coding (SVC)
smoothing function [19]. The second layer, the scheduling
layer, accepts the encoded video frames from the adaptation
layer and distributes using traffic scheduling scheme to
avoid congestion [103].

The scheduling scheme has the capacity to adapt
to different network conditions such as slow and fast
speed networks. The topology layer represents the overlay
structure of P2P streaming system. The scheduled video
frames are transferred directly to the topology layer. The
topology layer monitors the arrival and departure of each

Fig.5 Proposed streaming
protocol and TCP/IP model
mapping (adapted from [36])

Application

Host-to-Network

@ Springer

i
1

Topology Layer | ... Topology Layer
(UStream) (UStream)
N

peer within the network and ensures that the requested
video chunks are disseminated within the set time frame.
Furthermore, the layer guarantees successful transmission
of video chunks, reduction in packet loss rate and avoidance
of interruption from unsolicited peers. The output video
chunks from the topology layer are delivered to the required
destination. At the receiving end, the request moves from
the topology layer to the scheduling layer and then to
the adaptation layer which decodes the frames and sends
frames to the play-out buffer, where they are received by
the desired user’s device. To further explain this protocol,
the streaming protocol is mapped to transmission control
protocol and Internet protocol (TCP/IP) as displayed in
Fig. 5. Raw videos are sent directly to the adaptation
layer which ensures that video frames are encoded/decoded.
The adaptation layer of the proposed streaming protocol
is located at the application layer of TCP/IP model. The
encoded video frames now move from the application layer
to the transport layer. In addition to the functions perform
at the transport layer, this protocol also schedule frames at
the transport layer and the transport layer of the streaming
protocol is called scheduling layer. The schedule frames are
passed on to the Internet layer which is called the topology
layer in the streaming protocol. Specifically, this research
designed a new overlay structure for the topology layer
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that is domiciled at the Internet layer of the TCP/IP model.
Packets move from the Internet layer to host-to-network
layer using physical links and then to the receiver side which
also goes through similar process like the sender side.

4.1 Scheduling layer

The steady traffic scheduler (STS) is a congestion control
scheme that is specifically designed for large delay
networks. It is an enhanced version of the optimised video
scheduling model (OVSM) [103]. STS is located before the
Internet layer. It schedules encoded video frames from the
application layer before it gets into the Internet. This scheme
implements the features of both weighted fair queuing and
leaky bucket traffic sharper. It accepts unregulated video
frames as input, groups the frames into various buffers based
on the weight of the frame and selects frames using time
slice. These frames are regulated within the leaky bucket
to ensure constant flow of frames which serves as input
into the network. To achieve this, STS was divided into
three main modules as depicted in Fig. 6 - input module,
frame scheduler module and the traffic shaper module.
The input module is the first phase of the system, accepts
incoming group of pictures(GOP) from the user. A classifier

Input Phase

is embedded within the input module that groups frames
within the GOP using weighted fair queuing technique
which classified frames based on the type. For the purpose
of this work, three basic frames were considered: the I
frame, the P frame and the B frame. The I frames are
given the highest priority because they contain the most
important frames, followed by the P frames and the B
frames. Therefore, any time the I frame is encountered, the
classifier ensures that it flows into the next phase without
any delay and the rate at which it flows is higher compared
to other frames. The P frames are given the next level of
priority followed by the B frames.

The second module is the frame scheduler. At this phase,
frames are selected from different buffers based on the
weight attached to them by the classifier. Time controller
is the major component in this phase that ensures frames
at the lower priority don’t wait unnecessarily: therefore, the
time controller have a time slices attached to each frame
to prevent starvation. So, the time controller picks frames
randomly from the weighted queues and places them in
the last module . The last module is the traffic sharper.
This phase is designed based on leaky bucket technique. It
accepts unregulated video frames from the frame scheduler
phase as input. The unregulated video frames are processed

Frame Scheduler

Classifier
(GoP)

Incoming
Frames

Group of pictures

[TTTT]
[T .

[Time Controller

Arrangement of
Frames in GoP

Fig.6 The steady traffic scheduler
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within the traffic sharper to give steady flow of frames;
therefore, the output from the traffic sharper module are
steady video frames which go directly into the network. The
STS is a congestion control mechanism that is suitable for
large delay networks. The steady flow of video traffic avoids
congestion within the network to the barest minimum, at the
same time, allowing relevant frames within a GoP to flow
without any delay.

4.2 Topology layer

The overlay topology used in this work is named UStream
as depicted in Fig. 7. UStream consists of the routing
server, rooted peers, parent peers and children peers. The
routing server manages the arrival and departure of peers
in the network. When a new peer joins the network, the
routing server ensures that incoming peers are not starved
or delayed unnecessarily without any activity. Also, when
a peer disconnects or leaves the network, the routing server
ensures that all peers associated or connected directly or
indirectly are relocated to the next available active peer.

The root peers are origin initial peers that transmit or
channel encoded video frames to all other peers. The root
peers are the first layered peers that transport video frames
to all the peers at the next layer. The parent peers at the
second layer of the UStream topology receives video frames
or data chunks directly from the root peers which in return
transmit data chunks to the children peers. The children
peers can also connect directly to the root peer in situations
where the corresponding parent peers failed. The UStream
adopts the features of ultra-metric tree.

Fig.7 Architecture of UStream

UStream was constructed using discrete topology for-
mula (P(N) = ZZN_]), where N is the set of natural
number. The topology is a three-level layered topology. At
the first layer, the initial peers known as the root peers are
represented by ng. This no is a great determinant in the
number of peers that will be represented at the second layer
known as parent peers. Assume that ng = 2, then the par-
ent peer n; = 22 = 4. Furthermore, n also determines
the number of peers at the third layer called children peers
(ny), that is, (np = 24 = 16). If we assume an initial value
ng = 10, then ny = 2'% and ny, = 22" = approximate
values in octillion. This implies that there are more than
octillion users requesting for video chunks at the same time.
This might not be realistic, because of insufficient system
memory. The limit for which the system can handle can be
obtained using a combinatorial analysis such that for n peers
and r pairs of two elements the constraint is given by (*C,),
where r = ng — 2 and ng > 3. For example, suppose
no = 50, then "C, = 30Cyg = 1225.

4.2.1 UStream formalization

Assumption i: peers on the same level have the same
attributes (same bandwidth).

Assumption ii: When a peer is active, it is assumed that
itis 1 and O when it is not active.

Assumption iii: Let a and b represent peers and d the
distance function. Peers are equal when they are inactive
and their distance is zero, that is, d(a, b) = 0.

Assumptioniv: Let A = A;, B = B; be peers on
different levels L and L, respectively. The distance

R - Root peer
P - Parent peer <---» Approximate route

C - Children peer <«—> Default route

STREAMING
SERVER
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between peers at different levels are always positive, that
is,d(A;, Bj) > 0.

Assumption v:  The arrival/departure time of given peers
on the network are not necessarily the same.

Lemma 1 Let A = A;, B = Bj be peers on different
levels L1 and Lj respectively. The distance d between two
peers on Ly and Ly are always equal. Thus, d(A;, Bj) =
d(Bj, A;),Vi,jeN

Remarks: Consequent on Assumption (i), peers of the same
attributes are designated to a particular level. Thus, the
distance between any two peers on different levels are equal.

Theorem 1 If parent peers P; and P; are sub-trees of active
root peers Ry and Ry respectively, let a and b be the chunk
request from P; and P; respectively. Given that t, and t, are
the delivery times to the parent peers, then t; = tp.

Proof From the UStream topology formula (P(N) =
22N7l ), the root peers have two peers Ry, R, (since N = 1).

Similarly, the parent peers have four peers namely
{Py, P>} and {P3, P4} (since N = 2).

Let {P1, P,} = P; and {P3, P4} = P;.

suppose the mapping f and g be such that:

f: R — P;and

g:Ro— P

and defined by

f(a) = t, = time to parent peers P;,

g(b) = t, = time to parent peers P;.

From Lemma 1

d(Ry, Pi) = d(Ry, P})

Since the bandwidth of Rj and R, are equal (same level),
this implies same speed. Thus,

Speed = M.
Hence, d(Rtl.Pi) _ d(th,Pj)
therefore taaz tp. ’ O

Theorem 2 If children peers C;, Cj, C and C; are sub-
trees of active parent peers Py, P>, P3 and Py respectively.
Let ¢ be the chunk requested by C;, d the chunk requested
by Cj, e the chunk requested by Cy, and f the chunk
requested by C; from Py, Py, P3 and P4 respectively. Given
that t.,tq,t. and ty are the delivery times to the children
peers, thent. =tg =t. = ty.

Proof The proof follows from Theorem 1. O

Proposition 1 If root peer R| is active and the path R
to P;, Ry to P; are default route, then Ry determines the
stability of P; and P; at a time t.

Remarks The high level peers determine the behaviours of
the low level peers and the presence of the high level peers
result in the stability of the system, while the absence may
lead to instability since the system will have to adjust itself.

Proposition 2 If x = {x,, x;, ...X¢}, where n,m, ..k are
natural number < |N|, N = set of peers per level
in the UStream topology. therefore, there exists a linear
connection such that x, — Xp,... = Xj. at the peer level.

Remarks Peers on the same level are interconnected except
if there is failure among any on the peer level.

Casel: It is obvious from the UStream topology
provided that all peers are active at the same level (x, —
Xm... = Xf).

Case2: Assume that at least a number of the peers is
inactive, then, the existence of alternate route becomes
inevitable. Thus, at the point of discontinuity the
connectivity is now virtual( x, — Xp... —-> Xk).

Lemma 2 Every approximate peer may not function as a
default peer.
Conditions:

(i) If the approximate peer is at the same level with the
default peer, there is a possibility that it may deliver
like the default peer.

(i1) If the approximate peer is at the level different from the
default peer, then the quality of chunks and the delivery
time are different.

Proof for Case I From Theorem 1, assume that R,
becomes inactive and P; depends on R, for requested
chunk, thus becoming an approximate peer.

Then the mapping f and g becomes:

f iRy~ P;and

g: Ry~ Pj.

If a and b are chunk request by P; and P; from Ry, then

f(a) = t, = time to parent peers P;,

g(b) = tp = time to parent peers P;.

From Lemma 1

d(Ry, P;) = d(Rx, Pj)

Since the bandwidth of P; and P; are equal (same level),
this implies same speed. Thus,

Speed = M.

: d(Ry,P;
Hence, 4ReP) _ dRe-P)
Ta 173

therefore t, = t. ]

Remark Although, P; and P; receive chunks from R, at
the same time, R, may experience a higher delivery time
because of its dual functions.
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Proof for Case 2 Assume that R, becomes inactive in
Theorem 1 and P; depends on P; for relevant chunks, that
is, becomes an approximate peer.

such that, the mapping (time) f and g becomes:

f: Ry Piand

g : P — Pj. defined by

f(a) = t, = time to parent peers P;,

g(b) = t, = time to parent peers P;.

From Assumption (iv),

d(Ry, P;}) > 0and d(P;, Pj) =0

Hence, t, # t. O

5 UStream and STS algorithms

This section presents the STS algorithm and UStream
algorithms; ultra-metric tree algorithm, spanning tree
algorithm, behaviour of peers and approximate peers. The
list of terms for the algorithms is given in Table 3. In
addition, the time complexity of the algorithms is also
presented in this section.

5.1 STS Algorithm

The process involved in the scheduling layer described in
Section 4.1 is represented in the STS algorithm presented
in Algorithm 1. The following physically reasonable
assumptions were adopted in Algorithm 1:

(i) Encoded video frames from the adaptation layer flow
into the input phase at 25 frames per seconds (A; =
25), utilizing the scalable video coding standard;

Table 3 list of terms for algorithms

Symbols Meaning
Ai frames at the input phase
Aj frames at the frame scheduler
Ak frames at the leaky bucket
w; weight attached to group of frames
leaky bucket (space)
¢ size of hole of the leaky bucket
n total number of frames in the leaky bucket
ry the first layer set of peers classified as root peers
DPx second layer set of peers named parent peers
Cx set of peers at the third layer- children peers
d distance between peers
G(P,E) graph G is a pair G = (P, E)
P set of peers
E set of weight along the peers
o requests from peers
a approximate peers

(ii)) The frame scheduler module uses time controller
which sends frames at a certain threshold (o, = 10
nanoseconds) and

(iii) The size of the leaky bucket was assumed to be much
larger than frame scheduler module buffers (Fbs).

The input phase frames, scheduler frames, leaky bucket
frames, weight attached to GoP and leaky bucket buffer are
initially set to zero. The STS algorithm accept video frames
as input and frames are classified based on frame types
which are stored to their respective buffer as shown in Lines
4 -13 of Algorithm 1. Further, the time controller releases
frames based on priority tag as given in Lines 14 -22. When
frames arrive into the leaky bucket buffer, the algorithm
releases frames at constant rate based on computed size of
the leaky bucket hole.

Algorithm 1 : STS algorithm.

Initialization : 1;, 1 ;, A¢, w;, B

1: A; < video frames

2: Frame type = enum {Iframe, Bframe, Pframe}
3: buffer: Ibuffer() , Pbuffer(), Bbuffer()

4: Begin

5 let A; = (A1, A2, A}, (n e ZT)
6 Begin{Classify frames}
7: Case(Iframe)
8 A = Iframe
9: store Ibuffer <— A;
10: Case(Pframe)
11: Ai = Pframe
12: store Pbuffer < A;
13: Case(Bframe)
14: M\; = Bframe
15: store Bbuffer < A;
16: End{Classify frames}
17: Begin{Release frames}
18: for i : 1 to TotNum,
TotNum <« find total number of frames
19: if A; € Iframe(i)
20: release A; at o (r)
21: else if A; € Pframe(i)
22: release A; at (1) + 1
23: else A; € Bframe(i)
24: release A; at o (1) + 2
25: end if
26: repeat until A; = 0
27: end for
28: End{Release frames}
29: arrival of A to B

30: compute £,(¢ =Y 1 wi/n)
31: set Ay < ¢

32: repeat until A = 0

33: End
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5.2 UStream algorithms

It is assumed that peers are organized in a hybrid topology
for all the algorithms in UStream. The ultra-metric tree
concept is represented in Algorithm 2. The ultra-metric tree
algorithm remains valid as long as the root, parent and
children peers exist in the UStream topology. The initial
state of all peers in the UStream topology is set to zero
and the state of these peers is activated by chunk request.
In addition, the initial state of the root peers is also set to
zero which is activated when a streaming session begins.
Whenever, the state of the root peers is active (that is,
state (r, = 1)) and there is chunk request from the parent
state (py = 1)). Therefore, the distance function from the
root peers to its corresponding parent peers as discussed
in Section 4.2 is triggered as indicated in Lines 7-11 of
Algorithm 2. Similarly, if the route from the parent to
children peers is activated based on chunk request (that is,
state (px = 1) and state (c, = 1) ) then, the distance
function is as well activated for the parent peers to children
peers as presented in Lines 15-19 of Algorithm 2.

Algorithm 2 : Ultra-metric tree algorithm.

1: Begin

2: for all (ry, py, cy) € E do
3: state ((ry, px,cx)) =0
4: end for

5: for all (ry) € P do
6 state (ry) =0

7 end for

8 ry =19

9: state (ry, px) =1

10: while 3r,, p, € P do
11: d(ry, px) =d(px, rx)
12: end while

13: for all (p,) € P do
14: state (px) =0

15: end for
16: Px = DPo
17: state (py,cx) =1

18: while 3p, € P do

19: d(px,cx) =d(cx, px)
20: end while

21: End

The feature of the spanning tree is represented in
Algorithm 3. Similar to Algorithm 2, the initial state of all
peers in the UStream topology is set to zero to represent
inactivity before the streaming session. The distribution of
video chunks for the peers at the root level based on peers
connectivity is activated, whenever the state of the root peers

is set to one (that is, state (r, = 1)) as represented in Lines
8-11 of Algorithm 3. Further, the connection of peers at
the parent level is given in Lines 16-19 and Lines 24 -27
activates the spanning tree function for the children peers.

Algorithm 3 :Spanning tree algorithm.

1: Begin

2: for all (ry, py,cx) € E do
3: state ((ry, px, cx)) =0
4: end for

5: for all (r) € P do
6 state (ry) =0
7

8

9

end for
ry =10
: state ry = 1
10: while 3r, € P do
11: Iyl F> Ix2 B> Fyn

12: end while
13: for all (p,) € P do
14: state (px) =0

15: end for

16: Px = Po

17: state py = 1

18: while 3p, € P do
19: Px1 > Px2 > Dxn

20: end while
21: for all (c¢;) € P do

22: state (¢y) =0

23: end for

24: Cx = (0

25: state ¢, = 1

26: while 3¢, € P do
27: Cxl P> Cx2 = Cxn
28: end while

29: End

The approximate peers function is represented in
Algorithm 4. The initial state of the root peers is set to zero,
however, if the root peer is active and at some point during
transmission the state of the root peers is reset to zero due
to node failure, then, the approximate root peer is activated.
As shown in Lines 9-19 of Algorithm 4, there are two
alternatives to creating approximate root peer. First, if all
the root peers are disconnected from the streaming session
(that is px > ry) , therefore, the parent peer with highest
bandwidth and current complete chunks will become the
approximate root peer. The second option is activated if at
least one of the neighbouring root peers is active and holding
the requested chunks (that is, ary > ap,). The algorithm
also applies the same rule for creating approximate parent
peer as shown in Lines 21-31 of Algorithm 4.
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Algorithm 4 :Approximate peers.

1: Begin

2: for all (ry, px,cx) € E do
3 state (ry, px,cx) =0
4: end for

5: for all (ry) € P do
6 state (ry) =0
7

8

9

end for
ry =19
: state ry = 1
10: while 3r, € P, state (r,) = 0do
11: letary = —ry and ap, = —px

12: if ary —apy >0

13: = -1y —(—px) >0

14: = -1y +px >0

15: = Dx > TIx

16: also, assume that —p, < —ry
17: = — Iy > —PDx

18: = ary >apx & ry #0

19: end if

20: end do

21: Px = Do

22: state p, = 1

23: while 3p, € P, state (p,) =0do
24: letapy = —py and acy = —cx
25: ifapy —acy >0

26: = —px ——¢cx >0

27: = —pxt+cx >0

28: = Cx > Dx

29: also, assume that —cy < —py
30: = —Px > —Cx

31: = apy > acy & py #0

32: end if
33: end do
34: End

Lastly, the behaviour of peers in the UStream topology
is implemented in Algorithm 5. As given in lines 9-15 of
the algorithm, the activities of the parent peers are activated
based on the states of the root peers. Similarly, the activities
of children peers are determined by the states of its parents
peers as represented in lines 20-27.

5.3 Complexity of the proposed algorithm

The complexity of the STS and UStream algorithms are
computed using the time complexity method. The time
complexity of the STS algorithm is calculated as O(n),
where n is the total number of frames. In addition, the time
complexity is also computed for all the UStream algorithms.
The time complexity of the ultra-metric tree algorithm is
given as 0(n3) = n® + m + k, where n is assumed as the
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maximum numbers of root (n), parent (m) and children (k)
peers. The spanning tree algorithm is computed as O (n®) =
nd4+n+n+m+m+ k+ k, where n is assumed as
the maximum number of root (n), parent (m) and children
(k) peers. Furthermore, the approximate time complexity
is calculated as O(n®) = n3 + n + n + m, where n is
assumed as the maximum numbers of root (n) and parent
(m) peers. The behaviour of peers algorithm is computed as
03 = n® +n+n+ m+ m, where n is assumed as the
maximum numbers of root (n) and parent (m) peers.

Algorithm 5 :Behaviour of peers.

1: Begin

2: for all (ry, px, cx) € E do
3: state ((ry, px,cx)) =0
4: end for

5 forall (ry) € P do
6 state (ry) =0

7 end for

8 Iy =710

9: state r, = 1

10: while 3r, € P, state (ry) = 0do
11: e — px > 0whenr, #0

12: suppose ry — px > 0andr, =0
13: thenry — px =0, py =0
14: also, if ry — px >0

15: then 0 > py and py <0
if r, fails, p, becomes the approximate root peer
16: end if
17: for all (py) € P do
18: state (px) =0
19: end for
20: Px = Po
21: state p, = 1
22: while 3p, € P, state (py) = 0do
23: Px —C¢x > Owhen p, #0
24: suppose py —cx > 0and p, =0
25: then py — ¢y =0,¢, =0
26: also, if py —cx >0
27: then0 > ¢, and ¢y < O
if p, fails, c, becomes the approximate parent peer
28: end if
29: End

6 Performance evaluations

In this section, the experiment setup for simulation and
the results obtained from the event-driven simulation are
discussed. A scalable video coding real-time video trace
file (that is H.265 /HEVC) obtained from [104] was used
as test data for all the simulation scenarios; the H.265 file
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consists of I frames, P frames and B, frames. For closer
observation of the behaviour pattern of the existing and
proposed streaming protocols, all the simulation scenarios
were subjected to a wireless simulation environment.

6.1 Experimental setup

The performance of the proposed streaming protocol is
tested within a packet-level simulation environment, in
particular, the STS and UStream algorithm presented in
Section 5 is implemented within the TCP/IP suite in
network simulator 3 (NS3) using NS3.28.1 version. The
proposed scheme is benchmarked against the neighbour
selection algorithm [91] and node selection method
[101]. For simplicity, the models presented in [91] and
[101] are abbreviated as “Kim-NSA” and ‘“Rongfe-NSM”
respectively. The graphical representation of the proposed
streaming protocol in NS3 is depicted in Fig. 8.

A new module named “ustream” is created at the
source(src) in NS-3.28.1. The ustream module inherits
some features from two parent modules - application
and mesh modules. The ustream was designed using the
standard format in NS-3, it contains model, helper and
wscript. The wscript is written in python programming
language and it binds all the C++ programs in the module
together. To represent the adaptation layer of the streaming
protocol in NS-3, the H.265 trace file is converted to
acceptable NS-3 video trace format using awk script.
The STS algorithm is also converted to C++ codes and
implemented as steady-traffic.cc and steady-traffic.h in
ustream module. In addition, the STS algorithm accept the

H.265 video trace file as input. Furthermore, the ustream
algorithms are written in C++ programming language
which are saved in the model; the spanning tree, ultra-
metric tree, behaviour of peers and approximate peers are
implemented in “ustream.cc” and ‘“ustream.h” supported
by “ustream-stack.cc” and “ustream-stack.h”. The helper
contains the “ustream-helper.cc”, “ustream-helper.h”, “sts-
helper.cc” and “sts-helper.h”, which make it easier to
create an instance of the model. To test the effectiveness
of the ustream module, a wireless network simulation
scenario (NS3/multirate.cc) is adopted. The summary of the
simulation parameters is given in Table 4.

In the simulation scenario, a 15 by 15 grid topology is
created to make a total of 225 peers in the network, multiple
simultaneous flow, multi-hop ad-hoc routing and mobility
are also embedded in the scenario. The grid topology
is divided into four quadrants. To depict P2P network,
the source and destination nodes are randomly selected
such that node maybe source for multiple destinations
and/or destination for multiple source. The sender node
(representing root peer) setup flow to each of its neighbours
(parent peers or children peers) in its quadrants and all
flows are exponentially distributed. The source is equipped
with H.265 video trace file and scheduling mechanism is
performed. The ustream overlay topology is installed on
all the nodes by creating an instance of “UstreamHelper”.
The node distance in the simulation scenario varies between
15 meters and 30 meters and the total simulation period is
200 seconds. The simulation scenario runs severally while
varying the peers bandwidth using three categories- average
speed (5 Mbps - 25 Mbps), slow speed (1 Mbps - 4.5

Fig.8 Streaming Protocol in

NS3 NS-3 MODULES

\ 4

SCRATCH

Ustream.cc

‘bindin MESH
A WSCRIPT > APPLICATION
: BINDING
__________________________________________________ (PYTHON)
v \
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Table 4 Simulation parameters

Variable

Value

Node placement model
Node distance

Total number of nodes
Bandwidth Assignment
Backbone Network
Video file

Flows

Codec

Total simulation time

Transmission delay

random distribution

15m - 30m

225

0.1 Mbps - 25 Mbps

100 Mbps

Speed - 1920 x 1080.yuv
exponentially distributed
H.265/HEVC

200s

2 ms - Sms

Mbps) and extreme slow speed (0.1 Mbps -0.9 Mbps). The
existing schemes - “Kim-NSA” and “Rongfe-NSM” are also
tested using this simulation scenario. The output trace file is
generated using flow monitor module in NS3 and analyzed
for mean delay, mean jitter, packet loss ratio, throughput,
playback continuity and start-up delay.

6.2 Simulation results -mean delay

The graph of the mean delay for average speed network
category is presented in Figs. 9-10. The mean delay
measures the average end-to-end delay for the proposed
scheme and existing schemes. Figure 9 compares the mean
delay of the three streaming models without STS algorithm.
Instability is observed as the traffic flow ramps up to
20. Whereas, UStream presents a start-up delay of 0.003
second which later stabilises at 0.0004 second as the traffic
flow increases to 200. On the other hand, Kim-NSA and
”Rongfe-NSM produced a start-up delay of 0.0043 second
but later stabilises at 0.008 second and 0.007 second
respectively as traffic flow increases from O to 200. The
instability observed in the three schemes is indicative of
multiple requests from several peers at the beginning of the
live streaming session but UStream is able to reduce the
start-up delay by 30% as well as a 43% and 50% reduction
in mean delay in comparison to Rongfe-NSM and Kim-
NSA respectively. The results of mean delay for an average
speed network as STS algorithm is tested alongside with
UStream and in comparison to the two existing schemes
is shown in Fig. 10. It is discovered that the UStream
lowered the start-up delay to 0.00145 second from 0.00155
second and 0.003 second in Rongfe-NSM and Kim-NSA
respectively. Again at stability, UStream lowered mean
delay to 0.0003 second from 0.0006 second for Rongfe-
NSM and 0.00075 for Kim-NSA. In this scenario, UStream
outperforms Rongfe-NSM by reducing start-up delay by
6.5% In the overall, UStream outperforms Rongfe-NSM
by 50% and Kim-NSA by 60%. The implication of this
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result is that UStream combined with STS algorithm can
effectively handle flash crowd and peer churn situations in
P2P streaming systems.

For slow-speed network category, the mean delay for
the three streaming schemes are compared as depicted
in Fig. 11. The results showed UStream accomplished a
minimal start-up delay of ~ 0.0088 second as against 0.011
and 0.0095 for Rongfe-NSM and Kim-NSA respectively.
This indicates that a maximal of 74% reduction in start-up
delay is achieved by UStream. Furthermore, it is observed
that Rongfe-NSM and UStream produced the same mean
delay of 0.0018 second while the mean delay is 0.0025
second for Kim-NSA. This shows that UStream exhibits the
same performance with Rongfe-NSM but, it outperformed
Kim-NSA by 28%. The mean delay results of the three
streaming protocols with STS algorithm for slow speed
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Fig. 10 Average speed-mean delay(with STS)
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Fig. 11 Slow speed - mean delay

network are evaluated in Fig. 12. The graph shows that
UStream outperforms the Rongfe-NSM and Kim-NSA with
a start-up delay of 0.0072 second as against 0.0101 second
and 0.009 second. This implies that UStream achieved a
decrease in start-up delay by 28.7% and 20%.

In extreme slow speed environment, mean delay results
for the three streaming protocols as presented in Fig. 13.
The graphs are quite different from average and slow
speed mean delay results. For all the tested streaming
protocols, it generated high delay. The UStream maintained
a steady mean delay =~ 0.2 second till the end of
the simulation period while Rongfe-NSM and Kim-NSA
produced increased mean delay of 1 second and 2 seconds
respectively. This indicates that UStream decreased delay
with minimum of 80% and maximum of 90%. However,
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this high delay generated for this scenario is significantly
minimised when all the streaming protocols were combined
with STS algorithms as depicted in Fig. 14. The result
revealed that UStream and Rongfe-NSM produce similar
mean delay of &~ 0.018 second as against ~ 0.16 for
Kim-NSA.

6.3 Simulation results - mean jitter

The mean jitter results generated for all the simulation
scenarios are presented in this sub-section. Figure 15
compares the mean jitter of the three streaming protocols for
average speed. The graph shows that UStream outperforms
Rongfe-NSM and Kim-NSA with maximum mean jitter of
0.0002 second as against 0.000026 and 0.0007 seconds.
Furthermore, it is observed from all the three streaming
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Fig. 14 Extreme slow speed - mean delay(with STS)
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protocols with STS inclusive achieved lower jitter as shown
in Fig. 16. UStream produced significantly low mean jitter
of =~ 0.000185 second while Rongfe-NSM and Kim-NSA
achieved a mean jitter of & 0.00021 second and ~ 0.00061
seconds respectively. However, we observed high level of
instability at the beginning of the simulation for the schemes
as displaced in Fig. 16.

For the slow speed case study, the result of mean jitter for
the three streaming protocols were compared as shown in
Fig. 17. The results showed that the UStream accomplished
a minimal jitter bounded at ~ 0.0004 second as against
~ 0.0007 and ~ 0.0009 for Rongfe-NSM and Kim-NSA
respectively. Figure 18 showed the mean jitter results for
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Fig. 16 Average speed - mean jitter(with STS)
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the three streaming models with STS inclusive. The graph
shows that the UStream outperforms with a steady mean
jitter of & 0.00035 seconds as against ~ 0.00075 seconds
and ~ 0.00085 seconds for Rongfe-NSM and Kim-NSA
respectively.

The results presented in Fig. 19 shows an increased
mean jitter of &~ 0.005 second as against ~ 0.054
second for Rongfe-NSM and &~ 0.056 for Kim-NSA. This
indicates that UStream achieved maximum reduction of
91.1% for extreme slow speed. The combination of STS
algorithm with the three schemes reduced the mean jitter
for the extreme slow speed with maximum performance of
87.5% when compared with existing scheme(Kim-NSA) as
depicted in Fig. 20.
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6.4 Simulation results - throughput

The results of throughput for all scenarios are presented
in this section. Figure 21 shows the throughput results
in Mbps for average speed category for all the streaming
protocol. Kim-NSA achieved an average throughput of 3.5
Mbps and Rongfe-NSM produced an average throughput
of 4.5 Mbps. The proposed UStream protocol performs
better than the existing protocols with average throughput
of 10.1 Mbps, a sudden increase to maximum throughput
of 14.8 Mbps for UStream only occurred at a point during
the simulation. This simulation result also revealed that the
throughput at the beginning of the streaming session is zero
which confirms the instability behaviour observed in the
mean delay and jitter results. Although, when the proposed
scheme and the existing schemes were combined with STS
as shown in Fig. 22, higher average throughput is observed.
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Kim-NSA increased to 4 Mbps and Rongfe-NSM increased
to 4.8 Mbps. The UStream achieved average throughput of
15 Mbps and a sudden increase to maximum throughput of
27 Mbps at similar point is as well observed.

In the slow speed category, the throughput of all the
streaming protocols with STS and without STS produced
relatively similar results. The graph as shown in Fig. 23
shows that Kim-NSA and Rongfe-NSM achieved closely
related average throughput of &~ 0.2 Mbps while UStream
produced a steady average throughput of ~ 0.3 Mbps.
The results revealed that UStream outperforms the existing
schemes with increment by 50% ; this proves that the
proposed streaming protocol is suitable for transmission
of live video in low capacity networks. The throughput
results for extreme slow speed also produced similar values
as shown in Fig. 24. Furthermore, all the three protocols
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Fig.22 Average speed - throughput(with STS)
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achieved closely related values for average throughput of
~ (.12 Mbps for Rongfe-NSM and UStream as against ~
0.11 Mbps for Kim-NSA. It was also observed that Rongfe-
NSM achieved initial throughput of =~ 0.18 Mbps, this
indicates that Rongfe-NSM performs better than UStream
in this scenario.

6.5 Simulation results - packet loss ratio

The packet loss ratio(PLR) generates similar results for
all the three categories when tested with STS and without
STS. The packet loss results for the average speed as
shown in Fig. 25; it was observed from the results that
all the protocols achieved PLR of ~ 0.003%. However,
initial packet loss of 0.16% is observed for Kim-NSA and
UStream before it gradually drops to 0.003% and = 0.0025
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respectively. The slow speed PLR results as given in Fig. 26
showed that UStream maintained steady PLR of 0.05% as
against unsteady PLR of (0.09- 0.35%)and (0.1-0.35%) for
Rongfe-NSM and Kim-NSA respectively. The extreme slow
speed PLR results as shown in Fig. 27 produced lower limit
of 0.25% and upper limit of 1% for UStream protocol.
The existing protocols achieved bounded PLR of ~ 0.6%,
however, Kim-NSA experienced sudden increase at some
points with maximum at =~ 0.9%.

7 Conclusion

This work presents an adaptive P2P streaming protocol for
effective live video transmission deployable in fast and slow
speed networks. The protocol is modeled using scheduling
mechanism to manage effective flow of video frames in
the network. Additionally, the concept of ultra-metric and
spanning tree algorithms were adopted in the formulation of
a hybrid overlay topology for fair distribution of resources
among peers in P2P streaming systems while reducing
waiting time of incoming peers and ensuring provision of
alternate routes for peers. The proposed streaming protocol
was compared with existing protocols ( Rongfe-NSM and
Kim-NSA) through extensive simulation within TCP/IP
suite in NS3 taking into consideration the existence of
network access bottleneck.

The simulation results revealed that our scheme is
capable of producing a reliable and better result in
comparison with the existing protocols. It is obvious
that the proposed protocol has potentials to outperform
the existing protocols considering the following indices
- minimal start-up delay, lower jitter, reduced end-to-end
delay and increased throughput. However, the proposed
scheme faired equally in packet loss ratio results with
existing protocols. The experimental results demonstrates
that the new streaming protocol is suitable for peer-to-
peer live streaming system under flash crowd and peer
churn situations. It could also be stated that streaming
protocol performed efficiently when deployed in low-
capacity network.

However, there are still further works to be done to
extend the frontier of this research. The proposed scheme
can further be refined to further maximise throughput
and minimise start-up delay as well as designing a data
compression technique suitable for UStream. The new
streaming protocol can also be extended for cloud compu-
ting, virtual and augmented realities and the 5G network.
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