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Abstract
Peer-to-Peer (P2P) technology has seen a remarkable progress due to its decentralized and distributed approach. Awide range of
applications such as social networking, file sharing, long range interpersonal communication etc. are carried out with ease by
employing P2P protocol candidates. There exists a huge span of such P2P protocols. In this paper, we review advanced protocols
like ZeroNet, Dat, Ares Galaxy, Accordion etc. evolved from classic peer-to-peer (P2P) overlay networks. We utilize term classic
to allude protocols like Chord, Pastry, Tapestry, Kademlia, BitTorrent, Gnutella, Gia, NICE etc. While coming to their design,
several challenges existed with classic approach under high churn environment with growing network communication rate. To
address these multifaceted network issues with classic P2P systems, novel approaches evolved which helped researchers to built
new application layer networks on existing P2P networks. We contribute in this paper by systematically characterizing next-level
P2P (NL P2P) and examining their key concepts. Arrangement of distributed networks is completed by numerous analysts, which
incorporates classic P2P systems. In this work, we therefore aim to make a further stride by deliberately talking about protocols
created from classic P2P systems, and their performance comparison in dynamically changing environment. Different aspects of
P2P overlay frameworks like routing, security, query, adaptation to non-critical failure and so forth dependent on developed
conventions are additionally examined. Further, based on our review and study we put forward some of the exploring challenges
with NL P2P frameworks.
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1 Introduction

As the technology is enhancing with rapid growth, with grow-
ing user demands and network complexity, overlay networking
based approach was improved further with addition of new
technologies. To facilitate effective file sharing and its re-
sources, application-level overlays were employed using peer-
to-peer (P2P) networks in a loose manner. Decentralization was
comprehended for exchange of information from local source
to a more confined liberal framework. In today’s world, the
current scenario of network virtualization is taken to an extent,
where users can retrieve information with high speeds in differ-
ent applications. Especially, with P2P class of overlay

networks, wide variety of applications exists. Researchers have
contributed significantly to efficient routing, communication,
security, and various other functioning of such networks.
Using P2P as base, designs of social networks are also simpli-
fied. Novel techniques in the field of P2P domain helps in
retrieving information efficiently. Diverse applications needs
are also fulfilled, with effectiveness in cost [1].

Routing in P2P networks gets more attractions in research
communities, since better the routing protocol, better is the
overall performance of the network. Also, resource discovery,
load balancing and privacy maintenance are other technical
issues focused upon. To ensure efficient traffic forwarding with
best QoS (Quality of Service), networking path selection
criteria need to be idealistic. Adrian has discussed overlay
routing in his work [2]. The two types of routing protocols:
reactive and proactive are employed in most of the networks.
However, these work well under low churn, as in classic net-
works. But with increasing network complexities, churn rate (a
rate at which peers join and leave the network) also increases
rapidly, which calls for improving routing techniques in classic
P2P protocols to be deployed in current generation networks.
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Topology of network is also equally important; it should
reduce the cost function of creating links as well as routing
cost. Kamel discussed one such near-optimal technique for a
given traffic matrix; formulating problem as ILP (Integer
Linear Programming) [3]. For developing near optimal topol-
ogy, greedy approach along with clustering, maximum hop
number and traffic volume were used. Besides topology; re-
search enhancement in the security of classic P2P network is
also highly motivated in present world. To bridge the connec-
tivity with enhanced security mechanism, urgent call for tech-
nological development in classic networks was raised.
Additionally, classic P2P approach does not give dependably
widespread network. An extensive part of the system lies be-
hind firewalls. A significant and developing architecture of
hosts are behind Network Address Translators (NATs), and
intermediaries. Managing these functional issues is tedious,
but essential to appropriation.

P2P networks implementation on realistic networks re-
quires good network scalability, so that it can be employed
on long term basis. Therefore, network design criteria invites
for novel approaches which can target wide range of applica-
tions. Besides scalability, indexing multi-dimensional data is
also of prime importance. Considering real world scenario,
design complexity with classic P2P networks cannot be effi-
ciently handled, since their performance degrades in such en-
vironment. The popular BitTorrent also fails in current web
due to increasing demand in the security of files shared. The
cutting edge web incorporates open and private spots for net-
works, without pitching information to publicists. Structured
at first for research information, P2P expands on the current
web while giving more control to users. Re-decentralizing
enables clients to share specifically and build up new models
for advanced cooperation.

In this paper, we center on next-level P2P (NL P2P) and
current research in the field of P2P systems, examining how
innovative developments rose advanced P2P systems from
classic P2P systems. Different researchers have talked about
P2P systems. The regular pattern of scientific categorization
and characterization runs with ordering P2P into structured
and unstructured systems, with further exchange of different
systems in each, structured and unstructured classifications of
P2P systems. We allude such systems as exemplary or classic,
which incorporates commonplace conventions like Chord,
Pastry, Tapestry, Kademlia, Gnutella, BitTorrent, Gia and so
forth. In view of these exemplary systems, different headways
has prompted further advancement of P2P systems, which we
allude to them as next-level peer-to-peer (NL P2P) systems,
since they are developed and built on existing P2P systems.

Lua and Crowcroft [4] has discussed various classic P2P
networks, with respect to their architecture, lookup protocols,
system parameters, routing performance, routing state, securi-
ty, reliability etc. Structured P2P networks like CAN, Chord,
Pastry, Tapestry, Kademlia, Viceroy and unstructured

networks like Freenet, Gnutella, FastTrack/Kazaa, BitTorrent
were considered for P2P network comparison. A similar P2P
based approach was also taken by Malatras [5] for pervasive
computing environments, in which additional classic P2P net-
works like P-Grid, Skip-Net, UMM, Gia, Phenix were
discussed. Classic P2P networks serves as base for peer to
peer overlay networks. But with network intricacy, advanced
protocols have been introduced and are built on classic net-
works to meet the competing demands of current generation
networks. These are lacking in the previous survey of P2P
networks, so we examine and discuss these NL networks in
this paper, to help to get good insight into such networks and
protocols.

Considering standard trend of classic P2P network charac-
terization, we audit NL P2P also into two classifications:
structured and unstructured P2P.

& Firstly we examine issues with classic P2P networks,
which motivated the evolution of NL P2P systems.

& We examine, why in-spite of having powerful support and
base, they are not completely solid in specific
applications.

& We also discuss why Distributed Hash Table (DHT) based
approach in structured P2P is not fully suitable in the
present overlay systems.

& We bring together cutting edge P2P networking protocols,
examining their key concepts

& Additionally, elimination of network partitions like prob-
lems by NL P2P is also presented.

The paper then examines NL P2P in subsequent sections.
In structured, we talk about NL P2P dependent on four well
known classic P2P viz. Chord, Pastry, Kademlia and CAN. In
light of Chord ring, next P2P level conventions are EpiChord,
Accordion and Koorde. In light of Pastry, are Bamboo,
SCRIBE and SimMud. Further, we likewise considered
Broose and Overnet dependent on Kademlia and also
Meghdoot, a CAN based protocol. In unstructured systems,
classic BitTorrent based ZeroNet, Dat, Tribler; Gnutella based
Ares Galaxy; IPFS based Filecoin are presented in detail.
Figure 1 demonstrates rundown of some mainstream classic
and their NL P2P systems. NL P2P systems like EpiChord,
Accordion, SCRIBE, Overnet, ZeroNet, Filecoin and so on
are talked about in this paper regarding their query, routing,
adaptation to non-critical failure, security and so forth. Some
NL P2P protocols employ dual or multi classic protocols.
Example is Shareaza which uses Gnutella, Gnutella2 in addi-
tion to classic BitTorrent.

It is to be noted here that there exist vast number of classic
P2P protocols other than those considered in this paper. For
instance Viceroy, Tapestry, Skip-Net, Gia etc. [4, 5]. However,
in the survey we considered those classic P2P which serves as
base to NL P2P and are also most commonly used. In addition
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to this, we carry our discussion further with application-layer
multi-cast protocols. The various existing application-layer
multi-cast and their successors are discussed with respect to
their bandwidth of routing path, end-to-end delays, neighbor
selection mechanism etc.

2 Classic peer-to-peer networks basics

Classic P2P networks of overlays are important and have seen
a remarkable progress as it eliminates centralized approach
based on traditional client-server model. Further, reliability
issues can also be tackled using such networks. The present
generation networks are built using network virtualization
concept considering P2P as the base. Resource location of
both peer nodes and data needs efficient protocols which can
handle resource discovery in P2P networks. In this section, we
discuss various technical research issues with existing classic
P2P networks.

2.1 Technical characteristics and associated deficiency

Foundation DHT is the base of classic structured P2P net-
works. Besides offering good scalability, it also supports ma-
jority of structured P2P for their routing between nodes with
bound on number of hops [6]. It helps in mapping identifiers
set to node set, which helps in node location in well organized
manner. DHT based approach offers major merits such as
good scalability, very high availability, low-latency, and high
threshold. However, it fails when performing under high
churn. This is the major drawback of DHT based approaches
for being not suitable in networks with their growing com-
plexities. Besides this, it also suffers from various common
security attacks like Sybil attacks, DDoS attacks etc. The
weak resistance against security attacks further affects its peer
discovery process as intruder interrupts the communication.

Lookup In most structured P2P (for e.g. Chord, Kademlia, P-
Grid [5], Skip-Net), O (log N) numbers of peers are required

Fig. 1 Classic and NL P2P networks
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to be contacted for storing, retrieving or searching data. In
classic unstructured P2P, the search algorithms are based on
flooding and random walk [5]. Dorrigiv, Pralat [7] illustrated
that flooding works out at its good, when handling lesser
number of messages, but with large number of messages pres-
ent, its outcome significantly degrades, as in classic P2P. The
performance had been tested by them for different graphs and
topologies. It was found that for clustered topologies, flooding
is less effective.

Performance under churn Under high churn, where both net-
work dynamicity and complexity increases twofold, classic
P2P networks are not able to perform well with their existing
routing mechanism and lookup. Some of the reasons are:

& Requirements of extensive updates and refreshes in the
routing tables.

& Poor mechanism for peer discovery.

For instance, the pastry protocol is found to be less reliable
under medium and high churn. Network recovery ability also
reduces with its reactive approach and short session time. This
may also affect peer connectivity resulting into network split-
ting. Similarly, the chord too fails under high churn with large
lookup latencies [6]. The various file-sharing applications are
mostly obtained from unstructured P2P networks. Search
techniques in such networks are random with flooding mech-
anism. This is highly unsuitable for very large network size, as
peer needs to query all the nodes in the network and also result
in traffic overhead. Further, to decrease traffic overhead due to
flooding, additional techniques needs to be incorporated in
classic networks, which not only degrades performance but
also increases further complexities.

2.2 Routing mechanism

Iterative This type of routing follows the communication of
nodes with their source only. When searching for a specific
key, requesting peer P1 sends a demand to its finger which lies
close to the predecessor of the key ID. This peer restores its
nearest finger before continuing with further iterations.
Subsequent to getting this data, P1 sends the demand to the
next new peer which is closer to the ideal key and at that point,
sits tight for the appropriate response. This process proceeds
iteratively with the peers lying on its path until the peer that
lies before the key ID is located. When successor of key is
reached, it realizes that key is found, and the immediate pre-
decessor holds the required key. The initiator node P1 likewise
screens the entire routing path by utilizing a timer for each hop
to decide whether the queried hub is missing or the bundle has
been lost and another packet must be sent. Iterative routing
offers primary points of interest: First, initiator node P1 can
monitor the query course without much of a stretch and can

respond to issues such as wrong routing information quickly.
Also, when the query flops because of a missing peer, P1 is
soon mindful of the disappointment and presumably proceed
with the query alongside the missing peer [8]

Recursive Unlike iterative, in recursive routing peer P1
requesting for a key simply forwards the query to the next
peer P2. P2 then forwards query to next peer say P3 and so
on until the point at which the demand achieves the key’s
predecessor. At that point, peer at last returns the key’s suc-
cessor to P1. This seems to be good concerning hop delay
since P1 don’t have to wait for acknowledgement from each
subsequent peer. However, varying finger table sections (un-
der high churn) are the principle issue with recursive routing.
Expecting a shared system where peers join and leave fre-
quently, fingers likewise gets updated all the time. As finger
sections are not refreshed promptly, the likelihood of utilizing
a finger that is never again taking an interest in the system is
noteworthy. These outcomes in the loss of query packets and
they cannot be conveyed to the missing peer. Once again, the
initiator peer P1 screens the query request with a timer. While
each hop can be checked independently when utilizing itera-
tive routing, a peer gets no data about the directing advance-
ment when recursive routing is utilized. This is the reason the
timer must be picked perceptibly more. Likewise, it becomes
more difficult to discover missing peers. Queries consequently
flop all the time, and are not seen until the global time expired
[8]

Such routing is good but offers latency along with irregular
query delivery. For a network to be robust, it should therefore
eliminate the majority of its technical deficiencies. Figure 2
lists significant features of a P2P robust network. Besides
lookup/ peer discovery, foundation, fault-tolerance; handling
churns along with good ability of handling network partitions
like parameters are also important. These will be discussed in
subsequent sections with respect to NL P2P. We’ll see these
features are more accountable in NL P2P. Next, before
discussing NL P2P, we briefly go through technical concept
of their existing classic P2P base.

2.3 Some classic P2P networks that serves as base
for NL peer-to-peer networks

BitTorrent is unstructured P2P network. It is popular as a file-
sharing tool. This distributed P2P network aims for easy file
distribution with less bandwidth consumption. Large number
of files thus can be downloaded using BitTorrent. The file
splitting mechanism of BitTorrent allows users for simulta-
neous access of files, with high speed. Its open-source nature
has further attracted large users and research communities. As
far as resource allocation is concerned, no centralized method
exists with it [9]. However, it did not possess strong base as far
security is concerned. To tackle this issue, P2P were
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developed further considering BitTorrent as base. One such
research led to evolution of P2P-over-ZeroNet networks
which incorporates security features (https://zeronet.
readthedocs.io/en/latest/).

Gnutella This open source P2P was among the first
decentralized approach in classic P2P. It is popular as file-
sharing tool with P2P search protocol. Parallel fashion work-
ing Gnutella clients maintains its development. Peers form an
application-level Gnutella network, by running software com-
patible with Gnutella protocol. It follows a multi-modal dis-
tribution, incorporating both quasi-constant and power law
distribution [10]. This allows network reliability of Gnutella
network. Although this feature also make it robust to mali-
cious attacks, but when considering large network, its security
was not powerful enough.

InterPlanetary file system (IPFS) IPFS is a content-addressable
P2P network, designed for hypermedia storage and sharing
purpose in distributed file system. It is an open-source project
with contributions from over different communities. This P2P
approach connects all computing devices having same system
files. In 2014, IPFS added features of Bitcoin to improve its
performance. Due to this, storing unalterable data, removing
redundant contents and address information access was possi-
ble [11]. Although IPFS uses DHTs, we discussed it in un-
structured P2P networks since it employs unstructured
BitTorrent protocol.

Chord It is fully distributed protocol, in which all nodes have
equal importance. They are robust and are employed in loose-
ly organized P2P networks. It achieves load balancing through
consistent hashing and uses periodic stabilization when new
node adds to the network to restore its balance. Without any
parameter tuning, it is found to scale with logarithmic lookup,
O (Log N), where N being the network size. It works in both

iterative and recursive manner. Its protocol consists of query,
finger table, peer joining mechanism and stabilization proce-
dure. O (Log N) nodes are reached with huge probability
using Chord [12]. However, it is seen to have less resistant
to high churns [13].

Pastry It is also based on DHT approach like Chord. For suc-
cessful joining of nodes, IP addresses of nodes in the network
are used. Dynamic routing tables are then used for further
communication between nodes. Through network locality, it
minimizes the distance for quick message delivery. Like most
P2P, it is self-organizing with mechanism for handling failure
of nodes [5, 14]. It serves as good base for NL P2P like
Bamboo, SCRIBE, and SimMud. Although Pastry offers
good scalability, but due to its dependency on DHT, its flex-
ibility in maintaining routing overheads reduces when operat-
ing under high churns. It tends to further increase network
complexity in non-static environments.

Kademlia DHT based Kademlia locates nodes by employing
XOR dependent metric. It utilizes asynchronous parallel
queries to solve timeout delay issues. Peers in Kademlia use
keys lying in 160-bit key space [15]. Due to its XOR based
approach, lookup queries are received from uniform distribu-
tion of nodes. It provides good consistency and reliable per-
formance compared to other classic P2P networks. However,
in complex nature with growing users, existing networks do
not meet required availability. Nonetheless, Kademlia serves
as good base for Overnet like proprietary protocol.

CAN Is a distributed hash table based structure P2P network
with good scalability features, along with fault-tolerance and
self-organizing ability. It uses d-torus topology with virtual
Cartesian space of d -dimension. The space is partitioned with
nodes positioned in the partitions. The space is also used for
storing a pair (Key, Value). The CAN has average routing path
of ((d/4)*(n1/d)) with node degree of 2. For node failure han-
dling, takeover algorithm is used by CAN in which neighbor-
ing node takes in place of a failed node. This is although good,
but it requires refreshes as the (Key, Value) pair is lost along
with node failure [16]. Also, security and load balancing fea-
tures are not strong in CAN [5].

2.4 Distributed hash tables (classic P2P) and De Bruijin
graphs (NL P2P)

Exemplary systems use DHTs as the base for their structure.
Using DHT, overlay topology for all framework sizes can be
organized. DHT is observed to be less viable under the un-
bound condition. It is inclined to Sybil assaults, Eclipse as-
saults, directing and capacity attacks. This also gives call for
further future attacks. The lookup request sent also gets
interrupted, which results in unsuccessful delivery of queries

Fig. 2 Robust P2P and its features
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[17]. But in real time environment, to employ any protocol, its
practical implementation demands for security uprightness.
The overhead in the routing data maintenance has also been
reported in the DHT based techniques. Network complexities
tend to increase under highly non-static environments.
Consequently, either DHT based ought to be included with
incredible security highlights or altogether new methodology
is to be utilized. De Bruijin was one such approach over DHT.

De Bruijn graphs have numerous qualities that settle on
them an appropriate decision for the topology of an overlay
organize. These incorporate consistent degree at every hub,
logarithmic measurement and an exceedingly normal topolo-
gy that licenses peers to make solid presumptions about the
worldwide structure of the system [18]. In chart hypothesis, an
n-dimensional De Bruijn diagram of m symbols is a coordi-
nated diagram indicating overlays between successions of
symbols. Linear De Bruijn Graph is a d-dimensional with
unidirected nature. For a node set V, graph is represented in
the form G = (V, E) where E is the edge set [19]. NL P2P like
Koorde, Broose employs De Bruijin graphs as it improves
self-stabilizing property of the network. De-Bruijin offers
merits over DHTs, in that;

& Self-balancing feature provides adaptation to internal fail-
ure while keeping up consistent node degree.

& It improves self-stabilizing property of the network.
& Less overhead as compared to DHT, since it includes con-

stant degree at every node [19].

3 NL P2P networks (NL P2P)

The advanced peer-to-peer networking is a powerful tool itself
in overlay networks. The wide range of file-sharing and other
applications has striving need for robust application layer ar-
chitecture for their optimum operation under high churn. NL
P2P is one such solution to fulfill these needs. In this section,
we first considered NL P2P in unstructured topology followed
by structured topology.

3.1 Networks advanced from basic unstructured P2P
networks

With unstructured P2P approach, wide assortment of conven-
tions is created. It has no structure to sort out its peers, which
disposes the overhead and the need to keep the system struc-
ture. Distinctive kinds of conventions are created and kept up
with further upgrades in their execution. While BitTorrent,
Freenet, Gnutella are among the prominent hopefuls, IPFS
additionally pulls in different research and modern networks.
In this area, we discuss NL P2P and their associated features.
Figure 3 shows unstructured NL P2P protocols and their

classic P2P substrate. Table 1 shows the key characteristics
of various NL P2Ps networks along with their classic counter-
parts. All networking protocols offer s pure P2P nature when
peers communicate with each other. However, the peer dis-
covery may not be direct peer to peer i.e. to locate peers a
virtual third party involves (e.g. BitTorrent). Also, the decen-
tralization behavior is not completely P2P. Further portion of
this section discusses NL P2Ps based on some common clas-
sic P2P networks.

3.1.1 Based on BitTorrent

P2P over ZeroNet ZeroNet is a most current shared system
which utilizes BitTorrent and Bitcoin innovation (https://
medium.com/@zeronet/zeronet-bitcoin-crypto-based-p2p-
web-393b5bc967e5). The open, pure P2P, censorship resistant
network was released in 2015. Utilizing BitTorrent, ZeroNet
system is utilized for sites distributing and editing purpose.
The sites are in the form of public Bitcoin addresses. Peers
publish onto sites by signing into them using their private
keys. Private keys are generated securely using SHA512
hash techniques. After signing, users publish and modify
their websites content. Visiting peers requires the public
keys. Joining of a peer to a group pursues similar procedure
from BitTorrent. The peers seeding the sites are identified and
file downloads then follows. If peer updates it file content over
site, then this is notified to all other peers interested in those
sites. Real time updates are possible in ZeroNet through
Websocket API. Special API called ZeroFrame is also used
by ZeroNet for updates (https://zeronet.readthedocs.io/en/
latest/site_development/zeroframe_api_reference/). This
enables peers to get aware with newly modified file
contents. ZeroNet also supports multiple users for sites.
Visiting peers can also publish their contents over sites that
they are visiting. For this, the site owner grant permissions to
peers interested, after securely authenticating them. BIP32
innovation is used for different sites to generate unique
addresses and private keys.

P2P over ZeroNet uses the ZeroNet and is created with
primary intension of tackling security issues related with Tor
and I2P. The novel secure technique utilizes two layer P2P
protocol. The peers are refreshed consequently and steadily.
The real favorable position of such system lies in its anonym-
ity attributes. Such systems additionally counteract tracking
and forensics since it uses two layers P2P systems. Two layers
of P2P utilizes onion router [20] of Tor, for choosing super-
hubs and ZeroNet’s site structure. There are three primary
modules in P2P over ZeroNet systems viz. local editor mod-
ule, secure transfer module and remote receive module. In
local module, user configurations, along with packet and other
processing is carried out. Encryption of packets is likewise
conveyed in local editor module. Secure transfer module is
concerned to peers locating sites, which were initially visited
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by different users. This is accomplished through ZeroNet’s
decentralized P2P component. In the remote receive module,
incoming messages are tuned in and processed from
ZeroNet’s peers. Message decryption also occurs in this
module.

Encryption and authentication is achieved through security
techniques i.e. hashing site contents and their locations (as
used in Bitcoin). Also, with BitTorrent technology, once files
are kept for users to download, update of files is not possible.
This is solved in ZeroNet, which allows for data update option

Table 1 Decentralized nature of Unstructured classic and NL P2P networks

Unstructured P2P networks Decentralization nature Peers discovery Peers communication

BitTorrent Partial censorship dependent; Uses tor Direct

ZeroNet Pure Censorship resistant Direct

Dat Pure Censorship resistant Direct

Tribler Pure Censorship resistant Direct

WebTorrent/WebRTC Pure Censorship resistant Direct

Gnutella Pure Censorship resistant Direct

Ares Galaxy Pure Censorship resistant Direct

IPFS Partial Censorship resistant Direct

Filecoin Pure Censorship resistant Direct

Multi P2P based Shareaza Pure Censorship resistant Direct

Fig. 3 Unstructured NL P2P networks and their classic substrates
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in real time environment. Rather than using IP addresses,
BitTorrent based protocol uses public keys for identifying its
peers (but using Bitcoin technology). However, private keys
are used for encrypting the contents of BitTorrent distributed
files https://bravenewcoin.com/insights/ZeroNet-expands-
key-distributed-and-anonymous-features). It is ideal later on
use since the ZeroNet site in probably not going to be closed
down because of large number of users visiting it and anybody
can act as host.

Dat-data distribution tool In view of exemplary Bittorrent, Dat
protocol is developed with the intention to enhance file sharing
uses of BitTorrent. It considers files whose information contin-
ually changes. Dat can hence be utilized as a powerful asset in
applications like static websites hosting and also in developing
host-less applications. This enables clients to download distrib-
uted updates from any companion in the system, as though they
are straightforwardly downloading from source distributors. It
uses hypercore feeds which are cryptographically hashed and
signed binary appended streams (https://www.datprotocol.com/
deps/0002-hypercore/). Merkel trees are utilized for hypercore
feeds. Such trees are represented in the network and public keys
are used for their identification. The datasets are also hashed for
its identification. The content and metadata feeds are used
which contains information about files such as size, name etc.
The most common problem such as link rot is eliminated in
DAT through eliminating HTTP shared datasets. When peer
fetches contents over DAT network, DAT url in the form
dat://publickey/optionalsuffix is required to be known. DAT
peer uses discovery peers to locate other dat peers using Dat’s
public key (https://datprotocol.github.io/how-dat-works/). In
addition, DAT protocol has (post /login, logout, Get /account)
resources. These are used for creating fresh session, terminating
ongoing session and to obtain information about current session
respectively. When file data changes, Dat synchronizes
different peers and replicates content and metadata feeds.
While choosing between security in addition to speed and
straightforwardness, Dat is the most reliable tool.

DAT decentralized 2018 report concentrated on Dat, for P2P
decentralizing document sharing convention [21]. Dat influ-
ences intelligent data management and sharing under complex
clustered networks. The developers trust that presenting decen-
tralization at an level will permit existing storehouses (institu-
tional information stores and others) to share data, making in-
formation less demanding to get, enhancing repetition, and shap-
ing the premise of a helpfully run information conservation net-
work. Dat uses hyperdiscovery which helps in replicating con-
tents for a given Dat ARCHIEVE_KEY. For sharing files, Dat
nodes first locate the file contents and then import them. This is
achieved through dat.importFiles() and dat.joinNetwork() re-
spectively (https://docs.datproject.org/dat-node).

Considering file updates, circulated data sets needs to have
synchronization, since classic file sharing tools does not allow

file updates without new data set redistribution. The key high-
lights and properties of Dat such as content integrity,
decentralized mirroring, security of networks and efficient
synchronization are significant with respect to Dat design
[22]. Dat uses source discovery mechanisms for decentralized
mirroring. The advantage of this is that network can be created
where data can be discovered regardless of whether original
information source vanishes.

Tribler - social file sharing P2P A social based P2P network,
Tribler was developed as an extension to existing BitTorrent.
The limitations such as partial decentralization, availability, se-
curity and network transparency issues in BitTorrent are ad-
dressed by Tribler. For file-sharing application, Tribler consists
of modules like social networking module. The module carries
out functions of storage and making available information
about social groups. Tribler uses Buddycast algorithm for peer
and content discovery [23] and uses permId (permanent identi-
ties) for user action identification. Such Ids are stored in the
form of public or private key-pair, for signing every message.
Peer communication is set with a BitTorrent swarm. Peers then
communicate using BuddyCast protocol. For this, peer discov-
ery is done by connecting them to super-peers. The search
mechanism of Tribler is followed by its streaming, channels
and reputation. TTL is set to one, allowing only neighbors to
remote search. This reduces flooding process. Two streaming
types viz. video-on-demand and live-streaming are supported.
VOD differs from that in case of BitTorrent. In Tribler, first few
pieces are downloaded first while playback commences.

Also, priorities are being allocated as high, low and mid.
This helps pieces to be downloaded and play-backed based on
their importance. High priorities ones are downloaded first
followed by mid and low priority pieces. This ensures overall
health of swarms. Moreover, Tribler supersede and replaces
the default BitTorrent motivating force component (Tit-for-
tat) with Give-to-Get. This motivating force component will
rank peers as per their sending rank. A measurement
portraying howwell a peer is sending pieces to different peers.
For live streaming, Tribler alters the real downpour document;
since in live streaming pieces are not known in advance. For
that, check plans are supplanted by open key determination of
the first source in the deluge record. In this manner legitimacy
of pieces are checked using only open keys. Channels in
Tribler are implemented using Dispersy, which is a
BuddyCast successor. One of the BitTorent missing features
was cross-swarm peer identification. This is solved in Tribler,
by using permIds for Tribler peer identification lying in dif-
ferent swarms [24].

3.1.2 Other BitTorrent based P2P

WebTorrent/WebRTC With its first initial release in 2013,
WebTorrent is actively serving as a P2P streaming client. It

Peer-to-Peer Netw. Appl. (2020) 13:905–931912

https://bravenewcoin.com/insights/ZeroNet-expands-key-distributed-and-anonymous-features
https://bravenewcoin.com/insights/ZeroNet-expands-key-distributed-and-anonymous-features
https://www.datprotocol.com/deps/0002-hypercore/
https://www.datprotocol.com/deps/0002-hypercore/
https://datprotocol.github.io/how-dat-works/
https://docs.datproject.org/dat-node


is developed to work in browser applications supporting con-
nection of wide range of decentralized and distributed
browser-browser networks, efficiently. Its resiliency and ef-
fectiveness increases with growing user number over websites
boosted by WebTorrent. This is a strong motivating point for
WebTorrent, since unlike other networks whose reliability re-
duces with growing network users. In re-decentralizing web,
WebTorrent significantly contributes by being the first such
candidate. This powerful tool is also employed in Wikipedia
and Internet Archive like projects. Fast and low-cost access to
content further increases its reliability while maintaining com-
patibility with BitTorrent.

The streaming torrent client is employed in web browsers
and uses the normal seeding procedure as in BitTorrent i.e.
peers downloads pieces of contents from the other peers who
has already finished downloading. However, for peer-to-peer
transport facility, it utilizes WebRTC (Web Real-Time
Communication) (https://webtorrent.io/); unlike BitTorrent
which uses TCP/UDP as transport layer protocol.

3.1.3 Based on Gnutella

Ares galaxy Advanced from classic Gnutella, Ares Galaxy
(https://en.wikipedia.org/wiki/Ares_Galaxy) is an open-
source file sharing system. It utilizes its own decentralization
component with super node/leaf architecture. It considers sim-
ple and quick access interfacing with the assistance of in-built
sound video viewing choices. Other than using Gnutella’s
highlights, it has likewise been expanded (version 1.9.4) to
exploit and support BitTorrent systems. Because of complex-
ities in understanding its convention engineering, it isn’t prev-
alent. However, it is so ground-breaking system that it takes
into account information sharing intersection firewall limits. It
is bit by bit in more use with increment in the document
sharing applications. It requires a few enhancements in its
recently joined peers locating component. To permit super-
hubs into its systems, it depends on embedding hash links in
the location bar. Ares incorporates “hash links” functionality,
it can look for companions with records relating to a hash and
download from them. Ares likewise utilizes hash links for its
chat-rooms and its immediate chat tool. Its open source nature,
accessibility of documents, and lacking corporate greed has
brought about a populace of no less than a few hundred thou-
sand people.

Ares galaxy utilizes a framework in which a peer from
the ordinary client phase could be elevated to a peer that
additionally plays role similar to that of a server i.e. a
super-node. Similar strategy of peer hierarchy also exists
in the Fast-Track [5], a non open-source P2P system. The
super-node server should not be confused with traditional
servers of client-server model since the former is not
owned by any centralized company. With the intention to
make it more troublesome for clients to be followed by; for

instance the music and motion picture industry, counter-
measures are utilized in Ares network. Truth be told, the
system does not give measurements regarding the number
of users and the quantities of their mutual documents.
Looking is naturally restricted by the framework by coun-
termeasures in both the ordinary user mode and the super-
node mode. Kolenbrander and others presented a measur-
able investigation of utilizing Ares network worldwide in
connection with the circulation of CAM [25]. The traces on
a computer, running forensic analysis of Ares Galaxy P2P,
depicts that Ares galaxy is powerful P2P for securing file-
sharing applications.

3.1.4 Based on IPFS

Filecoin Like Bitcoin, Filecoin is a circulated electronic file
stockpiling system (https://filecoin.io/#research). It was
produced over the IPFS P2P networks by protocols Labs
and Juan benet. Its working is pretty much like Bitcoin, in
that Filecoin utilizes blockchain like Bitcoin. It is essential to
note here that, Filecoin is worked over IPFS and not on
Bitcoin. We referenced Bitcoin in the context of Filecoin, to
explain it, since Filecoin utilizes a portion of the highlights of
Bitcoin to enhance its framework execution. This data storage
network is a decentralized stockpiling system which is
auditable, freely verifiable and structured on incentives.
Authors of Filecoin referred it as “file storage network that
turns cloud storage into an algorithmic market” [26]. It
employs dual nodes viz. storage and retrieval. The users can
match their stockpil ing as per their needs while
simultaneously maintaining retrieval speed, redundancy and
price balance. Filecoin uses its base (IPFS) for addressing and
data moving.

Filecoin protocol is robust, and it achieves its robustness
through content replication and dispersion. Users can chose
the proper replication perimeters for security threat resistance.
Cloud storage nature of protocol also offers security features
with file content encryption at both ends of users. Its devel-
opers coined protocol into 4 elementary components which
are DSN (Decentralized Storage Network), novel proofs-of-
storage, verifiable markets and useful proof-of-work. The
DSN uses three sub-protocol like Put, Get and Manage [27].
The Put is used for content storage under unique identifier key
and Get is used for retrieving content stored using key.
Whereas the Manage sub-protocol is used for network coor-
dination, managing storage and auditing services. Besides of-
fering data integrity and retrievability, the DSN also offers
good management and storage fault-tolerance. The Earlier
protocol uses proof-of-retrievability for verification, the next
version of protocol came with storage proof of mining using
sequential and frequent proof-of-replication; along with
proof-of-storage protocols.
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3.1.5 Others

Shareaza To support multiple P2P networks, a single file-
sharing tool was developed and is popular as Shareaza. It
has support for classic Gnutella (both Gnutella and
Gnutella2) along with BitTorrent, eDonkey like peer-to-peer
networks (https://en.wikipedia.org/wiki/Shareaza). This
makes it suitable for present generation applications which
can cover huge range of users. Further, it allows its users to
download any file-type.

Its multi-network capability along with its security features,
different modes of operation, IRC (Internet Relay Chat) makes
it suitable in various applications (https://wikivisually.com/
wiki/Shareaza). Speed of downloading files is also quite
good since a single file can be downloaded from different
networks at once. This is done by hashing files. Users can
search for respective content through hash values. It uses
filters which are an extendable XML schema for the
security, and can be edited inside Shareaza.

3.1.6 Discussion

In the present P2P world, there is a propelling innovation to
enhance diverse file sharing applications using advanced un-
structured networks. Different P2P talked about in the paper
bolsters this statement. BitTorrent utilizes TCP connections
with UDP packets which are not working in today’s web since
security mechanism is not fully developed in BitTorrent.
Although some of the classic networks are popular, and are
welcome for technology advancements; but they do lack in
their performance in the fast changing corporative world.
Therefore, some advanced new technology for P2P networks,
especially in unstructured category serve the purpose, under
high churn environment. Using classic networks as the base,
advance networks achieve boost in their performance. Such
advanced P2P networks are the technical further steps for inte-
grating security as well as freedom. Employing them in target
applications, bandwidth costs also sees reduction on popular
files downloads, distributed file transfer boost with support
for advanced security features. Using advanced non-
structured P2P like Dat, decentralized record sharing, pro-
grammed document forming, and secure information reinforce-
ment has been achieved. Also, planning and synchronizing
complex process conditions crosswise over various elite figur-
ing bunches. Through Dat protocol’s performance, it has been
figured out that decentralized registering networks can enhance
logical information executives [22]. In classic P2P approach,
specialized issues were profoundly engaged upon, without giv-
ing much attention to social communities. But, with the high
connectivity environment evolution; social network likewise
needs measure up to significance. Tribler of NL P2P took into
account this issue. It avoided partial centralization existing with
BitTorrent, without disturbing its compatibility with its

substrate BitTorrent. Also, it eliminated flooding based search
methods in classic unstructured networks through (TTL =1);
employing only its neighbors for a remote search [24]. This has
reduced overhead in routing since flooding is eliminated. The
default approach of BitTorrent which is to download the rarest
piece in the first place, for guaranteeing the soundness of all
pieces in the swarm, is also improved. In VOD of Tribler, peers
need to download only the initial few pieces at the earliest
opportunity to begin playback as before as would be prudent,
thereby fastening communication process. Also, query mecha-
nism in classic and NL P2P differs. While peers in BitTorrent
like networks queries using IP addresses, most NL P2P proto-
cols employs content based query. This provides advantage of
getting direct access to file. Figure 4 depicts this scenario. New
technology of Ares might encounter some developing tor-
ments; it in any case is an essential player in the P2P world.
In addition, new client is being tested by the development team
of Ares which should re-eliminate various issues surrounding
this community. Besides being Gnutella based, it supports
BitTorrent, thus chances of integrating Gnutella-BitTorrent
technology exists with this protocol (https://sourceforge.net/
projects/aresgalaxy/editorial/). As of present research,
examiners are revealing that more genuine cases on Ares
Galaxy (Ares) are made by them in contrast to other open
P2P networks.

Table 2 lists major merits and demerits of NL P2P net-
works. Most of them are less prevalent since they are still
under the ongoing innovation. Nonetheless, due to their secure
platform, the protocols offer good reliability and anonymity.

Very little work has been carried out on programmed prior-
itization with the data derived from information that is accessi-
ble on P2P systems. Multi-cast is an effective component to
help these classes of utilizations as it decouples the extent of
the beneficiary set from the measure of state kept at any single
hub and possibly keeps away from excess correspondence in
the system. The previous decade has brought various
application-level ways to deal with broad communications ap-
propriation.With an application-level methodology, end frame-
works design themselves in an overlay topology for informa-
tion conveyance utilizing regular unicast ways. All NL P2P
usefulness is executed toward the end frameworks, rather than
at the limited users, giving the majority of the advantage of the
system layer approach while maintaining a distance from the
organization and versatility issues with such strategy. While
noteworthy advancement toward this vision has been made
over these most recent couple of years, supporting astounding,
data transmission, serious applications in agreeable situations
remains a test. Unlike classic P2P which suffers from security
attacks, most advanced P2P due to its security feature integrated
with it are best suitable in present world. Dat, Tribler, Filecoin,
ZeroNet, Tribler and Shareaza are secure networks. ZeroNet
security is good over BitTorrent, however possibility of
ransomware attacks has been raised it [28].
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The peers in classic networks employ randomized ap-
proach for querying its neighbors. This flooding approach is
eliminated by NL P2P through super peer node architecture.

This is shown in Fig. 5. This reduces the overhead due to
flooding, and helps in faster query delivery, since nodes do
not need to contact all peers. Also, the decentralization nature

Fig. 4 Peer request mechanism in (a) classic P2P and (b) NL P2P networks

Table 2 NL P2P networks advantages over classic substrate

Merits Demerits

ZeroNet Web decentralization with no traffic 

littering;

Security and privacy ; anonymous

Less prevalent

Dat Security and privacy; anonymous

Tribler Security and privacy; anonymous

WebTorrent Reliable

Ares Galaxy Security

Filecoin Efficient decentralized storage

Shareaza Multi P2P based
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makes significant effect over overall overlay network.
Figure 6 depicts the decentralization which could be partial
or pure. In Fig. 6.a, a virtual server for e.g. tracker in case of
BitTorrent, locates the contents over other peers (communica-
tion between peers follows sequence indicated against num-
bers 1-2-3-4 in Fig. 6.a). The pure decentralization as in NL
P2P eliminates any virtual control, illustrated in Fig. 6.b and
thus peer discovery is also direct between peers. Recently,
integrating Block-Chain based crypto-currencies to overlay
networks has also seen a remarkable progress. Wide networks
of machines are well organized for high computational perfor-
mance, using NL P2P (https://cryptorum.com/resources/
filecoin-whitepaper-cryptocurrency-operated-file-storage-
network.29/). SDN (Software Defined Network) is another
technology which is looking a good integration with
overlays for traffic engineering problems. Belzarena, Sena
and Vaton [29] have accomplished such integration for
better QoS routing. This can also be taken for NL P2P to
add further suitability in wide overlay networks (including
social networking) through efficient traffic handling ability.

There is by all accounts a lot of space to create variations or
augmentations of P2P for different applications. For instance,
we have seen that the progressed P2P takes into consideration
social applications, block-chain innovation. Progressed P2P
are currently beginning to get huge consideration from the
algorithmic network, and there have been various ongoing
outcomes in such domain. In light of their propelled security,
the NL P2P will keep on being utilized in current system
frameworks in new and intriguing ways. As more data gets
created with demands and emergence of new target applica-
tions, storage data networks like Filecoin greatly helps for
efficient and reliable storage.

Further, integrating cryptographic concepts it boost its se-
curity power [27]. The robust nature of this protocol is better
achieved with content replication and dispersion. While most
of the advanced P2P are based on single or dual protocols,
some advanced P2P supports multi-P2P. Shareaza is one of
them, and is also a base for futuristic projects. While it was
initially designed with support for windows, it was later im-
proved for other operating systems. It is a very powerful tool

Fig. 5 Peer discovery in a classic
P2P and b NL P2P networks
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including intelligence to identify among corrupted file con-
tents. The WebTorrent, which is also a new P2P, aims to take
BitTorrent protocol further in the direction of web decentrali-
zation. While its robust nature is attractive, it is however sub-
jected to security issues. Its open issue of security and privacy
has been raised recently in 2018. The discussion (https://
github.com/brave/browser-laptop/issues/12631) raised risks
such as traffic tracking, unlocking public IP addresses
associated with files download. Also, WebRTC which is
used as transport protocol in WebTorrent is not secure
enough concerning IP addresses. The network and its
protocol need to be freely available to ensure its long term
sustainability. Majority of advanced P2P are developed with
their open source nature in order to be available to large
number of users.

The Table 3 depicts comparison between various NL un-
structured P2P networks with respect to their architecture/to-
pology, peer discovery mechanism, routing, fault-tolerance,
security etc. Almost all NL P2P are completely decentralized.
This is a meritorious point in the design of advanced P2P
networks. Not only because it eliminates centralized control,
but also it has potentials to eliminate network partitioning like
problems. With no central control, for example central author-
ity will have no control to disconnect its peers from other peer
networks. Further, working with the underlying protocols of
NL P2P does not pose more difficulty since it employs widely
accepted classic P2P networks. Based on above discussion,
we list some separate peer and network level characteristics
under high environment and is depicted in Fig. 7.

3.2 Networks evolved from basic structured
peer-to-peer networks

The P2P structured networks are mostly based on DHT
approach. In this section we discuss NL P2P networks
spunned from classic Chord, Pastry, Kademlia and CAN.
While O (Log N) number of hops was putting bound in
Chord, we see how Koorde, EpiChord and Accordion
solve this lookup and other related problems in Chord.
Also, security, routing and load balancing features are con-
sidered. Figure 8 briefs out structured NL P2P based on
their classic counterpart. In Table 4, performance compar-
ison of various NL P2Ps and their classic substrate under
high and low churn is illustrated.

3.2.1 Based on classic chord

Koorde It is a distributed hash table (DHT) based protocol
evolved from Chord, which uses De Bruijin graphs and
hypercube topology. It combines the advantages of simple
nature of Chord as well as eliminates limitations with
Chord by meeting lower bound of O (log N) imposed over
Chord. Also, Koorde [30] allows for minimum overhead
for maintenance. In Koorde, O (log N) numbers of nodes
are contacted with state per node equal to O (1), for
looking up a key. As mentioned earlier, De Bruijin graphs
are employed in Koorde. It is for lookup requests
forwarding process. Similar to Chord, De Bruijin pointer
in Koorde, is also given importance. By following

Fig. 6 Decentralization in a classic and b NL P2P networks
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successors, a query is delivered to its destination. Due to
these characteristics, Koorde can utilize join algorithm of
Chord. Chord’s stabilization algorithms and successor list
are used. However, self-stabilizing property which exists in

Chord, is doubtful in Koorde. The degree and hop count
trade-off is achieved in Koorde by extending it to degree-K
of De Bruijin graphs. Fault-tolerance in Koorde is achieved
through choosing K = log N.

Fig. 7 Network and peer level characteristics under high churn

Fig. 8 Structured NL P2P networks
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Routing Koorde effectively uses sparsely populated identifier
ring using De Bruijin graph, which in other protocols are
ignored since they considers at any given time, only few nodes
are joined, and other nodes are imaginary to solve problem of
collisions in network. To achieve this, every joined node say
‘m’, keeps tracks of successor addresses, about two other
nodes. The first is its successor and second is the m’s first
De Bruijin node. The lookup algorithm finds successor (k),
for looking up a key k and employs extension of De-Bruijin
routing. Koorde simulates path, by traversing through next
real predecessor say i, to solve problems with incomplete na-
ture of De Bruijin graph. Also, Koorde, reduces routing cost to
2b, with reduction of successor hops per shift to one.

Lookup With ‘b’ number of identifier bits, Koorde lookup
algorithm is able to contact O (b) number of nodes. Also, O
(log N) hops can be reduced by choosing an appropriate imag-
inary beginning node. For lookup, with node ‘m’, where query
originates, if node m is found to be the node responsible for
imaginary nodes between itself and successive nodes, than
any De Bruijin node ‘i’, is chosen which is between m and
its successor. The distance between node ‘m’ and its succes-
sor, crosses (2^b/n^2) with high probability. This implies that
imaginary nodes are present in m region space. In Koorde,
peer points at predecessor (km) and the k nodes to its imme-
diate neighbor, instead of predecessor (2 m). This allows for
using constant hops via real nodes for simulation of individual
imaginary-node hop. This completes routing in (log k N) num-
ber of hops, thereby solving the lower bound for a network of
degree k.

Fault-tolerance To achieve fault-tolerance, minimum degree
of log N is increased. For fault-tolerance of immediate

successors, Koorde uses same successor list maintenance pro-
tocol which is used in Chord.With this, even if node fails with
half of the probability, then one node in the successor list stays
alive with huge probability value, almost at all times. This
ensures existence of routing paths, even in worst case, by
following the live successor pointers.

EpiChord EpiChord [31] is also a DHT based network, which
aids for storing data over a large scale dispensed systems. It
eliminates the restrictions of O (logN) logarithmic hopswhich
have been put by themost of already existingDHT topologies.
In order to maintain routing states, nodes are piggybacked
with additional network information on query lookup.

Similar to Chord, EpiChord is organized into 1D circular
address space in which a unique node identifier is allocated to
each node. Key is handled by a node whose identifier mostly
nearly relates to the key. It maintains k succeeding nodes list,
with additionally maintaining a list of k preceding nodes. Unlike
Chord, which keeps track of a finger table, EpiChordmaintains a
cache of nodes. Nodes observe look-up traffic thereby updating
their cache and insert a new entry at point when they get aware
of a node existing in the cache. Stale nodes are being removed,
since nodes within the cache have a timeout. So EpiChord is like
a Chord with a cache of additional node addresses.

Routing EpiChord incorporates a reactive routing strategy am-
ortizing networkmaintenance costs into peer discovery queries.
Lookup performance of O(1) can even be achieved under ideal
condition, with low maintenance cost. Routing in EpiChord is
opportunistic updating where maintenance of routing table re-
lies over lookup load and bandwidth available. When using
parallel requests, it uses an iterative lookup technique since it
avoids forwarding same additional queries. Also, it permits its
node (asking for a query) to fetch all details relative to the query
path, which will modify its cache with new entries. To lookup a
key id owning information item, a peer node will provoke ‘p’
queries to the node, in parallel fashion on the spot succeeding id
to the p-l nodes preceding id.When query is received, Epichord
nodes gives response based on if it its self id, predecessor id or
the successor id of the node. If it is its self id, incentives in
association with the Id are sent back giving its predecessor and
successor data. And if its predecessor id, successor peers details
are forwarded along with the ‘l’ best subsequent hops in target
direction and vice-versa.

Lookup To deal with worst scenario of lookup state of O (log2
((N)), every nodes splits the address space into segments of
exponentially smaller slices. Every node keeps their cache in a
way that each slice has minimum of j/ (1-γ) cache entries all
the times, where j being a network parameter and γ denotes
neighborhood probability that a cache access is expired. To
make certain that there are enough unexpired cache entries,
nodes check for their cache slices periodically.

Table 4 Classic and NL P2P under high churn

Advantages Performance under

High churn Low churn

Chord – ✕ ✓

Koorde Improves lookup ✓ ✓

EpiChord Improves lookup ✓ ✓

Accordion Efficient bandwidth usage ✓ ✓

Pastry – ✕ ✓

Bamboo Improves routing ✓ ✓

SCRIBE Scalability, fault-tolerant ✓ ✓

SimMud Scalability, fault-tolerant ✓ ✓

Kademlia – ✕ ✓

Broose Smaller routing table ✓ ✓

Overnet Availability ✓ ✓

CAN – ✕ ✓

Meghdoot Good load balance ✓ ✓
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Accordion Accordion [32] is additionally one of the advanced
protocols having a place with organized group of distributed
systems. It adjusts to give best execution for various system
sizes and churn rates without crossing bandwidth limit.
Utilizing hash function, it can create 128 or 160 bits of one
of a kind identifier. It can naturally modify network parame-
ters like routing table size to accomplish good performance.
System bandwidth budget parameter of Accordion controls
resource consumption which is the most typical issue looked
by users. It additionally enhances low-inertness queries
(which are having low latency). It utilizes reliable hashing to
designate keys to respective nodes. It makes utilization of
existing Chord convention, by using its successor rundown
and Chord join protocol for maintaining list of successors.

Routing Accordion uses iterative routing. Nodes are learned,
lookups are forwarded directly to the next hop. Based on past
lookup rate, the levels of parallelism is set using adaptive
algorithm. On query origination, node marks some of the par-
allel copy with a flag so as to give them higher priorities. If
some nodes do not have sufficient enough bandwidth, they
drop non-primary copies of queries. Non-parallel lookup
paths are traced by primary lookup packets. Also, they are
optional which reduces delay and increases information
learned.

Lookups When searching for a key, Accordion discovers its
successor, which is a node whose Id firmly follows key in the
ID space. At the point when a node starts query for a key k,
node first look its routing table to discover node whose ID
nearly precedes k, and sends a query to next node. The pro-
cedure then repeats of forwarding query to next successive
neighbors which nearly precedes k. On reaching last node
(ith node), where k lies between ni, a reply is sent with the
identity of its successor directly by a node to other node which
has begun query. At the point when node in Accordion net-
work advances a query, an affirmation is acquired containing a
set of its neighbors. This enables nodes to learn from queries.
The information about availability of next hop is acquired
through acknowledgment. Utilizing parallel way to deal with
query, data transfer capacity is effectively used. Accordion
utilizes (1/x) appropriation for probabilistic neighbor determi-
nation methodology.

3.2.2 Based on classic pastry

Bamboo Bamboo [33] is a structured P2P overlay network
whose structure is dependent upon Pastry. It differs from
Pastry in the sense that it maintains the same geometry in spite
of churns. It is preferred for its efficient routing performance.
In addition, it helps in locating rare objects better as compared
to unstructured networks. However, it suffers from certain
problems of maintaining routing information overhead,

increasing network traffic considerably thereby increasing
complexity in P2P network. Also, in Bamboo [34], every node
possesses same abilities and tasks with symmetric communi-
cation. Its flat architecture cannot perform well when churn
rates are too high due to calculation of message timeout, prox-
imity neighbor selection. Short session time also degrades the
performance, similar to Pastry. Increase in latency can result in
the partition of the network. These problems however, can be
handled within the Bamboo protocol itself using the hierarchi-
cal architecture. The development of this protocol is focusing
on a system that can handle high levels of churn. This is its
advantage over the classic P2P protocols, which breaks down
under high churn rates.

Lookup In flat architecture, peers are organized in a net-
work while offering distributed hash table (DHT) capabil-
ities. It assigns unique node IDs which are generated and
distributed using a secure hash algorithm having either a
public key or the port number and IP address combination.
Every node in this network makes use of two sets of neigh-
bor information viz. leaf set and routing table information.
The immediate successors and the predecessors which are
numerically closest in circular key space are included in
the leaf set whereas the nodes sharing a common prefix
that are used for improving the lookup performance are
included in the routing table.

Routing It follows recursive and iterative routing. In its hier-
archical architecture, routing tables are arranged into log2

bN,
where N being the number of super-nodes and with every row
having 2b-1 entries. Bamboo allocates a unique 160-bit ID to
the node. A set of existing node IDs is distributed uniformly,
with the help of a secure hash (for e.g. SHA-1). This is follow-
ed by reliable routing of messages subscribed to a specific key
to the node. A message can be forwarded to any node within
Log 2

b N, where N being node number within that network.
Every node in the Bamboo network maintains a leaf set of 2*k
nodes.

SCRIBE- large-scale decentralized multi-cast network
SCRIBE [35] is an application level protocol with multi-cast
infrastructure. It is also large-scale decentralized event notifi-
cation structure employed in publish-subscribe applications. It
is evolved and built on classic Pastry network, and can scale a
considerable number of publishers, subscribers and topics. It
provide simple API like create for creating topic with topicId,
subscribe allows local node to subscribe topic created,
unsubscribe allows local node to unsubscribe from created
topic, publish allows event to be published in the topic creat-
ed. To create and manage topics, SCRIBE makes use of
Pastry. Since, it is decentralized approach; every node has
equal capabilities i.e. any node can behave as publisher or
subscriber.
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Fault-tolerance As far as fault tolerance is concerned,
SCRIBE relies over Pastry’s self-organizing ability. The de-
fault unwavering quality guarantees programmed tuning of
multi-cast tree to failure of node and network as a whole. On
the best effort basis, event dissemination is carried out; how-
ever, consistency of delivery events is not guaranteed.
SCRIBE provides good scalability, with support for huge
number of nodes. This extends its capability to support appli-
cations with different characteristics. Besides, it can balance
load with reduced delay and minimum stress. The protocol is
also reliable in handling node damages, and it achieves its
reliability through replication process. It supports message
forwarding redundancy, in which messaged are re-forwarded
which have been previously stored in the buffer of its root
node. This is useful when its multi-cast tree breaks down.

RoutingWhile Pastry uses prefix routing and proximity neigh-
bor choosing criteria, SCRIBE utilizes reverse path
forwarding [36] scheme. SCRIBE has multi-cast union tree
which is formed as a result of path union from receivers to
the root. Node joining is same like Pastry i.e. node sends join
request with destination key. Request is routed to node whose
Id is closer to group Id of a group, to which node wants to join.
SCRIBE offers advantage over Pastry by using reverse
forwarding mechanism as multi-cast tends to have shorter
edges as it moves from root to the tree leaves. SCRIBE uses
mesh overlay network priority type [37].

SimMud To solve issues like applications requiring frequent
updates, with further forwarding those updates considering
time constraints, and bandwidth restrictions, SimMud was de-
veloped. There are many improvements done in SimMud to
improve its applications. However, in the paper we consider
SimMud version, which focuses on performance and avail-
ability related issues, particularly in online games applica-
tions. In that, SimMud is developed over SCRIBE and classic
Pastry protocol.

Lookup, routing and fault-tolerance For its applications,
SimMud is developed in which various peers are mapped to
the Pastry key space. Each area is relegated with ID, utilizing
SHA-1 calculation. And they are mapped to a node manager,
using DHT. For N number of hubs, it takes O (log N) jumps
with average rate of messages scaling with O(log N) [38].
SimMud is an application layer multi-cast protocol [39].
Pastry, SCRIBE does not offer good fault-tolerance as their
routing is sensitive to network failure. So to solve fault-
tolerance like issue, SimMud was developed in its target ap-
plications. Three assumptions were made viz. independent
node failures, low failure frequency and message routing to
the correct node. The protocol was enhanced considering fact
that peers display locality of interest, and thus are viable to
achieve self-organizing features.

The fault-tolerant protocol also achieves consistency as far
as network scalability is concerned. For maintaining object
sharing consistency, coordinator strategy is utilized, which
assigns coordinators to every object. Although, protocol is
developed considering Pastry and SCRIBE, it can be extended
and simplified in other classic hashing based protocol like
ring-based Chord. The grouping of peers and objects is carried
out with respect to their regions. The Pastry key space is then
used for mapping peer nodes so that the various regions can be
distributed over different peers. Hash functions like SHA-1
algorithm, are used for hashing region which is also used for
calculating IDs to be assigned to the regions.

3.2.3 Based on classic Kademlia

Broose It is also DHT based protocol but additionally uses De
Bruijin topology. Broose [40] was developed to improve upon
practical protocol like Kademlia based on same De-Bruijin
topology. It solves loose framework for DHTs in Kademlia.
Broose stores an association on k nodes rather than one, to
obtain high reliability in the context of node failures, in a
manner similar to Kademlia. There are various version of
Broose, one such is a optimized version of Broose with bucket
redesign which handles tight bounds over routing table. In
Broose, key collision hot-spots balance is achieved, which
makes it a decent base when managing file sharing peer-to-
peer applications.

The main problem with Kademlia was to select nodes for
association storage for a given key in a free fashion. Kademlia
was based on hypercube topology resulting in O (log N)
routing table. This is eliminated by Broose, through use of
De-Bruijin topology. All node hash table keys and node iden-
tifiers are n bits positive integer, with n large enough value to
avoid collisions. Similar to Kademlia, Broose uses XOR met-
ric it measures if identifiers has long common prefix.

Routing Besides, constant routing table size of O(k), steps
lookup with routing table size of O(k log N) for obtaining
O(log n/log log N) steps is also achieved in Broose network.
Broose uses refreshing buckets policy similar to Kademlia, for
closest k number of nodes. Broose allows storage of only
close contacts unlike Kademliia, which results in routing table
size to be reduced.

LookupWith constant routing table size of O(k), it can contact
peers with lookup in O(log N) hops. And with O(k log N)
routing table size, it can likewise be parameterized for query
of O(log N/log N) hops.

a. Right-Shifting: There is right shifting lookup in Broose,
wherein each hub keeps two containers/buckets R0, R1,
for contact storage with identifier near to right shifted peer
identifier. For a query of key ‘w’, a hub first calculates

Peer-to-Peer Netw. Appl. (2020) 13:905–931922



distance ‘d’, in number of bounces to a node storing w.
Alpha as a convention parameter is utilized for accelerat-
ing queries with respect to node failure. To discover some
k’s nearest node to key w, right shifting approach ought to
be efficient enough. With this, a current relationship with
key w can be found.

b. Brother lookup: This type of lookup approach maintains
B as brother bucket, with which identifiers close to that of
node can be stored.

c. Left-shifting: This type of lookup is used for reinforce-
ment of buckets through requests. It is more or less similar
to right-shifting lookup approach. Broose can also employ
accelerated lookups when shifting more than one bit at a
time is required. This is particularly used for minimizing
traffic and speeding up lookups.

Overnet Overnet is DHT-based file sharing system and is
among the less widely employed protocol. Details about this
protocol are scarce since it is a closed-source protocol and
third party over -net clients exist for it. Some of the clients
such as MLDonkey and KadC libraries exist as toll for learn-
ing about this protocol. It depends on Kademlia for its under-
lying DHT protocol. A file-sharing P2P network is built by
overlay networks along with an overlay organization and mes-
sage routing protocol. In [41], Overnet designers developed a
model concerning the availability of host, considering follow-
ing points about Overnet viz. Overnet uses randomly generat-
ed 16-bytes ID for identifying its users rather than IP address,
which also solves the host aliasing problem via DHCP. Also,
that all peers are equal in Overnet structure has taken into
consideration which makes system measurement simpler and
also helps to understand protocol easily.

Lookup and routing For lookup and routing mechanism, ev-
ery host maintains its neighbors list along with their corre-
sponding IP addresses, in order to derive hosts set, Overnet
developers have crawled the Overnet by continuously
requesting for 25 generated IDs in a random fashion, until
nearly 30,000 host IDs are obtained. Of which, a subset of
nearly 1000 host IDs are selected and were probed to each
other in the subset every 1 h to determine if it is available at
that time. Only a subset of few hosts is chosen as the overhead
of probed hosts puts restrictions over the frequency of cycling
through the hosts.

Next, probe for a host with some ID I is performed using a
lookup for I. If host having ID I sends responds, than lookup is
successful which implies an availability of host. The probes
look similar to normal traffic of protocol which is in contra-
diction with the previous measurements of P2P networks that
use TCP Syn packets. The above mentioned strategy offers
certain merits. Besides, that it removes the IP address aliasing
issue due to the use of DHCP, it also allows the passing of

probes through the firewalls along with all other Overnet mes-
sages. Also, due to lookup procedure usage, probes sending
need not be repeated to hosts which are not available over long
period of time.

3.2.4 Based on CAN

Meghdoot- publish/subscribe over P2P It is a DHT based
CAN extension with particular use for content based
publish/subscribe networks. It offers advantages such as good
scalability and load balance between its peer nodes. The net-
work employing Meghdoot structure is scalable for around
10 K nodes. Also it holds marginal load balance.
Subscription storage and its event routing are done by this
protocol [42]. It is suitable to work under churn as it permits
flexible joining of peer nodes in the network. The model of
this protocol uses system represented in the form of attribute
sets, with every attribute having three parameters; name, type
and domain. The subscription process is carried out with one
or more attributes. Subscription uses predicates over its attri-
butes. If the predicate of subscription set satisfies event spec-
ified attribute value, than a match between that event and
subscription set occurs. Following this, the events are then
forwarded to the subscribers.

To carry out load uniform distribution, Meghdoot employs
and uses two techniques: zone replication and splitting. The
Meghdoot developers utilize DHT maintenance via logical
space, with lower and upper bound on them. Logical space
is partitioned (zone) and peers are allocated to every
partitioned space. Meghboot takes O(d*N1/d) for routing the
subscription to its peer, where N is number of nodes and d
being the Cartesian space dimensionality. This publish-
subscribe can adapt under high churn environment, with zone
replication strategy to reduce overhead. However, Meghdoot
may face performance challenges with using 2n-dimensional
Cartesian space for handling attribute set of too large size.
Although, it is a DHT based approach, it differs from CAN
as data delivery to peers is direct i.e. content based.

3.2.5 Discussion

The various issues in structured P2P are mostly related with
their fixed lookup, poor security under high churn and low
fault-tolerance, especially under dynamic environment. The
NL P2P improves them by employing efficient approach.
This led the foundation in some classic P2P networks like
Chord, Kademlia etc., to get improved from DHT to De-
Bruijin graphs. The classic P2P networks are limited in their
lower bound for O (Log N) hops, which are handled by
Koorde and EpiChord. EpiChord has O(1) under ideal condi-
tion. However O (1) further led to increase in the traffic as the
size of the network increases [32]. The churn sensitive poor
performance has also been reported in the classic P2P. Classic
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P2P handle churn rate, but with large network size, their per-
formance was found to degrade [32]. The logarithmic lookup
in most of the NL P2P thus differs. CAN based Meghdoot has
lookup of O(d*N1/d).

Accordion protocol achieves good bandwidth usage and
can handle churn even with large network size, along with
minimum delay. The performance boost is thus achieved
with Accordion as it better tunes network parameters over
different network sizes. Also the parallel lookup mecha-
nism further improves it. However, redundancy may in-
crease since multiple lookup copies are sent via different
paths. The most of the structure P2P are flat, in which peers
are having equal priorities. But Bamboo is among one
which has super-peer architecture (hierarchical), in addi-
tion to its flat topology. Under low churn environment, it
uses reactive routing like EpiChord. However, under high
churn, it switches to periodic routing. Other Pastry based
P2P, like SCRIBE and SimMud are achieves good resis-
tance against network or its nodes failure. While SCRIBE
uses self-organizing property of Pastry to provide fault-
tolerance, SimMud assumes failure of individual peers like
situation by considering locality interest. Besides, fault-
tolerance bandwidth usage also observes significant and
efficient improvement in the SimMud. However, its peer
subscription takes comparatively longer time, since it uses
DHT based routing [43]. Employing SCRIBE like P2P
technology attains comparable boost in its performance
contrast to IP, multi-cast.

The De-Bruijin based Koorde although eliminates prob-
lems with Chord, but, the stabilizing properties of Chord is
not integratedwithKoorde.However, getting aware tonewly
nodes joined canbeused to eliminate stabilization algorithm.
Broose (basedonKademlia) also integrateDe-Bruijin design
in its protocol. Similar to Kademlia, Broose also supports
refreshing policy; however, the policy differs in both. To
keep size of routing table, only closest peer contacts are
saved. By comparing both Chord-based Koorde and Pastry-
based Broose, it can be noted that the common De-Bruijin
topology in two achieves a lookupwhich is variable. Besides
O (log N) lookup hops, Koorde has O (log N/ log (log N))
hops, while Broose has O(log N/ log log N) number of hops.
The De Bruijin graphs also offers alternate route in an inde-
pendent manner. However, the complexity with the routing
using De Bruijin graphs also increases since it needs to be
aware of the graph size for accurate simulations identifying
edges.

To account for peer-to-peer network availability, Overnet
serves as a good candidate. The problem of overlapping IP
addresses is also solved by Overnet. However, its non open-
source nature makes it less available to the users. It still finds
its applications but with limited functionality. We discussed
Overnet in structure P2P since its base Kademlia is structured
P2P network. The Overnet protocol however got merged with

eDonkey2000 with more than 645 K users. The bandwidth
demands associated with Overnet nodes are also reduced.
Compared to classic unstructured like Gnutella, Overnet is
found to have almost double success rate for a same set of
shared files [44]. Overnet is also a most preferred for large
network size. However, Overnet network can be exploited
using DDoS attacks like P2P distributed index and routing
table index [45].

In classic P2P, CAN was subjected to failure when
network partitions occurred. Also, there was no good load
balancing mechanism. This is solved by Meghdoot [42]
which supports load balancing along with scalability. A
good scalability is also far determined by the load-
balancing ability of the network itself [44]. SCRIBE,
Meghdoot are typical publish/subscribe P2P applicants.
Also, this advanced P2P work well under the dynamic
environments. Its content distributing feature for subscrip-
tion and other events makes it meritorious over other net-
works which uses uniform hash function. As far as band-
width consumption is concerned, Bamboo is the prefera-
ble structured P2P network. Its performance stability even
under high churn environment; make it suitable over
Pastry and Kademlia. Sharing resources to best utilize
them is one.

of the important point in the design of any network. The
application layer multi-cast networks allows for such resource
sharing between its peers. Likewise, the fault-tolerance is also
an important parameter of a good network design. If network
has good resistance against failure of its peer nodes, it can
efficiently work in large size peers networks. The advanced
P2P offers good fault-tolerance. Koorde uses its successor list
maintenance protocol to handle minimum log N degree to
achieve fault-tolerance. Accordion network likewise adapt
by matching its networks parameters under dynamic scenari-
os. Although NL P2P offers performance improvements in
different ways, it is important to note here that they still exhibit
little similarity with their substrate protocol. For instance,
Koorde employs consistent hashing for its node mapping
(nodes and keys are mapped in 2b identifier space). The net-
work diameter of Koorde is also log N as in Chord. The
routing tables in classic P2P had logarithmic nature while
the NL P2P like Koorde has a constant (or near constant
routing table size). Below we list advantages and summarize
key similarities and differences of structured NL P2P over
classic P2P networks.(Table 5).

a. Advantages

& Improved peer discovery under high churn environment.
& Sustain scalability and load-balancing features by tuning

network parameters.
& Good resilience to network failures.
& Variable lookup depending on routing table sizes.
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b. Performance similarities

& Geometry and routing similar under low churn.
& Similar load balancing mechanism e.g. koorde and Chord

uses consistent hashing for node mapping (nodes and keys
follows uniform distribution in 2b).

c. Performance differences

& EpiChord maintains cache of nodes unlike finger tables in
case of Chord.

& Bamboo maintains same geometry in spite of churn unlike
Pastry.

& Supports both flat and hierarchical architecture e.g.
Bamboo

The security highlight of convention is likewise a critical
component. While there is no particular security algorithm in
classic structured P2P, the NL Pastry based Bamboo uses se-
cure hashing algorithm for distribution of its peer node IDs.
The algorithm is not complex as it uses same port number or
public key for security purpose. The parallel node discovery
(for example, in Accordion), can help reduce network delays.
But it can result in overhead and redundant data, if same
copies of different lookups are delivered. Nonetheless, it is
preferred over classic P2P. In Table 5, we present a compari-
son between various NL structured P2P in regard to their
architecture/topology, peer discovery process, routing, fault-
tolerance, security etc. Algorithmic events listed in table be-
low are both; that is which are common in classic and NL as
well as those which are solely found in NL networks.

4 Application layer P2P and multi-cast
protocols

Application Layer Multicast (ALM) [46] approaches (in the
application layer rather than data link layer) are emerging over
IP multicast due to its more time efficient nature concerning
message delivery. In this section, we list and discuss ALM
P2P protocols.

4.1 Nice

NICE (http://www.cs.umd.edu/projects/nice/) is an acronym for
Internet Cooperative Environment. This application layer
multicast protocol was developed with aim to carry out
efficient sharing of its resources with the peers of same
cooperative group. It finds it extensive use in networks, where
packets use same links in the network often. To carry out efficient
routing by using bandwidth efficiently, NICE serve the purpose.
The different layers follow sequential numbering and consist of
member nodes. It uses hierarchical architecture for its member

node arrangement. The cluster head of hierarchical cluster has O
(k*log N) neighboring peers, and it is a good candidate for multi-
cast applications with less end-to-end delay.

4.1.1 La-Nice

LA-NICE [47] is also a hierarchical application layer protocol
and is an advanced version of NICE protocol which enhances
message delivery mechanism and further reduction in end-to-
end delay, considering the fact that different links are having
different bandwidth capacity. To achieve this, Link Aware
NICE (LA-NICE) keeps the hierarchical cluster structure as
it, while improving upon the member joining and tree main-
tenance part of NICE. While NICE member joining process
was through contacting every member to locate the closest
member, and waiting for acknowledgement from other mem-
ber nodes, (which increases delay), LA-NICE tries to further
reduce delay by contacting only selected potential clusters.
The strategy is to find cluster leader having maximum value
of bandwidth per number of cluster members. For member
leave procedure, the cluster leader itself may depart from the
cluster, in which case, LA-NICE selects upon the closest
member in the center. For tree maintenance, when the size of
cluster is observed to be exceeding or becoming lesser than
the limits set, LA-NICE considers link load as parameter. The
link bandwidth criteria considers 3 nearby nodes and further
elects one node as the cluster leader depending upon their
bandwidth per number of cluster members ratio. Thus, there
is a good bandwidth value in case of LA-NICE.

The high bandwidth leader chosen also reduces delay in
message delivery. LA-NICE is also better over SCRIBE
(which is also an application layer multi-cast protocol), in
terms of its message delivery mechanism, since the later as-
signs random IDs to its nodes. Additionally, LA-NICE also
takes into account proximity feature of NICE, while executing
its node joining and tree maintenance algorithms. In terms of
routing hops, although LA-NICE is almost same is perfor-
mance compared to its counterpart (NICE), but with increase
in number of peer nodes, it is found to outperform NICE, with
less delay. The bandwidth utilization criteria of LA-NICE
make it a good preferable candidate in the highly congested
network, and also under high churn environment.

4.2 N-tree

The N-tree [48] based application layer multicast focuses on
peer interest rather than their distance. It takes into account the
fact that event ordering should be done in less time. This helps
in eliminating intermediate peers for its event ordering pro-
cess. The protocol uses the tree topology. The scalable, load-
balancing nature of the protocol makes it suitable in applica-
tion like multi-player games. It is preferred over other multi-
cast approaches such as distributed quad-tree [49] which uses
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three-layer OpeN architecture consisting of application, core
services and connectivity layers. Additional structured Chord
like protocol used for key-based routing mechanism is elimi-
nated in N-tree. It is well suited to handle complex queries and
hence can be employed in various complex applications,
where classic structured P2P cannot handle complex queries
[5]. N-tree considers message delivery as a prime factor for
contrasting its internal peer processing costs. Minimum re-
quirement of messages along with its peer interest priority also
makes it more attractive over other approaches.

4.3 Vast

Voronoi-based Adaptive Scalable Transfer (VAST) is fully dis-
tributed and finds applications in Massively Multi-player on-
line games [50]. To discover peers in the network, it makes use
of voronoi and Area of Interest (AOI). Although the protocol
implementation works with assumptions of circular AOIs of
same sizes, it can be extended to varying size AOIs [51].

The neighboring peers search occurs mostly through
boundary peers of users. Neighbors get updates from mobile
peers. The queries are then sent by boundary neighbors and
AOI overlapping if any is checked upon. The newly added
peers are notified to the moving peer, which stores them in a
neighboring list locally managed. The voronoi diagrams are
refreshed upon new peer nodes updates. For peer joining, the
current neighbor information is used by which every node
built their self voronoi diagram. The direct connection is then
established between peers and their neighbors. The protocol
has been re-discussed and revisited by Backhaus and Krause.
They included extended version of Fortune’s sweepline algo-
rithm in order to re-build vonoroi diagram on newly added
peer updates. In the revisited VAST protocol, application was
developed on top of existing VAST. The movement models
(Random Waypoint and Group-based Random Waypoint)
stressed on experience and team-play engage like factors of
players.

4.4 QuON

Quon [52] is a Quad-Tree based network which is in par-
ticular use in massively multi-player Internet games. This
decentralized protocol helps in better connecting number
of player over the network. Integrating P2P technology in
such applications further helps in handling churns rate at
ease. In the existing technology, there were overhead main-
tenance problems. To handle growing users (players) rate,
the protocol assigns a circular region as Area of Interest
(AOI). It uses quad tree topology. It allows its peers to
deliver messages in single hop virtually over overlay net-
works. This considerably reduces routing overhead in the
top layers at overlays. The AOI mentioned above offers
merits of connecting users which are having similar

interest. Also, the users are connected to other AIO which
is helpful to prevent partitioning inside the network.

Peer discovery in equivalent to players discovery. This
happens in two ways in Quon. When new entry is noted,
peer checks for its AOI, following which it establishes
direct communication with its newly added friend. Other
way is through binding neighbors list. On new peer addi-
tion, the neighboring list is updated and sent to other peers.
The peers then checks to see if the newly added node lies in
its proximity or not. QuON uses point Quad-Tree in order
to distinguish among its neighbors and also for managing
them. It also consists of positions of the peer nodes and
their corresponding neighbors.

The point quad-tree topology of Quon makes it more reli-
able, since it has simple nature of construction with support
for range queries along with k number of neighboring lookup/
searches. Also, when users are newly added with its neighbor-
ing nodes, quad-tree creates non-overlapping partitions for
ensuring maximum one point in the partitioned region. To
make sure connectivity exists and is not interrupted, QUON
supports backup mechanism for failure detection and
repairing same. One uses AOI buffers and other method uses
binding neighbors as backup neighbors.

5 Current research issues and challenges

The most issues related with current age systems are ad-
dressed by NL P2P networks. While different P2P are
progressed, there is as yet flourishing need in different
applications. For instance in social overlay systems, over-
lay partitions is one of the issue that still needs more
consideration. Such network partitions should not be con-
fused with virtual world partitioning [53] used in the
Networked Virtual Environments (NVEs). The former re-
sults in disconnecting peer connections and in the later,
partitions are done intentionally to efficiently handle var-
ious networks subsets. Building up effective correspon-
dence inside such partitioned systems is a noteworthy test
yet. In this section, we discuss some recent approaches
and attempts that have been made to tackle network
partitions.

5.1 Partitioned social overlay networks

The network partitions results from various factors. One
such source of network partitions is government tempo-
rarily disconnecting its country’s Internet with remaining
part of the world. Also, failure of router or other network-
ing devices at the underlying physical layer could also
result in network partitions. This is very important issue
that needs to be solved. With the ascent in the network
partitions inside the P2P systems, new directing
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algorithms are therefore required for smooth communica-
tions inside such systems. One methodology depended on
eMDR (extended multi-dimensional routing) is proposed
by Ahssain Hussain [54]. Network called Social Interest
Overlay (SIO) was constructed considering classic Chord
as the base. It takes into account various measurements
like geographical locations, social interest alongside time
zones. The methodology works in three phases. Right off
the bat, starting stage deals with counting associated
peers. This is then trailed by novel SIO configuration
utilizing Data Mining Association Rules (DMAR). At
last, the last stage manages applying created eMDR to
SION and figuring their directing probabilities. The net-
work partitions sometimes also result from various secu-
rity attacks [55].Such network partitions can be solved
using NL P2P. The reason for this can be understood from
following characteristics of NL P2P:

a. Pure decentralization

As we have discussed in previous sections, classic P2P
networks are not fully decentralized. The partial central
control (for example in BitTorrent) does allow its users
for free communication. However, they need to rely on
them for further communication. Also, the content location
over the peer is known to the tracker. On the other hand,
almost all the NL P2Ps are completely decentralized with
more power delivered at the hands of peer nodes. This
allows its users to fully exploit this property thereby estab-
lishing direct communication with other peers with no
third party intervention. Hence, network partitions by cen-
tral controller can be easily eliminated.

b. Security

The NL P2Ps are most secure networks than classic P2P
networks. They eliminate the common DDoS and Sybil like
attacks. This prevents any attacker from distributing unwanted
messages over the routing path. The complete decentralization
and security properties of P2P are actually related. With no
authorization by third party, peers dependency on them can be
eliminated. Hence, peers do not need to trust and rely on them.
With this, network partitioning resulting from security attacks
can thus be easily minimized to a huge extent depending upon
how powerful is the security of the NL P2P.

5.2 Challenges with NL P2P networks

In the paper, NL P2Ps has been discussed concerning network
complexity like high churn environment. No doubt, NL P2Ps
outperforms over classic P2P networks. However, various
challenges exist with NL P2Ps which are especially the main

reasons for their less deployment as compared to classic net-
works. Below we list some challenges:

& Not fully developed

Majority of the NL P2Ps discussed especially under un-
structured types, are not fully developed. They require a good
real time test environment in order to be widely used. Security
is better compared to classic counterparts, but with fast grow-
ing hardware and software complexity, enhancement in the
secure framework is also highly encouraged for their protocol
utility.

& Continuous availability of online peers

By online peers, we mean active peers in the file-sharing
networks. Similar to classic BitTorrent, ZeroNet which is a
NL P2P also needs peers to be online in order to serve other
demanding/requesting peers in the network. Further, if the
peers storing contents are slow, this may frustrate the
requesting peer. Although, these issues are not critical, but it
requires other peers to store and share similar content that it is
searching for.

& Security limitation due to DHTs

Many of the structured NL P2P approaches show enhanced
performance such as considerable bandwidth usage (e.g.
Accordion), availability (e.g. Overnet) etc. However, they still
rely over DHT approach which may trade off with their secu-
rity. And to our knowledge, not much work is done with
respect to their security test.

& Restrictions in multiuser sites

NL P2Ps has pure P2P networking behavior. However,
multi-user sites in ZeroNet protocol maintain a site owner.
Although site owner is not participating in peer communica-
tion but peer processes such as user authentication and remov-
al of unwanted users is handled by it.

6 Conclusion

P2P networks have attracted significant research and industri-
al communities over a recent couple of years. The various P2P
protocols like Chord, Pastry, Kademlia, CAN, BitTorrent,
Gnutella etc. offers advantages such as scalability, load-
balancing, availability etc. These P2P protocols are prevalent
and widely employed. However, they lack in their perfor-
mance under high churn environment. Further, partial decen-
tralization, poor peer discovery, overhead in flooding queries,
poor security mechanism makes them unsuitable in present
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generation networks. In this paper, we brought together a se-
ries of newly emerged P2P protocols built on classic P2P,
referring to them as next level P2P. Majority of them are
completely decentralized and eliminates censorship of any
third parties used for peer authentication. Also, problems like
network partitions can be tackled using such P2Ps. The appli-
cations in which NL P2P systems are utilized, display remark-
able execution with such enhanced technology. We have car-
ried out their performance correlation separately in structured
and unstructured topology. NL P2P concept is additionally
carried out with respect to application layer multi-cast proto-
cols. Many of them need to be tested in different real time
environments such as under different churn types and churn
rates. Especially, the current unstructured P2P such as
ZeroNet, Dat which are newly emerged in last few years re-
quires more practical implementations to be widely employed.
Nonetheless, the NL P2P protocol candidates serve as prom-
ising protocols in the future of overlay networking
environment.
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