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Abstract

Resource discovery on different unstructured and dynamic networks such as grid, peer-to-peer, and cloud networks is an
inevitable challenging issue. The primary method for resource discovery on the unstructured networks is flooding a query on
the network. All existing flooding algorithms for unstructured networks generate almost high additional duplicated queries. This
high duplication of the unstructured networks causes a lot of network traffic. This paper, therefore, proposes a novel flexible
Distributed Dynamic backbone-based Flooding (DDBF) algorithm for distributed unstructured networks. This paper explores
Grid middleware, Peer-to-Peer (P2P) paradigm, and cloud networks resource discovery requirements and it proposes flooding
algorithm based on the P2P networks using simulation. To evaluate and prove DDBF algorithm we, first, evaluated it on four
fixed network topologies along with two different query flooder distributions, then we evaluated it with one dynamic network
topology. The performance of the proposed DDBF algorithm was assessed with five different metrics. The result showed a
dramatic decrease in the number of engaged flooder nodes, the number of duplicated queries and consequently, network delay
compared with the state-of-the-art algorithms.
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1 Introduction mostly based on the wired network resources owned by vari-
ous institutions. These infrastructures are structured in virtual
organizations, which are subjected to specific sharing policies.

Thus, apart from their differences, these networks have many

The ultimate target of any data or resource sharing networks is
to make large sets of resources and make them available to

their deployed applications and users. A fundamental service
in these networks is resource location discovery. In resource
sharing networks, after specifying the existing resources, the
system returns the locations where the required resources cur-
rently exist in [1]. The ultimate goal of Grid middleware, Peer-
to-Peer (P2P) networks, and microdata centers on cloud com-
puting is the use of resources across multiple domains. These
systems evolved from different communities and served dif-
ferent needs. Traditional grid middleware, P2P, and MDCs are
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common characteristics such as resource discovery, dynamic
behavior, and heterogeneity of the involved components.
Hence, resource location discovery is a key issue for these
kinds of networks in which applications are composed of
hardware and software resources that need to be located [2—4].
Based on the literature, we can categorize described net-
works into two different main architectures including struc-
tured networks and unstructured networks [5—7] as below:

Structured networks: These types of networks have
some central directory servers. It means that the set of
links (connections) between nodes are controlled, and
resources are placed not at random nodes but at specified
locations. These locations make information discovery
easy to satisfy. For information discovery in structured
networks, there is no need to flood a query on the net-
work. Thus, searching for resources and information on
these kinds of cloud networks are informed search [8]. It
is a well-known issue that the structured cloud networks
are required to have up-to-date central directory servers,
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which requires a very high cost. Structured networks are
quite widespread in the research literature based on the
different network structures such as grid middleware or
cloud networks, but because of the dynamic nature
(nodes enter and leave the network rapidly) most of the
networks, it is hard to use such networks widely [9].

Unstructured networks: These types of networks don’t
use centralized directory nor any accurate control over the
network topology or file placement [10]. Searching re-
sources and information in this kind of networks is
known as blind search [7, 11]. In these networks, the
connectivity change and nodes can enter and leave the
network rapidly. Gnutella is an example of such a net-
work [12]. For blind search, the most typical searching
method is flooding, where a query is broadcasting to all
adjacent nodes within a certain radius [13]. Unstructured
networks are extremely resilient to nodes entering and
leaving the network. For instance, platforms such as
MapReduce are increasingly popular for their simplicity,
scalability, and flexibility on unstructured networks.

All of the unstructured networks use resource sharing sys-
tems, where resource discovery is an inevitable challenge.
Thus, due to the lack of an underlying structure in these net-
works, there is no information about the location of files. Thus
the prevailing resource location method is “flooding”.
However, in the unstructured networks the current query
flooding algorithms are generating a high number of duplicat-
ed queries, which causes large loads on the network. In the last
years, for flooding query in unstructured networks, different
algorithms have been proposed. Random Walk [14], Query
Forwarding in geographically distributed search engines
[15], a lightweight information-sharing scheme [4] and some
others in [16, 17] are the most important ones.

The existing flooding algorithms have some drawbacks
such as generating a large amount of redundancy on the net-
work which causes latency. Reducing latency on the unstruc-
tured networks is very important, and researchers repeatedly
worked on this problem [4, 9, 18-20]. So it is necessary to
decrease network load and consequently network latency on
the unstructured networks. Therefore, in this paper, we pro-
pose a Distributed Dynamic backbone-based Flooding
(DDBF) algorithm. DDBF algorithm is aimed at decreasing
the number of engaging nodes in the flooding process to de-
crease load and consequently network latency in comparison
to state-of-the-art flooding algorithms. DDBF algorithm pro-
poses a reliable approach to create a novel flexible backbone
on the dynamic unstructured networks for flooding queries.

In this regard, we focus on the Gnutella-like unstructured
P2P systems. We do so because (1) most of the grid systems
are based on the structured P2P approach [3]. Therefore, by
providing flooding method on P2P systems, we can employ it
on the grid middleware as well as MDCs. (2) measurement

data suggests that P2P applications have a very significant and
rapidly growing impact on internet traffic [21]. (3) P2P net-
works are actively used by a large community of users [7], (4)
existing flooding-based query algorithms for discovery re-
sources in these networks still generate a large amount of
traffic and large systems quickly become overwhelmed by
the query induced load [22]. (5) our proposed algorithm can
be evaluated on P2P network topologies easily, and (6) P2P
networks are very attractive for certain applications of un-
structured networks because it requires no centralized direc-
tories and no precise control over network topology or data
placement [23].

To evaluate and prove the proposed DDBF algorithm we
use four fixed network topologies in our study including (i)
Power-Law Random Graph (PLRG) [24], (ii) Normal
Random Graph (Random) [25], (iii) Gnutella graph
(Gnutella), (iv) Two-Dimensional Grid (Grid), all with fixed
query distributions, and one random dynamic network with
dynamic query distributions.

The rest of this paper is organized as follows. Section 2
presents a literature review for query flooding algorithms
and connected dominating set algorithms. Section 3 concen-
trates on the problem description in the distributed unstruc-
tured networks. Section 4 explains the proposed distributed
dynamic backbone-based flooding (DDBF) algorithm.
Section 5 compares and discusses the results of the perfor-
mance evaluation for DDBF with three flooding algorithms
on five different topologies. Finally, section 6 presents the
conclusion.

2 Literature Review

Resource location discovery is used on three important net-
works, namely Grid, Peer-to-Peer (P2P) networks, and cloud
networks which we describe each briefly below. Grid
middleware on the Grid networks provides important and ba-
sic services for resource discovery, data management, re-
source management, security and communication [26]. In this
regard, grid systems interconnect storage systems, computer
clusters, instruments, and existing share resources, such as
data, storage, software applications, equipment, and CPU
time. Over several decades P2P networks have become an
effective way for distributed resources for communication
and cooperation among nodes [27-29]. One of the most pop-
ular services proposed by P2P is file sharing (e.g., Gnutella).
In P2P networks other applications for real-time data transfer
cycle stealing, or existing collaboration (such as Skype,
SETI@Home, and Groove). In these networks, participation
is dynamic as users can enter, leave, and rejoin the system
totally unpredictably. Cloud computing is a new computing
model that makes use of pools of physical computing re-
sources known as data centers (DCs) [30]. Cloud service
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providers are building out geo-distributed networks of
microdata centers (MDCs) [4]. These MDCs, on-demand,
can be organized into some nodes to provide different ser-
vices, in which resource discovery is required [31].

The unstructured network resource discovery is known as
blind search. It’s because not any node is aware of the other’s
information and resources. Therefore, they must flood queries.
It is known that the original Gnutella algorithm [13] uses a
simply constrained flooding approach for search, which gen-
erates too much traffic on the network. To decrease this traffic
on the network, some efforts are analyzed in this section.

In [11], authors purposed research to serve as a review of
the most promising Grid systems that incorporate P2P re-
source location methods in order to perform a qualitative com-
parison of the existing approaches and to draw conclusions
about their advantages and their weaknesses. In [23], the au-
thors clearly show that the flooding-based query algorithm
used in Gnutella does not scale enough and each query gen-
erates a large amount of traffic and large systems quickly
become overwhelmed by the query induced load.

In [32], authors presented an Advanced Probabilistic
Flooding (APF), in which a node decides to broadcast a mes-
sage regarding the popularity of resources and the hop dis-
tance from the initial node. Its main drawback is its probabi-
listic nature. Qin Lv et al. in [7] proposed a query flooding
algorithm based on multiple random walks that resolves
queries almost as quickly as Gnutella’s flooding method while
reducing the network traffic by two orders of magnitude in
many cases. In this work, peers randomly choose only a ratio
of their adjacent peers to forward a query to. This reduces the
average message production, while still creating a large num-
ber of redundant queries. In [33], the authors proposed a mod-
ified Breadth-First-Search (BFS) mechanism, which it was an
extension of the Gnutella protocol. Modified-BFS allowed
searching with keywords and was designed to minimize the
number of messages that are needed to search the network.
The modified-BFS mechanism still contacts a large number of
peers. In [14] the authors proposed a random walk algorithm
with a focus on the statistical properties of sampling per-
formed. They quantified the effectiveness of random walks
for searching and construction of unstructured peer-to-peer
(P2P) networks. Also, they showed experimentally, that
searching by random walks performed better than flooding.
Proposed algorithm achieved a message reduction and load
balancing in comparison to the flooding scheme. But, success
rates greatly depend on network topology. In [34] the authors
added structure to unstructured Gnutella network to improve
search performance in a real-world deployment. This work
shows how the importance of decreasing redundant queries
on latency can be critical, which in practice even creating a
new structure for the network can be affordable. In [35] the
authors proposed a CSO (Capacity Sharing Overlay), as a P2P
management system that enables the sharing of reusable
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resources and specifically network capacity. The main objec-
tive of the CSO was to provide a set of services to the inter-
connected networks to enable node sharing. In this research,
the authors tried to address the problem of network workload
fluctuations by changing the network size appropriately.

Boroumand et al. in [16] proposed optimized query
forwarding for resource discovery in unstructured peer-to-
peer grids. They used a genetic algorithm (GA) in which they
considered both of the path length and network traffic.
Boroumand approach reduced the hop numbers and prevented
massive flooding of queries. This approach uses statistical
tables that are obtained from the recorded history of previous
queries. Then a genetic algorithm is applied to these statistical
tables to find the optimum adjacent peers. This method was
compared with a random walk and flooding approaches.
However, it’s known that GA is an evolutionary algorithm
that in unstructured networks if adjacent peers’ changes rap-
idly, the algorithm cannot act real-time enough for flood
queries properly. Also collecting and updating statistical tables
creates high traffic on the network rapidly, which is not con-
sidered in this approach. In addition to mentioned related
works, there exist some other works that proposed almost
the same approaches for flooding improvements in [15, 17,
36]. Hervé Baumanna and et al. in [37] proposed a flooding
technique in dynamic graphs with arbitrary degree sequence.
They established it by analyzing flooding in a sequence of
graphs drawn independently at random according to a model
of random graphs. However, they just focused on flooding
time without considering network traffic and comparing their
work with state-of-the-art works. In [4] the authors proposed a
lightweight information sharing scheme in distributed cloud
networks. This work developed a lightweight path flooding
algorithm to improve existing flooding algorithms using hop
count restriction. Lightweight path flooding algorithm is re-
cently proposed, and its comparisons show the superiority of it
against previous flooding algorithms. Although lightweight
path flooding algorithm improved existing flooding algo-
rithm, it still creates a lot of redundant messages over the
network. In addition, there are some different approaches for
reduction of cloud network latency for different specific pur-
poses at [19].

Constructing Connected Dominating (CDS) algorithms
some approaches that are based on the creation of a backbone
for sending messages. CDS algorithms are mostly used in
wireless sensor networks. Solving minimum CDS is NP-
hard which can be classified as centralized algorithms, and
distributed algorithms based on the network information they
use. The central algorithms need global information of the
network connectivity at one central base station and are aimed
to reduce wireless nodes energy consumptions [38—40]. This
feature makes them unsuitable for dynamic networks as there
is no centralized control of the network. In [41], Wu and Li
proposed a distributed CDS algorithm in which they first
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create a trivial CDS, then delete the redundant nodes based on
two sets of pruning rules. In [42] a local algorithm is devel-
oped where any vertex on the network itself decides whether
or not it is part of the dominating set depending just on the
vertices that are in a constant number of hops away from it. In
[43] authors presented a minimum CDS approach for wireless
sensor networks using pseudo dominating set. In this paper
authors through degree-based greedy approximation algo-
rithm reduce the CDS size as much as possible. It is worth
mentioning that the proposed algorithms for CDS problem are
proportional to wireless sensor networks and its hypothesis.
Proposed algorithms don’t ensure connectivity in different
situations; for instance, because of wireless sensor network
nature, they don’t have any strategy to add some new peers
to the network after connected dominating set creation.

In [44] authors presented a protocol for 3D P2P over-
lay over mobile ad hoc networks (MANETSs) in which
each peer runs a distributed algorithm to exploits a 3D-
overlay. This paper considered a scenario of a structured
P2P overlay over a MANET. This algorithm’s main draw-
back is trying to maintaining multi-paths to a destination
peer, which cause higher redundancy and overload on the
networks with lower dynamic nature. In [45] authors pro-
posed a multihop Proximity aware Clustering Scheme for
Mobile peer-to-peer systems (PCSM), which integrated
three factors to select the cluster to join. Availability of
the cluster head, number of physical hops, and the cluster
size are the considered factors that integrated with a main-
tenance process to manage the mobility of peer. In this
paper detection process for more available and stable peers
in high dynamic networks is a big challenge. Then authors
improved their algorithm by adding a global file popular-
ity estimation naming clustering-based replication strategy
(CRS) [46]. While the proposed algorithm has promising
results, it uses global knowledge of all peers of the net-
work which always is useful but it brings different chal-
lenges such as overload in highly dynamic networks. In
[47] authors proposed a churn-resilient system in which
they find alternative routing paths for balancing the query
loads with high workloads. The idea in this research study
is evolving the network into a cluster-like topology
through resource grouping and a rewiring method to spon-
taneously organizing and clustering the peers which have
the same resources. Then authors proposed a collaborative
Q-learning algorithm to balance the query loads among
the intragroup peers. In this paper, authors are used con-
ventional Q-learning algorithm and they are not discussed
the well-known memory problem of this method in which
each node should dedicate a remarkable amount of mem-
ory to build the state-action Q-table in high connectivity
networks.

In Table 1 we summarized the discussed research studies
objectives, techniques, main approaches, and shortcomings.

3 Problem Description

In the distributed unstructured cloud network, if one of the
nodes needs to discover resources on the network, it should
send a new query to all of its adjacent nodes. Also, this query
should be relayed by each node to all other ones on the net-
work. Therefore, a major problem with flooding is that there
are many duplicate messages introduced by flooding, particu-
larly in high connectivity graphs. By duplicate query, we
mean the multiple copies of a query that are sent to a node
by its multiple adjacent nodes. Duplicate queries are pure
overhead, which they incur extra network interrupt processing
at the nodes receiving them but do not increase the chance of
finding the object. Traditional flooding methods cause a lot of
traffic because they have to send data to all the adjacent nodes.
Also, duplication detection mechanisms are always needed in
flooding algorithms in which detected duplicate messages are
not forwarded. However, even with this duplicate suppression,
the number of duplicate messages in flooding algorithms can
be excessive, and the problem worsens as the TTL (Time-To-
Live) increases. Consequently, these problems mean that
flooding incurs considerable message processing overhead
for each query, increase the load on each node as the network
expands, and increase the query rate [48].

To prevent the mentioned flooding algorithms drawbacks,
the flooding-style search method is designed, which discards
redundant messages and does not execute the flooding again.
However, since redundant messages will occur regardless of
flooding style, it causes high traffic on the network. In order to
alleviate that problem, some algorithms such as the random
walks algorithm, restricted flooding algorithms, the light-
weight path flooding scheme, etc. have been proposed in [4,
7, 14-17, 33, 34, 36]. In the latest research which named
lightweight path flooding scheme, one efficient approach for
decreasing the repeated query overhead is proposed in [4]. In
the lightweight flooding scheme, a node does a flooding on
the query that includes the list of the adjacent peers” addresses.
Upon receiving the query, the nodes check if its adjacent
nodes exist in the list of addresses included in the query, and
it will not send the query to the nodes that exist in the address
list. Lightweight path flooding scheme was compared with
earlier state-of-the-art works, and it demonstrated higher per-
formance by decreasing the number of repeated queries sig-
nificantly. However, this solution reduces query duplication at
one hop dramatically, thus by increasing the number of hops
its performance decreases. Therefore, despite it decrease the
redundant messages dramatically, a large number of duplicate
messages is still introduced.

In order to solve this problem, we propose Distributed
Dynamic backbone-based Flooding (DDBF) algorithm. In
DDBF algorithm we present a distributed algorithm to prevent
sending queries by all unnecessary connected nodes. In fact,
we create a flexible backbone of active nodes, which just these
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active nodes are ordered as query senders. Hence the number
of'the query senders and the number of unnecessarily repeated
queries decrease significantly on the network. As mentioned
earlier, we assume that the proposed algorithm runs over the
unstructured network. Therefore, we provide a reliably distrib-
uted algorithm for activating only some of the nodes as a
backbone to decrease the number of the duplicated queries.

4 Proposed Distributed Dynamic
backbone-based Flooding Algorithm

algorithm is not discussed. Thus, each node should
dedicate a remarkable amount of memory to build

the state-action Q-table in high connectivity net-

cause higher redundancy and overload on the
works.

networks with lower dynamic nature.
Well-known memory problem of the Q-learning

Maintaining multi-paths to a destination peer, which

In this section, we describe the proposed Distributed Dynamic
backbone-based Flooding (DDBF) algorithm. In the DDBF
algorithm, the main idea is to activate some of the nodes as

Approach / tools Shortcomings

T o

£ g .

E % 2= query flooders to send queries on the whole network.
2 e % T%) Therefore, we select some of the nodes as active nodes, which
o = I

< o cover all connected nodes on the network. Therefore, when

we talk about an “Active” node, we assume it as a query
flooder. On the other hand, an “Inactive” node is a node that
does not flood any queries. In this regard, we provide some
rules for activating or deactivating nodes. We should note that
when we use NV, notation it means the node that is a target in
descriptions and it runs the rules. In the DDBF algorithm, all
activated nodes never change their active mode to inactive
mode unless they leave the network. If a node is active and
leaves the network, it becomes inactive and only proposed
distributed rules can make it active again.

The proposed DDBF algorithm includes two phases. The
first phase is named new backbone creation, and the second
phase is named query flooding. In the first phase, a flexible
backbone for flooding queries is created for all existing nodes
on the network. This happens by running four proposed dis-
tributed rules. Then, in the second phase when one node needs
to send a query, it uses the created backbone to flood it.
Figure 1 shows total state machine of DDBF algorithm.

As shown in Fig. 1, there are two main phases in the DDBF
algorithm. The first phase (backbone creation phase) includes
two steps which are called activation rules and assurance of
connectivity. At backbone creation phase; first of all, all
existing nodes on the network follow four rules to be in the
active or inactive mode, then assurance of connectivity step
starts to ensure the connectivity. After the backbone creation
phase, the query’s second phase (flooding phase) starts to
work. Consequently, all nodes on the network can forward a
new query but just activated nodes are able to flood queries to
all of its adjacent nodes. In the query flooding phase in order
to preserve flexibility over the network, there are two special
situations. First, when a new node is added to the network, it
follows proposed rules to be in one of the active or inactive
modes (then it enters the query flooding phase). Second, if one
of the activated nodes fails or is disconnected for any reason,
the assurance of connectivity step will run on the network.

collaborative Q-learning method to balance the query

through resource grouping and a rewiring method
loads among the intragroup peers.

3D-overlay to calculate a consecutive logical
with same resources and then applying a

identifier to a peer.

Each peer runs a distributed algorithm that exploits a
Proposing a churn-resilient system aiming to improve the Evolving the network into a cluster-like topology

Techniques

search efficiency with finding alternative routing paths
for balancing the query loads with high workloads.

A protocol for 3D P2P overlay over MANETs.

Objective

Scheme
14 CCLBR [47]

13 3DO [44]

Table 1 (continued)
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Fig. 1 The state machine of
DDBF algorithm

Backbone Creation

The following section, first, describes algorithm defini-
tions, then explains both of the phases at two different subsec-
tions in detail.

4.1 DDBF algorithm definitions

To describe the rules, we assume some notations and functions
with an example in Table 2. So, let’s assume a simple network
in Fig. 2 as nodes’ links in a network. Note that all of the
examples in Table 2 is based on this simple network.

In Fig. 2, the nodes {2,4,5} are considered as activated
nodes, and the nodes {1, 3, 6} are considered as inactive ones.

4.2 Backbone creation phase

As mentioned above, the backbone creation phase has two
steps as follows: (i) Activation rules step, (ii) Assurance of
connectivity step. So, in the rest of this section, we describe
both steps in detail.

New Backbone Creation Phase

Query Messages Flooding Phase

New MDC Added

Flooding Flooding

Query
Messages
Flooding

Activation
Rules

Flooding

4.2.1 Activation rules step

In the activation rules step, nodes performing proposed rules
to be in one of the active or inactive modes. The activation
rules are described below (Fig. 3 illustrates a flowchart of
rules). Note that these rules can run concurrently on different
nodes with any different performing starting time at different
nodes.

First of all, each node checks if its mode is active or not. If
not, the following 4 rules should be performed, if yes it re-
mains active until it leaves the network.

Rule 1: The node N; checks its number of links
(NC{Adj(N,)}) If its number of links is lower than
2, (NC{Adj(N;)} <2) so it means the node has just
one adjacent node. Therefore it stays inactive and
sends a message to its single adjacent node to ac-
tivate it (sends AAM(V))); otherwise, it goes to the
second rule.
Rule 2: The node N, checks its number of activated adjacent
nodes (NA{Adj(N;)}) If a number of activated

Table 2 Notations used in the rest of the paper; brackets are examples according to the simple network in Fig. 2

Function Description Example

1 Adj(N;) All adjacent nodes of ; Adi(3)=1{1,5,4}

2 N C{Adj(Ny} Number of links of N; NC{Adj(3)} =NC{1, 5,4} =3

3 N A{Adj(Ny} Number of active adjacent nodes of N; NA{Adj(3)} =NA{1,5,4} =2

4 N D{Adj(Ny} Number of inactive adjacent nodes of N; ND{Adj(3)} =ND{1, 5,4} =1

5 AN Active adjacent nodes of N; AQ3)=1{4,5}
AN) = {a 1Ny, az(Ny, ..., ar(N;)}

6 A(N) One of the active adjacent nodes of N; A(3)={4} or {5}
A1(N) = {a1AN)}

7 D(N;) Inactive adjacent nodes of N; D@3)={1}
D) = {d1{Np, da(N)), ..., dANp}

8 AANy) Active adjacent nodes of one of NV; active adjacent AA1(3))=A({5})={4} or
AAIND) =Aa1dN)}) A({4})=1{5}

9 ADN) Active adjacent nodes of inactive adjacent N; ADQA)=A{1})={2}
A(D(NY) =A({d\{(N)), d2/(N, ..., dg{N)})

10 AAM(Nj) Sending adjacent activation message to node V; -
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Fig. 2 An example of nodes links and modes

adjacent is lower than one (NA{Adj(N)} <1) it
means there are not any active adjacent nodes.
Therefore, the N; first collects its adjacent nodes’
number of links, then it compares if it has a greater
number of links in comparison to its adjacent nodes.
If yes it activates itself. Otherwise, it sends an acti-
vation message (AAM(N))) to an adjacent node with
the maximum number of links,(V; = Max {NC{N;},

NC{dy (N}, NCldo(N)}, ..., NCidi(N)} )

The node N; checks if its number of activated adja-
cent nodes is equal to two, (NA{Adj(N,)} = =2) If
S0, it requires both activated adjacent nodes and their
activated adjacent nodes identifications (for instance
IP address), then it finds the subscription nodes

Rule 3:

between these two nodes. It’s for finding a link be-
tween its two activated nodes; Now, if a link is
found, the node N; changes its own status to active.
Otherwise, it goes to the final rule.

The node N; checks if the number of its inactive
adjacent count is equal to one (ND{Adj(N;)} = =
1), which means it has just one inactive adjacent.
If so, node N, checks if there are subscription nodes
between its active adjacent nodes and its inactive
adjacent’ active adjacent nodes or not,
(A(D(N;) NA(N;)) = D) If there is no at least one
subscription node, first the node N; becomes active,
then it sends an Adjacent Activation Message
(AAM(N))) to its single inactive adjacent node to
activate it too.

Rule 4:

In the flowchart (Fig. 3), A(N;) means activating itself,
which runs the rules, and D(J;) means activating all of the
inactive adjacents of V..

Communicated messages in the activation rules step To per-
form the proposed rules in the DDBF algorithm, each node
requires some information from its adjacent nodes. Thus,
prior to performing rules, some information messages (IM)
is requested from adjacent nodes by each node. IM contains
each node’s critical situations such as nodes number of links
(connections count) and so on. IM only communicates be-
tween nodes once when a new node enters or leaves the
network. This gathers some information maximum in two

Start If(l.\liis True
active)
‘@ i
Tey| Nisays
inactive

Activate inactive adjacents of N;

D(N) N

False
Y

False
(a7

Fal
+‘ ralse

If (ND{Adj(N)}== 1)

Y
Activate node, which has j
> —> End
Max{NC{Ni}, NC{d;i(N)}, NC{di(N»)}, ..., NC{dki(N:)} } CJ
A
AN) _
I (A(A(N) N A(N) = ©) True> o ate N, >
D(N;)
AN) N Activate N
Activate N; inactive
adjacents of N;

Fig. 3 Flowchart of activation rules steps in DDBF algorithm, which each node should run in the backbone creation phase

@ Springer



880

Peer-to-Peer Netw. Appl. (2020) 13:872-889

NC{Adj(N>)}

L)
L)
s> Jdp
= |4

Fig. 4 The required information between adjacent nodes in the activation
rules step

NC{AMN)}

AAN)

ADN))

hops (adjacent nodes of the node N,, and adjacent to ad-
jacent nodes of the node ;). We should note that right
after changing node N; status from inactive to active, an
information message is sent to all adjacent nodes imme-
diately. This is to update information of the adjacent
nodes of node N; about its status. For each proposed rule
in Fig. 3 the required information for nodes is shown in
Fig. 4.

Critical situation in the activation rules step In the DDBF
algorithm except for one condition, simultaneous execution
of proposed rules on the different nodes is safe. This critical
situation is when node N; replays its own mode as inactive to
its few adjacent nodes, and if at the same time one of its
adjacent nodes sends a message to change its mode to active
mode. In this condition, the node N; is active, whereas its
adjacent nodes have opposite information. Therefore, it may
cause bad decisions in the adjacent nodes (at worse activating
additional unnecessary node), (Fig. 5).

In Fig. 5, one example of the critical situation is shown. In
this example node #1 and node #2 asked node #3 for its mode
and node #3 replied inactive mode to both of them (red ar-
rows). After that, if node #1, decides to activate node #3 due to
the DDBF algorithm rules, (green arrow). Then node #5 will
have the wrong status of node #3. Therefore it causes bad
decisions in node #5. Therefore, to avoid such a bad decision,
we considered one additional rule. This rule checks and con-
siders each of the nodes when the mode of the node is changed
by its adjacent node. The pseudocode of this rule is as follow:

In this pseudocode, the rule shows that by using this sup-
plementary rule, each node is able to update its previously
reported mode to its adjacent nodes. Therefore, according to
this supplementary rule, in the previous example in Fig. 5,
node #3 sends an adjacent update messageAUM(Ns) to node
#5 immediately after changing its state by node #1, (blue
arrow). Thus, the mentioned problem is fixed.

An example of activation rules step In order to understand the
rules better, we show one scenario for performing the rules on
a simple network as an example as follows: Let’s assume the
nodes are linked as in Fig. 6 (a), and they are in the first step of
the backbone creation phase.

In Fig. 6 (a), there are 16 nodes with some links between
them, which want to create their backbone. Due to the Rule 1,
the Nodes #9, #11 and #16 have less than two adjacent nodes.
Therefore they will decide to be inactive, and they activate
their adjacent nodes #8, #10 and #14 respectively (Fig. 6
(b)). Due to the Rule 2, each of nodes #2, #3, #4 and #7
reaches to the Rule 2 first; sends AAM(NVs) to the node #3 to
activate it. This is because of adjacent node numbers, i.c.,
node #3 has the maximum number of adjacent nodes. Also,
node #1 activates node #4 for the same reason in Rule 2 (Fig. 6
(c)). Due to the Rule 3, one of the nodes #5 or #6 changes its
mode to active mode. The reason is that both of them has only
two different active adjacents nodes which are not connected
to each other. Here, we considered node #5 as activated first,
which does not make a difference if node 6 is activated; (a
critical situation could occur here, see section 4.2.1.2). Due to
the Rule 4, nodes #12 and #13 change their mode to active
mode too. The reason is that node #12 has just one inactive
node (node #13), whose activated adjacent nodes are not
linked to node #12, (Fig. 6, d). Finally, none of the nodes
can enter to any of the proposed rules, and the backbone
creation phase rules step finishes. It’s clear in (Fig. 6 (d)),
one optimum backbone for query flooding with a minimum
number of activated nodes is created.

It is worth noting that distributed algorithms cannot
provide a global optimum solution in a large state
space. Thus, in the DDBF algorithm, the created back-
bone may not activate nodes in a global optimum nec-
essarily. But the results are near the optimum. In the

{

If (AAM (N, ) received from one adjacent node)

If (N ,is “inactive” and its mode sent to another adjacent before)

Send an adjacent update message AUM to all adjacent nodes
with wrong information to update their information
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Fig. 5 An example of the critical situation; red arrows are inactive mode
announcement of node 3, the green arrow is for activating node 3
message, and the blue arrow is an update message

discussed example, there can be some different scenar-
ios of activating too. However, in Fig. 7 we show the
result of some different scenarios of concurrent
performing the rules, which provide suitable
backbones.

As shown in Fig. 7 there are four different instance results
of a different order of performed rules. These results show
different outputs for rules distributed concurrently on the
network.

4.2.2 Assurance of connectivity step

This step is for ensuring the connectivity in the worse situation
between all activated nodes in all topologies with dynamic
nature. This step performs in two situations. The first condi-
tion is after performing proposed rules and just when a new
backbone is created (for the first time after a small time gap w
to allow performing rules by all nodes on the network). The
second condition is when an activated node leaves the net-
work. For assurance of connectivity, we define a
Connectivity Check Message (CCHM). When one of the ac-
tivated nodes is required floods a specific CCHM with its ID
on the network. This node at first condition will be a random
node on the network, and in the second condition will be one
of the adjacent nodes of the activated and leave (we described
it in Sec. 4). Consequently, CCHM floods by created back-
bone to whole nodes on the network. Each node that receives
CCHM follows assurance of connectivity instructions illus-
trated in Fig. 8.

In Fig. 8 the rules run when o, receives the CCHM. Thus, if
N; is inactive it runs the instructions as follows:

* N, waits for € and asks their adjacent nodes for CCHM. If
all of its adjacent nodes receive CCHM, then, the insuring
of the connectivity finishes. But if even one of their adja-
cent nodes has not received CCHM, the related node will

Fig. 6 The example of connected Nodes; subfigures (a), (b), (¢c) and (d) show the activation sequence respectively
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( Activation Order with rules:
v'Rule2={6,8}
vRulel={14}
v'Rule2={4}
v'Rule3={5,3}
vRulel={10}

(C Activation Order with rules: (

v'Rule2={4,7}
vRule3={3}
v'Rule2={5,6}
v'Rulel={8,10,
12,13,14}

Activation Order with rules:

®

v'Rule2={6,8}
v'Rulel={14}
v'Rule2={4}

Activation Order with rules:
v'Rulel={8,10,14}
v'Rule2={3,4}
v'Rule3={5}

v'Rule4={12,13

Fig. 7 Different scenarios of performing rules; figures (a), (b), (¢), and (d) show the activated MDs with a different sequence of performed rules. For
instance, in figure (a), Rule 2, activated nodes #6, 8; rule 1 activated node #14 and so on

activate itself and flood a new CCHM just to the nodes
which have not received the CCHM. This CCHM sending
routine continues until every CCHM floods on the net-
work. After that, the connectivity between activated nodes
is insured. (The waiting time € contains a bigger worse
time than a message that takes to flood on the whole net-
work like time to live (TTL)).

Based on this step, proposed DDBF algorithm becomes a
flexible backbone, which is robust in dynamic conditions for
any topology.

CCHM received
If (N;is inactive) False

True

A4
Ask All D(Nj) for
CCHM
. Send a new ( )
Fals% Activate NiH CCHM % End

If (Al D(N;) received CCHM)
True T

Fig. 8 Assurance of connectivity step flowchart

@ Springer

4.3 Query forwarding phase

In this phase, the created backbone is ready to use.
Each node which has a query to flood on the network
can use the created backbone. The inactive nodes which
need to send a query only send one query to one of its
active adjacent nodes. So, each active node sends the
query to all of its adjacent nodes. By repeating this
routine, the query is sending to all existing nodes on
the network. As shown and mentioned in Fig. 1, if
some new nodes enter the network, newly entered nodes
follow proposed rules to be in one of the active or
inactive modes. Second, if some of the activated nodes
fail or leave the network, the assurance of connectivity
step will run on the network.

5 Performance evaluation

In this section, we compare DDBF algorithm with the
Traditional Flooding algorithm (TF), Random Walk al-
gorithm (RW) [14], and Lightweight path flooding algo-
rithm (Lightweight) [4]. As mentioned above, TF causes
a lot of traffic because it sends data to all the adjacent
nodes. Well-known Random walk technique, which for-
wards a query message to a randomly chosen neighbor
at each step until the object is found, is mainly depen-
dent on the network topology. Also, lightweight path
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flooding algorithm is the most recently presented algo-
rithm, which still generates a large number of redundant
queries on the network.

5.1 Simulation setup

To evaluate and prove the proposed DDBF algorithm,
we use four fixed network topologies and one dynamic
network with dynamic query distributions in our studies.
Key statistics of these network topologies are shown in
Table 3.

In Table 3, the number of nodes and their degree informa-
tion for five graphs has been shown. Details of these topolo-
gies are as follows:

(i) Power-Law Random Graph (PLRG): Many real-life
P2P networks have topologies that are power-law
random graphs [49]. In this graph, the node degrees
follow a power-law distribution in which when
ranked from the most connected to the least con-
nected, the i"™ most connected node has a/i® adja-
cent nodes, where 3 is a constant. Once the node
degrees are chosen, the nodes are connected ran-
domly [24].

(i) Normal Random Graph (Random): A random graph
which is generated by a modified version of the GT-
ITM topology generator [50].

(iii) Gnutella graph (Gnutella): The Gnutella network topol-
ogy node degrees roughly follow a two-segment power-
law distribution.

(iv) Two-Dimensional Grid (Grid): A two-dimension grid
which is a simple graph chosen for comparison pur-
poses. We should note that the chosen fixed networks
are based on the research in [23].

(v) Dynamic graph (Dynamic): The initial structure of
this graph is based on PLRG, and it changes with
entering and leaving random nodes in the graph
dynamically. The reason for selecting PLRG as
the initial graph is that many real-life P2P net-
works have topologies that are like power-law ran-
dom graphs [49]. Based on this dynamic graph,
we can evaluate our proposed algorithm in the

almost real dynamic network. Hence in this graph,
we tried to consider the true dynamics of a node
coming and going on the network. The maximum
and minimum number of nodes and degrees in this
network are shown in Table 3. Node’s entering
and leaving rate from the network is considered
as a static value to show results in the simula-
tions. Note that when a random node is chosen
to leave the network, the whole network connec-
tivity is preserved.

In the flooding process, distribution of the flooder’s nodes
can be important by assuming that » flooder nodes require
discovery resources. Let ¢; be the relative popularity of the
i™ node. The values are normalized:

2 g =1 (1)

We investigated the following distributions for flooder
nodes:

(i) Uniform: All resources are equally popular.

Uniform : q; = 1/n (2)

(ii) Zipf-like: the popularity of flooder nodes follows a Zipf-
like distribution. Studies have shown that Napster,
Gnutella, storage cluster and Web queries follow Zipf-
like distributions [51, 52].

Zipf—like : q;1/i" (3)

For each set of simulations, we first select the topol-
ogy and the query flooder distributions. Then we as-
sume that when a node floods a query, all other existing
nodes on the network must receive the query at least
once. In the networks with static topology simulations, a

Table 3 Key statistics of used

network topologies in the Topology ~ Number of ~ Number of Nodes average ~ STD Maximum Median
simulations nodes total links degree degree degree
1 PLRG 3830 8870 4.81 18.4 270 1
2 Random 3640 7568 4.75 1.50 18 4
3 Gnutella 3823 8907 4.92 9.03 127 3
4  Grid 500-3000 995-5890 3.96 0.2 4 4
5 Dynamic  500-3000 1256-9340 3.21-4.82 L1121 922 2-3
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number of flooders are considered 1000, and in dynamic
one 200 for both distribution types. Also, the value of «
parameter is considered as 0.8. Flooder nodes are cho-
sen based on two distribution types described above.
Thus, statistics at simulations show averages. Note that,
we run the simulations for each query independent of
other queries because individual queries do not have
any effect on each other.

5.2 Metrics

Performance issues in real P2P networks can be based on a
variety of items. Therefore, we focus solely on efficiency as-
pects and use the following metrics in our described topolo-
gies in P2P networks. These metrics, though simple, reflect
the fundamental properties of the proposed algorithm in com-
parison to others.

1) A number of the nodes, which are involved in queries
flood in the whole network.

2) A number of the total generated queries in the whole
network.

3) Worse delay (hops) for receiving query by all existing
nodes in the whole network.

4) The average delay in receiving queries from all existing
nodes in the whole network.

5.3 Simulation results for static network topologies

In Fig. 9, we compared DDBF algorithm with TF, RW,
and Lightweight algorithms with six different number of
nodes with respect to grid topology (Fig. 9 (a)), and
PLRG, Random, and Gnutella topologies (Fig. 9 (b)).
In this figure, the number of involved nodes for
flooding on the network has been compared in which
results are flooding averages per both uniform and

3500
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Zipf-like query flooder distributions. By looking at re-
sults, it can be seen that the traditional flooding scheme
used all of the peers for flooding query on the network.
Traditional flooding, random walk, and Lightweight
path flooding algorithm have almost the same results.
However, lightweight is better. In contrast, DDBF algo-
rithm, because of using a dynamic backbone for query
flooding, decreased the number of engaged nodes in
query flooding process significantly. In terms of en-
gaged nodes for query flooding, the average percentage
of decrease in all experiments in comparison with light-
weight is 30.44%.

Figure 10 shows comparisons in terms of a number of
the flooded queries on the network with a different number
of nodes on the grid topology (Fig. 10 (a)), and with dif-
ferent topologies (Fig. 10 (b)). Results were obtained from
flooding query with both uniform and Zipf-like query
flooder distributions. In this figure, it is clear that DDBF
algorithm has dramatic results in decreasing the number of
the redundant queries in all topologies.

DDBF algorithm decreased the number of the redun-
dant queries in a high number of nodes on the network
about 49% compared to flooding scheme and 27% com-
pared to Lightweight path flooding algorithm in all to-
pologies. Based on results of Fig. 10 (a), we should
note that by an increase in the number of the nodes,
the performance of DDBF algorithm increases gradually
compared to all of the other algorithms. It means DDBF
algorithm outperforms that of others for more nodes on
the network.

Figure 11 (a) shows a comparison in terms of worse
queries delay (hops) and a number of the nodes on the
grid topology. Also, Fig. 11 (b), shows a comparison in
terms of worse queries delay (hops) and a number of
the nodes on the three different topologies. Like previ-
ous experiments, results were obtained from flooding
query with both uniform and Zipf-like query flooder
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Fig. 9 Comparison in terms of the number of engaged nodes for query flooding (a) grid topology, (b) PLRG, Random, and Lightweight topologies
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Fig. 10 Comparison the number of flooded queries on the network (a) grid topology, (b) PLRG, Random, and Lightweight topologies

distributions. TF algorithm engages all nodes on the
network for flooding. Thus its worse delay time is the
best. In contrast to RW and Lightweight path flooding
algorithms, DDBF uses backbone to flood the queries,
which path loops on the path become minimum. Thus,
its worth query delay performance is better than RW,
and Lightweight path flooding algorithms. By looking
at these results, DDBF cannot provide the same worth
delay as TF. However, it is best in comparing to RW
and lightweight algorithms. Also, based on the dramatic
improvements in the other important metrics DDBF pro-
vides a close worth delay to TF.

In Fig. 12, we compared DDBF algorithm with TF,
RW, and Lightweight path flooding algorithms in terms
of query flooding average delay (hops) on the network.
Figure 12 (a) shows the results of query flooding av-
erage delay per deferent number of the peers on the
Grid topology. Also, Fig. 12 (b) shows the results of
query flooding average delay per deferent number of
the peers on the three other topologies (see Table 3).
As it is obvious that the results show DDBF algorithm
results are between Flooding scheme and Lightweight
path flooding algorithm like the previous worse queries
delay comparison. It means DDBF algorithm improves
delay against other state-of-the-art algorithms at all
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while it maintains a reasonable delay in comparison
with traditional flooding algorithm (TF), which en-
gages all existed nodes on the network for query
flooding.

5.4 Simulation results for dynamic network topology

To evaluate dynamicity on the proposed algorithm, we
present the results of query flooding on a dynamic to-
pology (see its detail in Sec 5.1). For dynamic network
topology, we propose the results of two important met-
rics as a number of engaged nodes on the flooding and
number of queries on the network. Figure 13 (a) com-
pares the DDBF algorithm with TF, RW, and
Lightweight path flooding algorithms in terms of a
number of engaged nodes. It is worth noting that in
Fig. 13 first, the number of nodes on the network in-
creasing (new nodes adding to the network randomly),
then at the same network number of nodes are decreas-
ing (nodes leaving the network randomly). As men-
tioned in the simulation setups, dynamic network topol-
ogy per each change is 200 query flooding (100 per
each flooder distribution types).

In the results obtained for dynamic network topology,
average improvement percentage in terms of the number
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Fig. 11 Comparison the number of the worse queries delay (hops) on the network (a) grid topology, (b) PLRG, Random, and Lightweight topologies
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Fig. 12 Comparison, the number of the averages, queries delay (hops) on the network (a) grid topology, (b) PLRG, Random, and Lightweight topologies

of engaged nodes for flooding on the network is 42%
for DDBF in comparison to the TF, and in comparison
to the lightweight algorithm is 24%. Also, Average im-
provement percentage in terms of the number of flooded
queries on the network is 67%, for DDBF in compari-
son to the TF and it is 34% in comparison to the light-
weight algorithm. Consequently, in addition to static to-
pologies, the simulation results in the dynamic network
topology prove DDPF superiority.

6 Conclusion

Unstructured networks are becoming a promising plat-
form and have developed rapidly in recent years.
Sending queries to resource discovery in the unstruc-
tured networks such as Grid systems, Peer-to-Peer
(P2P) network, and clouds networks is one of the ne-
cessities in networks. Therefore, networks’ performance
can be influenced by using an efficient algorithm for
flooding queries. Therefore, in this paper, we developed
a distributed dynamic backbone-based flooding (DDBF)
algorithm to improve existing flooding algorithms in

Lightweight

=== DDBF

NUMBER OF FLOODER
NODES

cococoocococcooccoc oo oo
SHMownmSoSUSNONOSNSNSINSINS
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terms of redundancy and delay. We implemented and
evaluated DDBF in P2P networks, which can be easily
expanded to Grid and cloud networks. In the DDBF
algorithm, we proposed a distributed algorithm whose
nodes are able to create a reliable backbone for flooding
in the cloud network. The DDBF algorithm ensures
connectivity in the created backbone even by
disconnecting and connecting nodes rapidly. Thus, the
reliability of receiving flooded query by all of the in-
volved nodes on the network is ensured. Finally, we
compared the performance of the flooding schemes.
The results of the experimental tests in five different
topologies verify the proposed DDBF algorithm’s im-
provements. Most importantly in the results obtained
for dynamic network topology, in terms of the reduced
engaged nodes at DDBF is 42% in comparison to the
TF, and 24% in comparison to the lightweight algo-
rithm. Also, in terms of the reduced flooded queries at
DDBF in comparison to the TF is 67%, and in compar-
ison to the lightweight algorithm is 34%. In general in
all different topologies DDBF achieves better network
performance in comparison to existing state-of-the-art
algorithms.

e=pr==DDBF

Lightweight

NUMBER OF QUERY

(b)

Fig. 13 Comparison TF, RW, Lightweight path, and DDBF flooding algorithms on the dynamic topology in terms of (a) number of engaged nodes for

query flooding (b) number of flooded queries on the network
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In the future work we will focus on the proposing one back-
bone based single solution for load balancing for flooder
nodes on all kinds of the network’s topologies.
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