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Abstract With the rapid development of vehicular networks,
the problem of data sharing in vehicular networks has attached
much attention. However, existing data access control schemes
in cloud computing cannot be applied to the scenario of vehic-
ular networks, because cloud computing paradigm cannot sat-
isfy the rigorous requirement posed by latency-sensitive mobile
application. Fog Computing is a paradigm that extends Cloud
computing and services to the edge of the network. The vehic-
ular fog is the ideal platform to achieve data sharing in vehicular
networks. In this paper, we propose a revocable data sharing
scheme for vehicular fogs. We construct a new multi-authority
ciphertext policy attribute-based encryption (CP-ABE) scheme
with efficient decryption to realize data access control in

vehicular network system, and design an efficient user and
attribute revocation method for it. The analysis and the simula-
tion results show that our scheme is secure and highly efficient.

Keywords Vehicular fogs . Attribute-based encryption .

Revocation . Security . Efficiency

1 Introduction

During the last decade, with the development of science and
technologies, such as cloud computing and cellular networks,
vehicular networks and associated applications have been de-
veloped dramatically. Especially vehicular networks, which
are recognized as a significant component of the future intel-
ligent transportation systems [1, 2], support various mobile
services ranging from the content-sharing applications to the
information-spreading services [3]. As a consequence of this
trend, the problem of data sharing has attached much attention
[4]. Therefore, it is necessary to develop a secure and efficient
data sharing method.

However, existing data access control schemes in cloud
computing cannot be applied to the scenario of vehicular net-
works, because cloud computing paradigm cannot satisfy the
requirements of mobility support, low latency and geographical
distribution in addition to location awareness. Since mobile
cloud computing uses the client–server communication model
[5], it is costly and time consuming when uploading real-time
data. Moreover, mobile cloud computing also requires a high
quality of network connections with remote infrastructures [6].
As a result, the requirement of efficient and convenient com-
munication and computational is a challenging issue in the
design of data sharing schemes for vehicular networks.

To address the above problem, the concept of Fog
Computing [7] is proposed. It is also proposed as a technology
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to secure the cloud environment. Similar to the cloud, it can also
provide storage, computation, and application services to end-
users. However, Fog can be distinguished from Cloud by its
proximity to end-users, the dense geographical distribution and
its support for mobility [8]. The Fog Computing paradigm is
well positioned for real time big data analytics, supports densely
distributed data collection points, and provides advantages in
advertising, personal computing and other applications.

1.1 Related work

FogComputing is a network between the underlying networks
and the clouds. It extends the traditional cloud computing
mode to the edge of the network from the network center,
which is more widely used in all kinds of services [8].
Compared with the Cloud, which is more centralized, Fog
Computing targets the services and applications with widely
distributed deployments. Since the Fog is localized, it pro-
vides low-latency communication and more context aware-
ness [9]. The Fog suits applications with low-latency commu-
nication, video streaming, gaming, AR, etc.

With the concept of Fog Computing, researchers have stud-
ied some useful and interesting applications based on it. The
application and deployment of Connected Vehicle is enriched
by connectivity and interactions: vehicles-to-vehicles, vehicle
to access points, and access point to access point. It becomes
an ideal platform by mobility, low latency, and supports for
real-time interactions of Fog.

Another work [10] points out that Fog Computing brings
cloud resources close to the underlying devices and Internet of
Things, which makes it ideal for latency-sensitive services.
They present the idea of utilizing the services of fog for
offloading and preprocessing purposes to provide a quick
way of notifying the relevant emergency-dealing department.

K. Hong et al. proposed the concept of mobile Fog [11].
Mobile Fog is a high level programmingmodel consisting of a
set of event handlers and functions for future Internet applica-
tions. They also proposed using parallel resources to mitigate
large speed of mobile and taking several predictions for each
time step. B. Ottenwalder et al. presented a placement and
migration method for Cloud and Fog resources providers
[12]. It ensures application-defined end-to-end latency restric-
tions and reduces the network utilization by planning the mi-
gration ahead of time. But this work does not optimize work-
load mobility or the size of control information.

In the mobile Cloud concept [13], pervasive mobile de-
vices share their heterogeneous resources and support ser-
vices. Neighboring nodes in a local network form a group
called a local Cloud. Nodes share their resources with other
nodes in the same local Cloud. A local resource coordinator
serving as Fog device is elected from the nodes in each local
Cloud. Moreover, some data sharing schemes [14–17] for
mobile networks are proposed.

To achieve secure and efficient data sharing for Vehicular
Fogs, we use the method of CP-ABE (Ciphertext Policy
Attribute-Based Encryption), which is regarded as one of the
most suitable technologies for data access control in cloud
storage systems.

There are two types of CP-ABE systems: single-authority
CP-ABE where all attributes are managed by a single author-
ity, and multi-authority CP-ABE where attributes are from
different domains and managed by different authorities.
However, in many applications, users may hold attributes is-
sued by multiple authorities and data owners may also share
the data using access policy defined over attributes from dif-
ferent authorities. Therefore, multi-authority CP-ABE is more
appropriate for data access control of cloud storage systems.

However, the revocation issue is difficult in CP-ABE sys-
tems. Since there are many users in a cloud storage environ-
ment, users may change frequently. Moreover, users’ attri-
butes can be changed dynamically. A user may be entitled
some new attributes or revoked some current attributes. And
his permission of data access should be changed accordingly.

To deal with the challenging revocation issue in CP-ABE
systems, several user revocable CP-ABE schemes have been
proposed. Ostrovsky et al. [18] first proposed a fine-grained
user revocation scheme based on CP-ABE that supports nega-
tive clause. However, the size of the users’ keys and the ci-
phertext are larger. In addition, two user revocation schemes
are proposed respectively by Rafaeli and Boyen [19, 20], but
both of them have some shortcomings. Attrapadung et al. came
up with three user-revocable ABE scheme. However, they are
not applicable in the outsourcing environment. Later, Liang
et al. [21] also proposed a CP-ABE scheme with efficient user
revocation. In this scheme, once a user leaves from a single
user set, he will not be able to access the data again. However,
this construction has low efficiency in practice.

To achieve revocation on attribute level, several attribute
revocation schemes are proposed by setting expiration time
on each attribute. However, this method cannot achieve imme-
diate attribute revocation, and the key updating phase can be the
bottleneck of the system. Some other re-encryption-based attri-
bute revocation schemes are proposed by relying on a trusted
server. We know that the cloud server cannot be fully trusted by
data owners, thus traditional attribute revocation methods are
no longer suitable for cloud storage systems. With the purpose
of reducing the computation overhead of data service manager,
Xie et al. [22] proposed a new CP- ABE construction with
efficient user and attribute revocation. Compared with Hur’s
[23], in the key update phase, the computation load of the data
service manager will be reduced by half.

1.2 Our contribution

In this paper, we propose a revocable data sharing
scheme for vehicular fogs. Here we construct a new
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multi-authority CP-ABE scheme with efficient decryp-
tion to realize data access control in vehicular network
system, and design an efficient user and attribute revo-
cation method for it.

The main contribution of this work can be summarized as
follows.

1) We construct a secure and efficient data sharing scheme
for Vehicular Fogs. Any vehicle in vehicular network system
can share their resources with others.

2)We propose a newmulti-authority CP-ABE schemewith
efficient decryption, while still keeping the CP-ABE system
secure against the collusion attack. The main computation of
decryption is outsourced to the cloud server. We design an
efficient user and attribute revocation method for multi-
authority CP-ABE scheme that achieves both forward security
and backward security.

3) We provide security analysis and performance analysis
of the proposed scheme, and the experimental results show the
efficiency of our scheme.

1.3 Organization

The remaining of this paper is organized as follows. We first
give some preliminaries in Section 2. Then, we give the def-
inition of the system model and framework in Section 3. In
Section 4, we propose a revocable data sharing scheme based
on CP-ABE for vehicular fogs. Section 5 gives the security
and the performance analysis of our scheme. Finally, the con-
clusion is given in Section 6.

2 Preliminaries

In this section, we briefly describe some fundamental
backgrounds used in this paper, including bilinear maps,
access structure and linear secret sharing schemes
(LSSS).

2.1 Bilinear maps

Definition 1 (bilinear maps) LetG1,G2and GTbe three cyclic
groups of prime orderp. A bilinear map is a map e :G1 ×
G2→GTwith the following properties:

1) Bilinearity: for allg1 ∈G1, g2 ∈G2anda , b ∈ Zp, e ga1; g
b
2

� �
¼ e g1; g2ð Þab .

2) Non-degeneracy: there existsg1 ∈G1,g2 ∈G2 such thate(-
g1, g2) = 1.

3) Computability: there is an efficient algorithm to compute
e(g1, g2)for any g1 ∈G1andg2 ∈G2.

2.2 Access structure

Definition 2 (access structure [24]) Let {P1, P2, ⋯ , Pn}be a

set of parties. A collectionA⊆2 P1;P2;⋯;Pnf g is monotone if∀B ,
C: ifB ∈ AandB ⊆CthenC ∈ A. An access structure (respective-
ly, monotone access structure) is a collection (respectively,
monotone collection) Aof non-empty subsets of{P1, P2, ⋯ ,

Pn}, i.e.,A⊆2 P1;P2;⋯;Pnf gn ϕf g. The sets in A are called the au-
thorized sets, and the sets not inAare called the unauthorized
sets.

2.3 Linear secret sharing schemes

Definition 3 (linear secret-sharing schemes (LSSS) [24])
We recall the description of LSSS as follows [24]. LetΠbe a
secret sharing scheme over a set of parties℘with realizing an
access structureA. We say thatΠis a linear secret sharing
scheme overℤpif:

1) the piece for each party forms a vector over ℤp.
2) during the generation of the pieces, the dealer chooses

independent random variables, denotedr2 , ⋯ , rn, each
one distributed uniformly overℤp. Each coordinate of
the piece of every party is a linear combination of r2 ,
⋯ , rn and the secrets. That is, letMdenotes a matrix

with lrows andncolumns. For the vector v!T ¼
s; r2;⋯; rnð Þ and any authorized set, there exist
constants{wi ∈ℤp}i ∈ Isuch that, if{λi}are valid shares of
any secretsaccording toΠ, then∑

i∈I
wiλi ¼ s, where λi ¼

M v!ð Þi andI ⊂ {1, 2, ⋯ , l}.

3 System model and framework

3.1 System model

A simple three level hierarchy is adopted in our system as
Fig. 1. In this framework, each vehicle is attached to one of
fog devices. Fog devices can be interconnected and each of
them is linked to the cloud.

In the system, fog devices at the edge are responsible
for storing and transmitting the data encrypted by data
owners (vehicles), which are connected to the fog de-
vices through a short-range communications such as
Wi-Fi, ZigBee, Bluetooth, etc., and issue control com-
mands to actuators. Those data and computation which
needs more computing power are sent to the cloud from
the fog devices through high-speed wire or wireless com-
munication. As it is expensive and time-consuming to
send all of data from vehicles to the cloud directly
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through the high latency network, fog layer is positioned
nearby vehicles and autonomously processes data in real
time nearby the network edge. Because fog devices have
more memory or storage ability for computing, it is im-
mediately possible to process a significant amount of
data from data owners.

In addition, to improve the efficiency of data sharing, the
method of cache [25] is adopted in our system. Fog devices
can store a certain amount of data encrypted by the cloud so
that any users managed by this fog device can easily access the
data from the buffer without asking the cloud. Once a user
requests to access a file, the fog device will first check whether
the file exists in the buffer. If the file exists in the buffer, then
the user can decrypt it with his secret key. Otherwise, he has to
send an access request to the cloud, after that the cloud will
send the file to the fog. Especially, once the buffer is full, all
the data in the buffer has to be cleared so that new data can be
stored.

As for the framework of the cloud, it consists of five types
of entities: the cloud server (server), a global certificate au-
thority (CA), the attribute authorities (AAs), the data owners
(owners) and the data consumers (users), as shown in Fig. 2.

The CA is a fully trusted global certificate authority which
is responsible for issuing a global unique identityUIDfor each
user and a unique identityAIDfor each AA in the system.
However, the CA is not involved in any attribute management
and any generation of secret keys which are associated with
attributes.

Each AA is an independent attribute authority that is re-
sponsible for issuing, revoking and updating users’ attributes
within its administration domain. In our scheme, each AA is
responsible for generating a public attribute key for each

attribute it manages and a private key which consists of trans-
formation key and secret key for each user. The transformation
key is stored at the server and secret key is kept by the user.

The data owners define access control policies over attri-
butes from multiple attribute authorities and then encrypt the
data under the policies. After that, the owners send the
encrypted data to the cloud server.

The server stores the owners’ data and provides data access
service to users. Moreover, it can help the users decrypt the
ciphertext. Only the users whose attributes satisfy the access
control policy can the server decrypt the ciphertext with their
transformation keys. After that, it sends the partially decrypted
data to the corresponding users.

The users can request their secret keys from the relevant
authorities. After downloading any encrypted data file shared
on the cloud, the users first ask the server to decrypt it with
their transformation keys. Upon receiving the partially
decrypted data from the server, the users further decrypt it with
their secret keys.

However, there are some security issues that have to be
considered in our system [26]. According to the fog devices,
there exists a potential attack which is man-in-the-middle at-
tack. In this attack, gateways serving as fog devices maybe
compromised or replaced by fake ones. Traditional anomaly
detection methods can hardly expose man-in-the-middle at-
tack without noticeable features of this attack collected from
the fog [27]. In some scenarios, it is difficult to protect com-
munication between fog devices and terminal devices using
encryption method. Encryption and decryption methods con-
sume large amount of battery on mobile device. Therefore, in
our system we assume that fog devices are trusted and they
will not be attacked by malicious users.

Fig. 1 The vehicular network
system model in Fog and Cloud
environment
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On the other hand, in our multi-authority cloud stor-
age systems, we assume that the CA is trusted in the
system, but we still need to prevent it from decrypting
any ciphertext. Each authority is also trusted, but it can
be corrupted by the adversary. The server is curious but
honest. It is curious about the content of the encrypted
data or the received message, but will execute correctly
the task assigned by each authority. The users are dis-
honest and may collude to obtain unauthorized access to
data.

3.2 Framework

Definition 4 (multi-authority access control scheme)
CASetup (1λ)→{GP,UID, AID}: the CA Setup algorithm is
run by the CA. It takes no input other than the implicit security
parameterλ. It outputs the global parameterGP, the authority
identityAIDand the user identityUID.

AASetup (AID)→ PKk ; SKk ; PKxkf gf g: the attribute au-
thority setup algorithm is run by each AA. It takes the author-
ity identityAIDas input. It outputs public attribute keys PKxkf g
for all attributes issued by each AA and a pair of authority
public keysPKkand authority secret keySKk.

Encrypt (GP; PKkf gk∈IA ; PKxkf gk∈IAxk∈SAk
;M ;A )→{CT}:

the encryption algorithm is run by the data owner. It takes as

inputs the global parameterGP, a set of public keys PKkf gk∈IA
from the involved authority setIA, a set of public attribute keys

PKxkf gk∈IAxk∈SAk
, a messageMand an access structureA. It outputs

the ciphertextCT.
KeyGen (GP; SU ;UID; PKxkf g; SKk )→{TKj , k, SKj}: the

key generation algorithm is run by each AA. It takes as inputs
the global parameterGP, a set of attributes of the userSU, the
user identityUID, the public attribute key PKxkf g and the au-
thority secret keySKk. It outputs the transformation keysTKj ,

kand the user secret keysSKj.
Transform (TKj , k , CT)→CT′: the transformation algo-

rithm is run by the cloud server. It takes as inputs the transfor-
mation keyTKj , kand the ciphertextCT. It outputs the partially
decrypted ciphertextCT′.

Decrypt (CT′ , SKj)→M: the decryption algorithm is run
by the users. It takes as inputs the partially decrypted
ciphertextCT′and the user secret keySKj. It outputs the
messageM.

RekeyUpdate (UID; Lj;k ;Di; v~xk )→{PxUK, TUK,CUK}:
the rekey update algorithm is run by the involved authorities.
It takes as inputsUIDof each non-revoked user, Lj , kof the
transformation keyTKj , k,Diof the ciphertextCTand the current
attribute version key~vxk. It outputs the public attribute update
keyPxUK, the transformation update keysTUKand the cipher-
text update keyCUK.

Data owner

AA1

AAk

AA2

User

CA

Cloud Server

AIDk

PK2,{PKx2}
SKu2

Fig. 2 System model of multi-
authority access control in cloud
storage
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PKxUpdate (PK~xk ; PxUK)→PK*
xk : the PKx update algo-

rithm is run by the data owner. It takes as input the current
public attribute keyPK~xk and the public attribute update

keyPxUK.It outputs a new public attribute keyPK*
xk.

TKUpdate (TKj , k ,UID , TUK)→TK*
j;k: the TK update

algorithm is run by the cloud server. It takes as inputs the
current transformation keysTKj , kand the transformation up-
date keysTUK. It outputs a new transformation keyTK*

j;k for

each non-revoked user who has the attribute ~x∼k .
ReEnc (CT ,CUK)→CT∗: the re-encryption algorithm is

run by the cloud server. It takes as inputs the current
ciphertextCTand the ciphertext update keyCUK. It outputs a
new ciphertextCT′.

4 Our construction

In this section, we first give an overview of the challenges and
techniques of designing multi-authority access control
schemes for cloud storage systems. Then, we propose the
detailed construction of multi-authority CP-ABE method
and use it to design a data sharing scheme based on CP-
ABE for vehicular fogs with user and attribute revocation.

4.1 Overview

One challenge issue in the design of multi-authority CP-ABE
scheme is how to tie the secret keys from different authorities
together and prevent collusion attack.

In our method, a certificate authority (CA) is introduced to
assign a global user identityUIDto each user and a global
authority identityAIDto each authority. Since UID is unique
in the system, secret keys with the sameUIDcan be tied to-
gether for decryption and it can prevent the collusion attack.
Also, since each authority is associated with anAID, all the
attributes are distinguishable even though some attributes
present the same meaning. Thus, the collusion attack can be
resisted by usingAIDandUID.

The other challenge issue is the problem of revocation.
According to user revocation, in our scheme, we do not need
to update other unrevoked users’ secret keys and re-encrypt
the ciphertext. The only operation we need is to delete the
revoked user’s transformation key. Once theTKis eliminated,
the cloud server is no longer able to perform the transforma-
tion algorithm for the revoked user. Thus, the revoked user
cannot decrypt the data he wants.

For attribute revocation, the method of attribute version
number is introduced in our scheme. We first choose a version
number for every attribute in the system. When an attribute
revocation occurs, only those involved components in secret
keys and ciphertext need to be updated. The involved author-
ity will generate a new version key for the revoked attribute

and generate the update keys which contain a public attribute
update key, a transformation update key and a ciphertext up-
date key. With these update keys, the involved compo-
nents in the ciphertext can be updated to the current
version, and each non-revoked user can also decrypt
the new ciphertext.

Especially, to reduce the computation overhead of users,
both the key update and ciphertext re-encryption operations
are delegated to the cloud, thus the decryption time for users
can be reduced much.

4.2 Our construction

The construction of our access control scheme consists of four
phases: System Initialization, Key Generation, Encryption
and Decryption.

Phase 1: System Initialization

There are two steps in the system initialization phase: CA
Setup and AA Setup.

1) CA Setup (1λ)→{GP,UID, AID}:

The CA runs the CA Setup algorithm, which takes a secu-
rity parameter as input. LetG1, G2 andGT be the multiplica-
tive groups with the same prime orderp, ande : G1 �G2→GT

be the bilinear map. Letg1be the generator ofG1 andg2be the
generator ofG2. LetH : 0; 1f g*→G2 be a hash function such
that the security will be modeled in the random oracle. The
CA then chooses a random numbera ∈ℤpand sets the global
parameter GP ¼ ga2; g1; g2;H

� �
.

Every AA and user should register itself to the CA during
the system initialization. The CA then assigns a unique global
authority identityAIDto each legitimate AA and a unique
global user identityUIDto every legitimate user.

2) AA Setup (AID)→ PKk ; SKk ; PKxkf gf g :

Each authority runs the AA Setup algorithm. LetSAk denote
the set of all attributes managed byAAk.AAkfirst chooses two
random exponentsαk , βk ∈ ℤp. For each attributexk∈SAk ,
AAkchooses an attribute version key asVKxk ¼ vxk and then gen-

erates the public attribute keys as PKxkf g ¼ g
vxk
2 H xkð Þ.Then it

publishes PKk ¼ e g1; g2ð Þαkf g as its public key and
keepsSKk= {αk,βk}as its secret key.

Phase 2: Encryption

Encrypt GP; PKkf gk∈IA ; PKxkf gk∈IAxk∈SAk
;M ;A

� �
→ CTf g :
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The encryption algorithm takes as inputs the global
parameterGP, the public keys PKkf gk∈IA , the public attri-

bute keys PKxkf gk∈IAxk∈SAk
, the messageMand an access

structure(A, ρ)over all the selected attributes from the
involved authorities. LetAbe a l × nmatrix, whereldenotes
the total number of all the attributes. The functionρmaps
rows of the matrixAto attributes.

The encryption algorithm first chooses a random encryp-
t i o n e x p o n e n t s ∈ ℤ p a n d a r a n d o m v e c t o r
v!¼ s; y2;⋯; ynð Þ∈Zn

p withsas its first entry, wherey2 , ⋯ ,

ynare used to share the encryption exponents. Fori = 1 , ⋯ , l,
it computesλi ¼ v!⋅Ai, whereAiis the vector corresponding to
the i-th row ofA. Then it randomly choosesγ1 , γ2 , ⋯ , γl ∈
ℤpand computes the ciphertext as.

CT ¼ C ¼ M ⋅e g1; g2ð Þ
∑
k∈IA

αks
;C

0 ¼ g1
s; Ci ¼ g2

aλi ⋅ gvρ ið Þ
2 ⋅H ρ ið Þð Þ� �−γi ;Di ¼ gγi1

� �
i∈ 1;⋯;lf g

( )
ð1Þ

Phase 3: Key Generation

KeyGen GP; Su;UID; PKxkf g; SKkð Þ→ TK j;k ; SK j
� �

:

LetSAandSUdenote the set of authorities and the set of users
in the system respectively. Each authority first assigns a set of
attributes Sj , k(j ∈ SU,k ∈ SA) to each legal user, then chooses a
random numberzj ∈ ℤpfor each user and let SKj = {zj}as the
user’s secret key. Each AA then runs the KeyGen algorithm
to generate the transformation key as

TK j;k ¼ K j;k ¼ g
αk
z j

2 g
aβk
z j

2 ; Lj;k ¼ g
βk
z j

1 ; K j;ρ kð Þ
� �

ρ kð Þ∈S j;k
¼ g

vρ kð Þ
2 H ρ kð Þð Þ� �βk

z j

� 	
ð2Þ

TKj , k is used for data decryption and it is stored in the
cloud server.

Phase 4: Decryption

Each legal user in the system can query the encrypted data
from the cloud server. But only those users whose attributes
satisfy the access structure can decrypt the data. The decryp-
tion consists of two steps.

1) Transform (TKj , k ,CT)→CT′:

When a user wants to download a file in the system, the
cloud server will first check his transformation key. If the
corresponding attributes does not satisfy the access structure,
the cloud server outputs⊥. Otherwise it chooses a set of
constantsωi ∈ℤpsuch that, if λi are valid shares of the secret
saccording toA, then ∑

i∈I
ωiλi ¼ s, where I = {1, ⋯ , l}.

Then the cloud server computes:

∏
k∈IA

e C′;K j;k
� �

∏
i∈I

e Cωi
i ; Lj;k

� �
⋅e Dωi

i ;K j;ρ ið Þ
� �� � ¼ e g1; g2ð Þ

∑
k∈IA

αks
z j ð3Þ

Thus the cloud server gets the partially decrypted data CT ′

¼ e g1; g2ð Þ
∑
k∈IA

αks
z j and then sends it to the user.

2) Decrypt (CT′ , SKj)→M:

Upon receiving the data from the cloud server which is
partially decrypted, the user runs the decryption algorithm to
decrypt the ciphertext by using its secret keySKj.It
computesMas

M ¼ C

CT ′z j ð4Þ

4.3 Revocation scheme

1) User Revocation

User revocation is executed whenever to restrict a
user from accessing the outsourced data files again. In
our scheme, when user revocation happens, we do not
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need to update other unrevoked users’ secret keys and
re-encrypt the ciphertext. The only operation we need is
to delete the revoked user’s TK. Once the TK is elimi-
nated, the cloud server is no longer able to perform the
transformation algorithm for the revoked user. Thus, the
revoked user cannot decrypt the data he wants.

2) Attribute Revocation

There are two phases in attribute revocation: Key Update
and Ciphertext Update.

Phase1: Key Update

The key update includes three steps: Rekey Update, PKx
Update and TK Update.

(1) RekeyUpdate (UID; Lj;k ;Di; v~xk )→{PxUK, TUK,
CUK}:

Here UID denotes all other users except the revoked user
with UID′. The involved authority AAk first generates a new

attribute version key v
0
~xk. It then computes the public attribute

update key as PxUK ¼ ~v
0
xk
~vxk
, the transformation update keys as

TUK ¼ g

βk v
0
~xk

−v~xk

� �
z j

2 for each non-revoked user who has the
attribute ~xk and the ciphertext update key as

CUK ¼ g
−γi v

0
~xk
−v~xk

� �
2 . Then it sends PxUK to the data

owner to update the public attribute key PKxk, and
sends TUK and CUK to the cloud server to update
TKj , k and CT.

(2) PKxUpdate (PK~xk ; PxUK )→PK*
xk :

Upon receiving the public attribute update keyPxUK, the
data owner updates the public attribute key as

PK*
xk ¼ PKxkð ÞPxUK ð5Þ

(3) TKUpdate (TKj , k ,UID , TUK)→TK*
j;k :

Upon receiving the transformation update keysTUK, the
cloud server runs the transformation key update algorithm to
update the corresponding transformation keys as K*

ρ ið Þ¼~xk ¼
Kρ ið Þ¼~xk ⋅TUK for each non-revoked user who has the attribute
~xk .

Thus the transformation keys TK can be updated as

TK* ¼

K*
j ¼ g

a
z j

2 g
αkβk
z j

2 ; L ¼ g
βk
z j

1

K*

ρ ið Þ≠~xk

¼ g
vxk
2 H ρ ið Þð Þ� �βk

z j

K*

ρ ið Þ¼~xk

¼ g

v
0

~xk
2 H ρ ið Þð Þ

0
B@

1
CA

βk
z j

8>>>>>>>>>><
>>>>>>>>>>:

9>>>>>>>>>>=
>>>>>>>>>>;

ð6Þ

Phase 2: Ciphertext Update

ReEnc CT ;CUKð Þ→CT* :

Upon receiving the ciphertext update keysCUK, the cloud
server runs the ciphertext update algorithm to update the cor-

responding ciphertext as C*
i ¼ Ci⋅CUK.

Then the new ciphertext CT∗ is published as

CT* ¼

C ¼ M ⋅e g1; g2ð Þ∑αk s;C
0 ¼ gs1

Ci ¼ gaλi
2 ⋅ gνxk2 ⋅H ρ ið Þð Þ� �−γi ;Di ¼ gγi1

� �
ρ ið Þ≠~xk ;i∈ 1;⋯;lf g

Ci ¼ gaλi
2 ⋅ g

ν
0
xk

2 ⋅H ρ ið Þð Þ

 �−γi

;Di ¼ gγi1


 �
ρ ið Þ¼~xk ;i∈ 1;⋯;lf g

8>>>><
>>>>:

9>>>>=
>>>>;

ð7Þ

5 Analysis of our scheme

In this section, we present the security analysis and performance
analysis of our multi-authority CP-ABE access control scheme.

5.1 Security analysis

The security analysis of our multi-authority CP-ABE access
control scheme contains the following available properties.
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1) Collusion tolerant

Our multi-authority CP-ABE access control scheme is se-
cure against the collusion attack for any number of users.
Suppose that the number of authorities that are involved in
the ciphertext is nand the number of colluding authorities is
m. If m = n, intuitively, these authorities can obtain all the
secret keys which can be used to decrypt the ciphertext. If
m ≤ n − 1, their exists at least one authority from which the
secret key cannot be obtained, thus the ciphertext cannot be
decrypted. Therefore, our scheme achieves collusion tolerance
of up to(n − 1)authorities.

2) Data confidentially

The outsourced data can be confidential against a user
whose attributes cannot satisfy the access policy. Since the
attributes cannot satisfy the access structure in the ciphertext,
the user cannot recover the intermediate value

∏k∈IAe g1; g2ð Þ
αk
z j

� �s
during the decryption process. On the

other hand, when a user is revoked, the cloud server will delete
his transformation key. Without the transformation key, he
cannot recover the intermediate value either.

In addition, since the cloud server is trustless, the
outsourced data should also be confidential against the cloud.
In our scheme, though the cloud obtains the users’ transfor-
mation keys, it can only obtain the partially decrypted cipher-

text ∏k∈IAe g1; g2ð Þ
αk
z j

� �s
. Without the appointed user’s secret

key, the cloud cannot further decrypt the ciphertext. Therefore,

data confidentiality against the curious-but-honest cloud ser-
vice provider is also guaranteed.

3) Forward and backward security

Our multi-authority CP-ABE access control scheme guar-
antees forward security and backward security of the
outsourced data against any revoked and newly joining users
respectively. Forward security means that the revoked user
(whose attribute is revoked) cannot decrypt the new ciphertext
that require the revoked attributes to decrypt. While backward
security means that the newly joined user can also decrypt the
previously published ciphertext that are encrypted with previ-
ous public keys if it has sufficient attributes.

In our scheme, when a user is revoked, his transformation
keys will be deleted by the cloud server. Thus, the revoked
user cannot decrypt the ciphertext with his transformation
keys. Therefore, the forward security of the outsourced data
is guaranteed.

On the other hand, when a new user joins to share the
outsourced data, the ciphertext will be re-encrypted by the cloud
so that he can also decrypt the cipthertext. Therefore, the back-
ward security of the outsourced data can also be guaranteed.

5.2 Performance analysis

The performance analysis of our multi-authority CP-ABE access
control scheme contains thefollowing available properties.

1) Flexibility analysis

We compare our scheme with previous multi-authority CP-
ABE schemes in Table 1 with regard to the access structure
type, the type of authority, the security against collusion at-
tack, and the support of revocation.

Table 1 Comparison of
flexibility Schemes Access Structure Authority Against collusion attack Revocation

Chase [28] Only ‘AND’ Multiple Yes No

Hur [23] Access tree Single Yes Attribute and user

Lewko [29] LSSS Multiple Yes No

Ruj [30] Access tree Multiple Yes User

Our scheme LSSS Multiple Yes Attribute and user

Table 2 Comparison of storage overhead

Entity Lewko’s scheme Our scheme

Data owner
2∑k∈IA nk pj j NA þ 3þ ∑k∈IA nk

� �
pj j

Authority 2nk|p| nk|p|

Cloud (3l + 1)|p|
3NA þ 2l þ 1þ ∑k∈IA nk;UID
� �

pj j
User

∑k∈IAnk;UID⋅ pj j Almost can be ignored

Table 3 Comparison of communication cost for attribute revocation

Communication cost between Ruj’s scheme Our scheme

Key Update None nnon , x ⋅ |p|
Ciphertext Update (nc , x ⋅ nnon , x + 1)|p| |p|
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From Table 1, we can conclude that our scheme is more
flexible than other schemes. It is easy to find that the flexibility
of Lewko’s scheme [29] is similar with our scheme. Therefore
we will further compare our scheme with it in terms of storage
overhead.

2) Efficiency analysis

We present the efficiency analysis of our scheme in terms
of the storage overhead, communication cost and computation
cost.

A) Storage overhead

To compare our scheme with Lewko’s scheme, here we
modified our scheme from the asymmetric groups into sym-
metric groups. Let|p|denote the element size inG, GT andℤp.
LetNAdenote the total number of authorities in the system

andIAdenote the set of all the authorities in the system and
each authority managesnk(k ∈ IA)attributes. For a user with
UID, let nk ,UID denote the number of attributes obtained from
the authority with AIDk(k ∈ IA). Let l be the total number of
attributes used for encryption.

In our scheme, the storage overhead on the authority is just
the version keys of each attributes. While in Lewko’s scheme
the authority’s secret keys contribute to the storage overhead
on it. In our scheme, the storage overhead of each data owner
comes from all the public parameters. Since the storage over-
head on the cloud is the size of ciphertext and the transforma-
tion keys of each user, the user’s storage overhead is just the
users’ secret keys which can almost be ignored.

From Table 2, we can conclude that the storage overhead
on the authority and users in our scheme is much less than the
one in Lewko’s scheme, especially for users. Note that if more
authorities involved in the system, our scheme incurs much
less storage overhead than Lewko’s scheme.

(a) Encryption (b) Decryption

Fig. 3 Comparison of computing cost with different number of authorities

(a) Encryption (b) Decryption

Fig. 4 Comparison of computing cost with different number of attributes per authority
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B) Communication cost

Let nc , x denote the number of ciphertext contains x and
nnon , x denote the number of non-revoked users holdx.We
compare the communication cost of attribute revocation of
our scheme with Ruj’s scheme [30], as shown in Table 3. It
is obvious that the communication cost of attribute revocation
in Ruj’s scheme is linear to the number of ciphertext which
contains the revoked attributes. Therefore, if the number of
ciphertext in cloud storage system is very large, the commu-
nication cost for attribute revocation in Ruj’s scheme will be
very heavy.

C) Computation cost

We implemented our scheme in Charm [31], a framework
developed to facilitate the rapid prototyping of cryptographic
schemes and protocols. It is based on the Python language
which allows the programmer to write code similar to the
theoretical implementations. However, the routines that im-
plement the dominant group operations use the PBC library
[32] (written natively in C) and the time overhead imposed by
the use of Python is usually less than 1%. Charm also provides
routines for applying and using LSSS schemes needed for
Attribute-Based systems. For more information on Charm
we refer the reader to [31, 33]. All our implementations are
executed on an Intel® Pentium® CPU G630@270GHz with
4.00GB RAM running Ubuntu14.04 and Python2.7.

We compared the computing time incurred in encryption
and decryption. The experiment conditions can be divided
into two cases. In Fig. 3, the number of attributes per authority
is set to 10. In Fig. 4, the number of authoritiesis fixed to 10.
Fig. 3 (a) describes the comparison of encryption time with
different number of authorities. Fig. 3 (b) shows the compar-
ison of decryption time. It is obvious that our scheme requires
less time for encryption and decryption than Lewko’s scheme,
especially for decryption. Since in the decryption phase, major
computation overhead is delegated to the cloud, the

computation left for users is only a little. Therefor decryption
time for users is so little that can almost be ignored. From
Fig. 3, we have similar results. Computing cost of transforma-
tion is shown in Fig. 5. On the whole, it can be concluded that
our scheme’s computation efficiency is much better than
Lewko’s scheme.

6 Conclusion

In this paper, we proposed a revocable data sharing scheme for
vehicular fogs. We presented a new multi-authority CP-ABE
scheme with efficient decryption to realize data access control
in vehicular network system, and designed an efficient user
and attribute revocation method for it. The analysis and the
simulation results show that our scheme is secure and highly
efficient.
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