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Abstract Combining data from multiple sources is a means
of enabling unified and comprehensive description of
objects in high-dimensional space and helping unlock the
potential value of such data. In recent years, more and more
studies have focused on this field of research. However,
challenges posed by separately stored data and comprehen-
sion barriers about different systems hinder the integration
of data from different sources. To overcome these prob-
lems, this paper proposes a Transparent Data as a Service
framework, a novel approach combining Transparent Com-
puting and Representational State Transfer (REST) Web
Services based on Linked Data. This framework is capa-
ble of integrating data from different sources and offering
data services in a transparent way. That is, consumers use
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data services without the need to know details of where or
how the data are stored. Our framework is transparent on
three levels: transparent data resource integration, transpar-
ent data fusion and transparent data service provision. The
Data Model Pool and Data Resource Pool are able to evolve
as new data models and datasets are generated in the provi-
sion of data services. Finally, we demonstrate the feasibility
of the framework by implementing a prototype system.

Keywords Data as a service · Transparent computing ·
Linked data · RESTful Web Service

1 Introduction

Massive amounts of heterogeneous and multisource data
are being generated as, increasingly, digital sensors are
being deployed, particularly in urban centers [1]. Differ-
ent companies, organizations or different departments of the
government currently collect and separately store these data.
However, these datasets collectively offer much greater
potential value if they can be meaningfully connected [2, 3]
and fused [4].

Currently, there are multiple challenges to achieving this
goal. First, storing the data in one place, even in a cloud-
based data center, is impracticable when the volume of the
data is very large. Nevertheless, data may still be stored sep-
arately as long as there is a way to find any particular piece
of data. For example, highway management systems typi-
cally use distributed storage for massive amounts of surveil-
lance video data. If abnormal vehicle behavior is observed,
staff need only look up selected image information to con-
firm what happened. Second, integrating data from different
providers requires first learning about the schemas and spe-
cific meanings of data from unfamiliar fields. This effort can
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be onerous and time-consuming. Often, several discussions
are needed for developers to gain a clear understanding of
data from other providers.

Consequently, we aimed to develop a more convenient
and practical data sharing paradigm that also facilitates
comprehension of data from different sources. Our approach
is consistent with the Transparent Computing philosophy
[5]. In Transparent Computing, Transparent Clients request
services from Transparent Servers without worrying about
the implementation details of the services, which are deliv-
ered in a networked (wired or wireless) environment. The
implementation details of services are invisible to the Trans-
parent Clients [6]. The Transparent Computing paradigm
for services inspired our idea of developing a transparent
data service paradigm.

Three main challenges in integrating the use of heteroge-
neous and multisource data were identified. First, data are
stored and managed in a distributed fashion. The lack of
centralized organization and management means that peo-
ple who need particular data struggle to know where or
how to find that data. Second, there are comprehension
barriers about different systems that hinder integration of
data from different sources. Third, data services only offer
whole datasets. Instead, they should be able to offer more
fine-grained access to selected data.

A Transparent Data as a Service (TDaaS) framework is
proposed to meet these challenges. First, a data-providing
method based on JavaScript Object Notation for Linked Data
(JSON-LD) [7, 8] is used to define criteria for those volun-
teering to share data with others. JSON-LD is designed for
presenting Linked Data in the format of JavaScript Object
Notation (JSON) [9]. Then, the Transparent Computing phi-
losophy has been applied to design data services that can be
easily used without special data management knowledge.

In summary, the contributions of this paper include the
following:

* Transparent Data as a Service. We develop a data ser-
vice framework following the transparent computing
paradigm. Our TDaaS framework supports the provi-
sion of data services through the transparent integration
and fusion of data from different sources. In our frame-
work, transparency is implemented in three layers of
activity: data resource integration, data fusion and data
service provision.

* Evolvable Data Model and Data Resource Pool. We
identify a mechanism for evolving a data resource pool
by leveraging data models and datasets generated in the
course of data analysis. Data models and datasets gen-
erated while providing data services are updated and
periodically incorporated into a Data Model and Data
Resource Pool. This evolving resource pool supports
the efficient provision of additional data services.

* A Prototype System. We implement a prototype sys-
tem that demonstrates the feasibility of our proposed
approach. The prototype shows that data integration
and fusion can be simply achieved, while maintaining
transparency for both data users and providers. More-
over, this approach is generalizable to other potential
applications.

The remaining sections of this paper are organized as fol-
lows. In Section 2, we review related research. Section 3
introduces the overall architecture of the TDaaS framework.
Sections 4 and 5 describe the main parts of the framework,
the Web Services based on Linked Data, and the Data Oper-
ating Center, which build on the philosophy of Transparent
Computing. Section 6 describes the Evolvable Data Model
and Data Resource Pool, while Section 7 documents the pro-
totype system and case studies. We conclude our paper with
Section 8.

2 Related works

2.1 Transparent computing

Computing paradigms have shifted over time from cen-
tralized mainframe computing towards more distributed
computing [10]. Continuing in this trend is ubiquitous or
pervasive computing, where computing operations are ever
more distributed across a variety of appliances and devices.
This approach proposes that users should only need to focus
on the services they require, without the distraction of where
those services might be running. Traditional computing sys-
tems have generated problems, such as complexity, high
total cost of ownership, weak security and lack of user
friendliness [6]. Fitting within the paradigm of pervasive
computing, Transparent Computing approaches decouple
the storage and execution of programs. Specifically, the
required software and data, which reside on central servers,
are transferred to the clients as needed. In this way, users
can obtain computing services in a hassle-free way.

2.2 Linked data

Since 2010, when Tim Berners-Lee introduced his five-
star rating suggestion for publishing data on the Internet as
Linked Data [8], many individuals and groups have partic-
ipated in contributing to the Linked Open Data Cloud [11,
12]. The success of linked data inspired us with the idea of
setting up a similar data sharing mechanism which could
replace the traditional practice of setting up data exchange
platforms.

The Resource Description Framework (RDF) has been in
the engine of the W3C since 1999, although the RDF 1.0
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concepts specification was not released until 2004. In 2011,
RDF 1.1 was published, along with many welcome updates,
including the decoupling of RDF in Extensible Markup Lan-
guage format (RDF/XML) from RDF [13]. The RDF has
significantly contributed to the development of the World
Wide Web. However, many developers have resisted the per-
ceived complexity of RDF/XML and the semantic web [14].
Therefore, it is important to continue encouraging people to
share data as Linked Open Data, by making Linked Data
support as many formats as possible and developing data
conversion tools.

Besides RDF/XML, Turtle, RDFa (Resource Description
Framework in Attributes) and N3 (Notation3), JSON-LD is
designed for presenting Linked Data in the format of JSON.
JSON-LD is fully compatible with JSON, and JSON can
be upgraded to JSON-LD relatively easily. Although JSON-
LD emerged later than other formats of Linked Data, it has
value because many systems already use JSON, especially
those based on Representational State Transfer (REST) or
RESTful Web Services. A shortcut for turning JSON data
into Linked Data not only means data already in JSON can
be transformed into Linked Data easily, but also creates
opportunities for combining the goals of Linked Data and
RESTful Web Services [7, 15, 16]. These Web Services can
be organized in a transparent way to form the Data as a
Service framework.

We can extract knowledge from data resources when
transforming them into linked data. A KID (Knowledge-
Information-Data) model proposed by Atsushi Sato and
Runhe Huang [17] provides details for an implementa-
tion. In subsequent research, Sato and Huang showed
applications of this theory in the field of smart business
[18, 19].

A concept similar to linked data is called the Internet of
Data, which has borrowed the expression from the Internet
of Things, and is focused on data generation [20].

2.3 Data as a service

The development of advanced knowledge systems involves
a multitude of technologies and data processing [21]. How-
ever, collecting these heterogeneous data and transforming
them into tangible insights still remains a challenge. With
the rise of mobile Internet technology and the rapid growth
of data worldwide, systems must be able to deal with this
Big Data. Recently, various research efforts have concen-
trated on the development of Data as a Service (DaaS).
Among these studies, Xinhua, E et al. have revealed that Big
Data as a Service (BDaaS) is a critical approach to realize
value from Big Data [22]. BDaaS is the combination of Web
Services and data management technology, which supports
not only structured data, but also supports an unstructured
data model. However, the research of BDaaS is still in its

infancy and many challenges remain to be resolved. As a
consequence, an in-depth investigation of BDaaS will be
performed. In the transportation context, urban traffic data
services still cannot fully analyze and utilize their Big Data.
Traffic City Data as a Service (CTDaaS) has been addressed
[23].

3 Transparent data as a service framework

The TDaaS framework is proposed to address the challenges
associated with massive heterogeneous data drawn from
multiple systems. Examples of such data include Points
of Interest data in the Geographic Information Systems
(GISes), a variety of sensor data produced by Internet of
Things systems, and behavioral data generated from citi-
zens’ daily activities. The TDaaS framework specifies how
to manage data and offer data services within a transparent
paradigm.

3.1 Roles of TDaaS

The TDaaS framework defines three roles: Data Service
Providers (DSPs), Data Service Consumers (DSCs) and
a Data Operating Center (DOC). DSCs are entities that
request data services from the system. DSPs are organiza-
tions with datasets of interest. DSPs are charged with data
preprocessing, including data cleaning and data specifying,
to ensure that their data are usable and conveniently acces-
sible by DSCs. The DOC is responsible for maintaining a
shared vocabulary, collecting data from different sources,
and offering four kinds of data services, namely, data
retrieval, data analysis, data fusion and data visualization.

Although a DSP could offer data services directly to
DSCs, access through the DOC is more transparent, offering
data consumers a more general view of data and the poten-
tial to discover additional useful datasets. This approach is
similar to the role of search engines on the Internet. Any
web site or web application could work alone; however, the
information integration ability of search engines helps users
get more value from the Internet.

3.2 System structure of TDaaS

In the TDaaS framework, as shown in Fig. 1, data are col-
lected and stored by different companies and organizations.
Datasets can be stored in different ways, such as distributed
files, relational database tables or No-SQL database doc-
uments. However, all these formats can be transformed
to JSON very easily because this is just what developers
continuously do in implementing web applications. Subse-
quently, we can transform to JSON-LD just by making the
JSON schemed and linked.
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Fig. 1 Transparent data as a
service framework

The data providers are asked to transform their datasets
to the uniform JSON-LD format, enabling DSCs to access
the data services in more convenient ways. To transform
original datasets into a unified JSON-LD format, three steps
are necessary. First, a unified data model, the extended
vocabulary, will be shared through the Internet and kept
up-to-date by collecting suggestions from every participant.
Next, toolkits will be implemented and used to transform
data in other formats into JSON-LD. Finally, each DSP will
set up a SparQL endpoint for all its shared datasets.

The DOC accelerates the integration and fusion of multi-
source data. It is responsible for describing and organizing
all the datasets offered by different companies and organi-
zations. Because all data providers post their data service
endpoint, through which all the datasets will be accessible,
the DOC knows about each source of data. It is therefore
able to form a huge data graph by analyzing the relation-
ships across all the data. Based on the well-organized data

graph, data services can be offered more intelligently via
the power of the semantic web. Moreover, the DOC also
offers abundant data processing models to provide prepro-
cessing results. The DOC also manages another feature of
the TDaaS framework: the Evolvable Data Model and Data
Resource Pool, where new data models and data resources
will be generated by the data analysis modules.

The TDaaS framework differs from the traditional cloud
data center as represented in Fig. 2. Increasingly, researchers
recognize the limitations of cloud computing [24]. Network
bandwidth constraints and massive amounts of sensor data
make it impractical to store everything in a cloud data cen-
ter. In the cloud data center paradigm, data from different
sources are physically gathered, while in the TDaaS frame-
work, data are only generated logically. Data entities remain
physically distributed in different locations. The virtualized
datasets, which are represented by their uniform resource
identifiers (URIs), are integrated in the DOC. When DSCs

Fig. 2 Difference between
transparent data as a service and
cloud data center

(a) (b)
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request data from the DOC, the URIs of datasets will be
returned and data entities will be transferred from the DSPs.

3.3 Processes of TDaaS

We have illustrated the data service processes in the Trans-
parent Computing paradigm in Fig. 3. In the transparent
paradigm, the whole computing environment is divided
into three parts: the Transparent Server, the Transparent
Network and the Transparent Client. This loosely-coupled
architecture offers advantages such as user and application
transparency, support for heterogeneous operating systems
and devices, and enhanced security. In our TDaaS frame-
work, the DSCs constitute the Transparent Clients, while the
DOC and DSPs together constitute the Transparent Servers.
The Transparent Network always refers to the Internet or
other Internet-like networks.

In summary, transparency is designed into three aspects
of our framework. First, data resource integration is trans-
parent. Data resources from multiple sources are generated
without actually gathering data in one location, which
means that the integrated resources are virtualized. Second,
data fusion is transparent. The DOC is designed to sup-
port data fusion, which is based on related data analysis and
data retrieval modules. When people seek details of a topic,

they do not need to know what datasets have been collected.
Instead they just search the database with the URI of the
chosen topic and relevant details will be offered. Finally,
data service provision is transparent. When requesting DaaS
from the DOC, DSCs need only select the data they need
without needing to know details of where or how the data
are stored.

4 Designing shareable data: a schemed, linked
and browsable data service

The Linked Data paradigm is designed for sharing data
through the Internet, similar to an Internet of Data. Sim-
ply put, we aim to establish a logical part of the Internet, in
which datasets, rather than html pages or web applications,
are connected. Linked Data principles define a five-star-
level dataset as one that is machine-readable, well-formatted
and linked. These foundational ideas about Linked Data
have been established in recent years. The proposal of
JSON-LD not only established a new format for linked data
but also highlighted the need for a data service API to be
human-readable as well as machine-readable. Moreover, the
idea of a browsable API is borrowed from the Django Rest
Framework, which allows data service users to navigate

Fig. 3 Processes of transparent
data as a service
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through datasets with a web browser via the hypermedia
property of the datasets.

A simple example of what the expected web APIs will
look like is presented in Fig. 4.

Establishing a normative JSON-LD data service will
require additional effort beyond just providing basic JSON.
However, this upfront effort yields future benefits such as
time saved in explaining the data to others and the ability to
analyze data from different sources more simply and conve-
niently, which make the earlier work more meaningful.

4.1 The shared extension vocabulary

In the field of Linked Data and the semantic web, vocab-
ularies refer to definitions of different concepts. In most
cases, these concepts are described by RDF Schema, OWL
(Web Ontology Language) or JSON-LD format files. In
the TDaaS framework, some specific vocabularies must be
shared through the Internet whereas we can share datasets
based on these vocabularies among all the DSPs, TDaaS
Center and DSCs.

While the proliferation of linked datasets is a good thing,
the proliferation of vocabularies is not. Too many vocabular-
ies will confuse users and hinder use of a shared vocabulary
by DSPs. Before sharing their datasets, providers will need
to become familiar with the vocabularies, so they can decide
whether their data concepts are novel or are already included
in the current vocabularies. Ideally, specialized organiza-
tions should manage the vocabularies. The vocabularies are

expected to grow in a crowdsourced fashion. Everyone may
post ideas about how the vocabularies should be updated
while the organizations will own the right to determine
which proposals should be adopted.

In setting up a vocabulary, it is also important to keep
in mind that the vocabulary serves humans as well as
machines. This is often ignored and as a consequence, many
vocabularies written in RDF Schema or OWL are not com-
prehensible by humans, even though tools like Protégé are
used. So we advocate that readable documentation should
be developed in parallel with vocabulary growth.

The vocabulary shared by schema.org has been
widely used [25]. Because it depends on only three
basic vocabularies—RDF (Resource Description Frame-
work), RDFS (RDF Schema) and XSD (XML Schema
Definition)—it can be understood relatively easily. Fur-
thermore, it is written in four different formats, including
Triples, Quads, Turtle and JSON-LD; the last is just what
we have selected to describe our datasets. Finally, the vocab-
ulary is adequately documented, which helps both DSPs
and DSCs. In light of these advantages, we chose the
schema.org vocabulary as the basis for the shared extension
vocabulary.

The schema.org vocabulary includes many concepts,
some of which are related to the transportation area, so our
work builds on the existing detail of these concepts. How-
ever, other concepts, especially those associated with DaaS,
are not mentioned in the schema.org vocabulary so we need
to define them completely.

Fig. 4 An example of schemed, linked and browsable dataset service
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Fig. 5 Whole architecture of the
vocabulary illustrated via d3.js

We illustrate the whole architecture of the classes in
the vocabulary in Fig. 5. The inherited concepts from
schema.org are shown in blue, while the extended concepts
are shown in red.

4.2 Data mapping toolkits

After establishing appropriate vocabularies to describe the
concepts used to specify shared data, DSPs are able to con-
vert source data in different formats into a unified format.
As explained in the above sections, we chose JSON-LD as
the output format. JSON-LD is fully compatible with tra-
ditional JSON, which means that producing JSON-LD is
almost as simple as producing JSON, and all existing tools
and libraries can still be used. We can build up toolkits to
help transform data in common formats, such as distributed
files, relational database tables, and documents in NO-SQL
distribute databases, into JSON-LD. These are named, X to
JSON-LD Mapping Toolkits.

For any data services, all data should be read-only for
DSCs. Accordingly, we need to support query operations in
our data service. Specifically, we need to support listing all
information about data items, in a paged way, as well as
querying a data item via its primary key, the URI location of
the resource.

The selection of a suitable form for organizing the data
service can significantly improve the efficiency of ser-
vice management and reduce unnecessary HTTP requests.
Therefore, we organize the data resource as a three-layer
structure, which includes data items, datasets and endpoints
from the bottom up. A data item I describes an entity E in
the real scenario, and I is denoted as the following tuple:

I = {URI, T ype, Dict} (1)

where URI represents the unique address of a data item and
denotes the unique identification of the represented entity.

Type is the type of the represented entity, which will map
to a concept in the vocabulary. Finally, Dict is the detailed
description of the represented entity, which will be repre-
sented as dictionaries in which the key-value pairs are the
properties and the values respectively.

A dataset S is a collection of a group of data items, which
will be of the same type, and is denoted as:

S = {URI, T ype, T imerange,Arearange, Collection}
(2)

Here, URI is the unique address and unique identifi-
cation of a dataset. Type is the type of all the contained
data items. T imerange, optional, indicates the time range
in which the data items are distributed. Arearange, also
optional, indicates the area range. Collection contains the
data items.

A data provider willing to share more than one dataset is
recommended to put the URIs for all these datasets at a main
entrance. This main entrance is represented by endpoint E,
whereas E is represented as:

E = {URI, Author, Createdtime, DSSes} (3)

Again, URI is the unique address and unique identi-
fication, while Author is the description of the provider.
Createdtime indicates when the endpoint was set up and
DSSes represents the included dataset services.

In our recommendation, datasets of the form S should
contain every detail of their included data items. In con-
trast, endpoints of the form E should contain limited details
besides the URIs that indicate where the datasets can be
accessed. Using this design, it is possible to scan the regis-
tered endpoints and know the URIs of the datasets. Then the
datasets can be scanned to efficiently discover the details
of all data items. This approach eliminates the need for
separate HTTP requests for the details of each data item.
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4.3 SparQL endpoint for each DSP

A DSP may also share more than one dataset service. To
organize these data services in a unified way, a simple
uniform architecture is proposed. The dataset services
should be organized as a three-level tree. The root node rep-
resents the entrance of all of the dataset services, the second
layer refers to datasets and the deepest layer accesses indi-
vidual data items. We highly recommend that the first two
layers contain almost all data item information so that the
SparQL endpoint can offer a query service using only the
first two layers. If too much information is reserved in the
third layer, the SparQL endpoint will be forced to traverse
through every data item more often, reloading resources
inefficiently.

5 Managing shareable data: the role of the data
operating center

The presentation of diverse data sources in a unified JSON-
LD format, together with a shared vocabulary, enables DSCs
to access dataset services in a unified way. However, to

enable more intelligent and transparent data service con-
sumption, a novel data service offering and consuming
mode is proposed in which the DOC will play an important
role.

As shown in Fig. 6, the three main functions of the DOC
include integrating data from different DSPs, managing the
unified vocabulary and offering data services.

DSPs are expected to organize their datasets in unified
ways and set up main entrances. If all data have been trans-
formed into machine-readable format, when the DOC seeks
detailed information about the datasets, it only needs to
know the main entrances of the Dataset Services. As the
dataset entities are so massive, it is impractical for the DOC
to store all the data. Instead, the DOC only organizes the
virtualized data, which is presented by unique URIs.

We have mentioned that a unified vocabulary should be
shared on the Internet to help describe the datasets among
all of the DSPs, DSCs and the DOC. We also recommend
that this vocabulary be managed by the DOC. The vocabu-
lary should be organized in a clear hierarchical structure and
offer clear definition references as well as a user-friendly
search function, to help people quickly familiarize them-
selves with the concepts in the vocabulary. DSPs should post

Fig. 6 Main functions
of the DOC
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an update requirement to the DOC if they notice that the cur-
rent vocabulary lacks concepts to adequately describe their
shareable datasets. The DOC should collect and review all
change suggestions to determine an updated edition of the
vocabulary.

We identify four basic data services of the DOC, while
anticipating that new features will be added over time.

Data retrieval Our framework will support data retrieval
by selecting data with SparQL through the joint triple
database, containing data from multiple DSPs. It will be a
giant database so will depend on the use of Big Data tech-
nologies, including distributed file storage, parallel comput-
ing and even in-memory cluster computing. For example, if
we use MySql for data storage, we could change to Mem-
SQL because it works in memory and can be deployed on
clusters.

Data fusion In our structure, data fusion is readily accom-
plished. For example, if someone wanted to learn as much as
possible about an area, but lacked any knowledge about the
database contents, the person could just search the database
with the unique identification of the area. This approach
would return relevant information, which was originally
distributed across different data sources, such as Points
of Interest distributions, typical transportation and traffic
patterns, and housing prices for the area.

Data analysis The data analysis model resembles the cloud
computing concept of a Platform as a Service (PaaS). That
is, you can analyze data on the DOC, retrieving only the out-
put of the procedure. Procedures are required to be coded
within the limited paradigms set up by the DOC, for exam-
ple, the Hadoop map reduce style or Spark style with Scala.
This approach offers DSCs the ability to deal with Big Data
without deploying their own computing cluster. Although
the metadata may be too massive to transfer across the Inter-
net, the intermediate or final results may be less massive
and less costly to transfer to the DSCs. At the same time,
these results can also be saved in the database as new data
resources for future use.

Data visualization Many data visualization or Office
Automation tools include high quality visualization features
such as different charting possibilities, support for different
data sources, and user-friendly human-computer interfaces.
Data visualization will become even more exciting with
the availability of a unified data model (vocabulary) and
data format. The visualization will become more intelli-
gent. Take the heat map for instance, when we query three
columns of data from the triple database via SparQL: strings

in the first column are name values, the second and third
columns are latitude and longitude, respectively, and the last
column contains float values. The chart will be generated
with points represented by the geographic coordinates and
with the heat values in the last column, and labeled as their
names. User then need only change certain details of the
chart, such as the map colors.

6 Generating shareable data: the evolvable data
model and data resource pool

As described in the preceding section, the DOC is required
to manage the vocabulary, or shared data models, and to
organize the virtual data services. We refer to this combina-
tion of shared data models and virtual data resources as the
Data Model and Data Resource Pool. The data models spec-
ify the structure of the data resources, so, together, the data
models and data resources comprise a logical whole even
though they are stored in different ways. Although we some-
times refer to the Data Resource Pool for short, we note that
the value of the data resources is linked to the data models.

New data models and new datasets will be produced
through data analysis. In our framework, the generated data
models and datasets will return to the Data Model and
Data Resource Pool. In fact, the whole process constitutes
a cycle, called data evolution, as illustrated in Fig. 7. First,
when a data analysis model is invoked, the DOC will request
data from DSPs using the URL of the datasets. After data
analysis, newly produced data models and data resources
will be stored in the Data Model and Data Resource Pool.
Consequently, any original data remains stored on the
servers of the DSPs, while newly produced data resources
will be stored in the DOC.

Fig. 7 Evolvable data model and data resource pool
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Table 1 Parts of the datasets with brief introduction

Dataset Name Item number Introduction

AFC-Subway 51,260 Passengers’ riding records produced when traveling by subways with traffic IC cards

AFC-Bus 53,896 Passengers’ riding records produced when traveling by buses with traffic IC cards

Buslines 1,755 All the buslines in Beijing, including information of bus stops they pass by

Busstops 6,456 All the busstops in Beijing, including the position information

Houseprice 996 Parts of the house price information in Haidian District, collected from the Internet

7 A prototype system and case study

We implemented a set of prototype systems based on
the TDaaS framework. In this section, we describe our
experimental environment, the data we gathered and trans-
formed, and the performance of the prototype environment.
We also demonstrate how this environment can yield useful
information in response to simple, intuitive queries.

We assumed all three roles in the prototype system. Thus,
we implemented the data transformation tools as DSPs, we
deployed the required functions of a DOC and then we acted
as DSCs by requesting the data service that we originally
shared.

7.1 The experimental environment

The experimental environment includes a small cluster with
eleven DELL Optiplex 9020 computers, each of which is
equipped with 32 GB RAM and 2.0 TB disk memory.
The eleven computers are divided into one name node,
one secondary name node and nine data nodes. These
computers are running a 64-bit Linux operating system,
version CentOS 6.5. They are recognized as an Apache
Hadoop cluster with Spark as the support for distributed
in-memory computing. Another personal computer is des-
ignated as the DSC, which is not expected to have high

performance hardware. This computer is running Windows
10, on which a virtual machine with Linux 7.1 has been
installed.

7.2 Extension of vocabulary and collected data

A shared, practical vocabulary is typically built up through
extended group effort. Typically, all participants help to
shape the vocabulary, by spending time learning about the
vocabulary and then posting their suggestions for improve-
ments to it. In our prototype system, we implemented func-
tions that support easy exploration of vocabulary concepts
and properties, and the submission of suggestions.

The prototype system contains eight kinds of datasets, of
which a subset is shown in Table 1. We have Automatic Fare
Collection (AFC) data for both subways and buses, which
capture the travel patterns of passengers.

7.3 Retrieving data from the joint triple database

The joint triple database effectively integrates data from
multiple sources. However, the number of records can be
very large, especially when the system is deployed to a
production environment. As a result, retrieving information
from such a large data source can be challenging. Neverthe-
less, using Big Data technologies, we are able to build up

Table 2 Experiment cases
Case Name Description

Data loading Load data from the JSON-LD API provided by the DSPs

Names Names of all the subjects who own the property name.

Locations of Bus stops Pairs of all the Longitude and Latitude of all the bus stops.

Will be retrieved by multi-conditions

Names and Locations All the subjects that have a name as well as the location information,

even they are from different data source

Data Unloading Clear the joint triple dataset
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Fig. 8 Performance of different storage strategies

data centers with ample, distributed and flexible storage for
dealing with massive amounts of data.

Our first experiment tested the efficiency of different
storage strategies. When we had small datasets, we could
just store them into local memory. When the data were
larger, we tried using relational databases such as MySQL.
However, IO limitations inhibit efficient data retrieval. So
we adopted a third strategy, replacing MySQL with Mem-
SQL. MemSQL uses similar APIs but which can run in
memory, are scalable and can be deployed on a cluster.

The cases are listed in Table 2. Not all cases involved data
retrieval, but they reflect the performance of different stor-
age strategies. The results of our experiment are illustrated
in Fig. 8. The results show that local memory performs
well but, because the volume of storage is very limited,

this storage strategy will seldom be used. Although Mem-
SQL showed only a slight speed advantage over MySQL in
processing the given tasks, its scalability and usability will
make it the first choice for storing the joint triple datasets.

7.4 Case study for data fusion

Our next experiment tested multisource data fusion based
on the TDaaS technology. Data fusion can be classified into
many types [26] and the following example belongs to the
object refinement technology based on data association. It
shows that multisource data integration is the basis of data
fusion, especially for tasks such as data refinement.

After hyperlinked references to other resources are built
up, connections between two data items can be established.
If we want all available information about an object, we
must first get its URI, which means its identification in the
joint triple database. Then we can simply retrieve all the
sentences whose subjects or objects match the URI. The
simplicity of this approach depends on the foundational data
structures that have already been put in place. For example,
a DSP who aims to share high quality data is encouraged to
study the relationships among related concepts in the vocab-
ulary and to learn about other datasets to determine potential
relationships between his or her datasets and others.

We conducted a demonstration showing passenger flow
volume via different modes of transportation, namely, sub-
way, bus and bicycle, from April 23 to May 4 of 2015 in
Beijing. We also examine the relationships between differ-
ent modes of transport. The overall processes are shown

Fig. 9 Processes of the data
fusion case study
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Fig. 10 Data fusion results of
passenger flow volume via
different transportation means

in Fig. 9. First, a DSC posts the request for a data fusion
service to the DOC. Instead of responding with the data
directly, the DOC finds the URIs for the relevant datasets
and requests that data from the Data Providers in sequence.
After integrating the data and creating a visualization, the
DOC returns the data to the DSC.

A web page containing the data fusion results is shown
in Fig. 10. The data reveal some interesting insights. First,
many people still travel to work on May 1, although it is
a holiday, because some businesses like sales remain open
on holidays. Second, and what particularly draws our atten-
tion, people who work on May 1 tend to travel by bicycle.
Moreover, we learn that subway passenger volumes are
more strongly associated with bus passenger volumes than
bicyclist volumes.

8 Conclusion and future works

In this paper, we described an approach to solve the prob-
lems associated with gathering data from different sources.
The TDaaS framework we proposed comprises two key
steps. First, DSPs are encouraged to transform their data
into the unified JSON-LD format. Subsequently, providers
datasets are recognized by the DOC and data services
can be deeply integrated [27]. This approach conforms
to the Transparent Computing philosophy, because DSCs
do not need to concern themselves with data management

details. Moreover, we have implemented a prototype sys-
tem based on these theories and demonstrated its effectiveness.
In future research, we will detail additional aspects of
the TDaaS framework, such as the development of related
toolkits and the management of data safety and authority
certification.
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