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Abstract Mobile cloud computing (MCC) is an emerg-
ing technology to relieve the tension between compute-
intensive mobile applications and resource-constrained
mobile terminals by offloading computing tasks to remote
cloud servers. In this paper, we consider a novel MCC
architecture consisting of remote cloud server, cloudlet and
mobile terminal to guarantee low latency and low energy
mobile consumption. To overcome the main bottlenecks of
wireless bandwidth between mobile terminal and cloudlet,
and the computation capability of cloudlet, the joint opti-
mization strategy is proposed to enhance the quality of
mobile cloud service. We formulate the wireless bandwidth
and computing resource allocation model as a triple-stage
Stackelberg game, and solve it by using backward method.
In addition, the interplays of triple-stage game are dis-
cussed and the subgame optimal equilibrium for each stage
is analyzed. An iterative algorithm is proposed to obtain
Stackelberg equilibrium. Numerical results demonstrate the
effectiveness of the proposed algorithm.
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1 Introduction

With technological advance of smartphone, numerous
mobile applications have deployed over wireless mobile
networks. However, despite all the advancements in recent
years, it is still challenging for smartphone to support
highly sophisticated applications due to the limited key
resources such as low battery, small memory capacity and
poor processing power. Mobile cloud computing (MCC) is
considered as a promising technology to overcome resource
constraints [1]. It is the combination of mobile comput-
ing, mobile Internet and cloud computing that bring the
rich computational resources to mobile phone. By offload-
ing computing intensive code of mobile program to remote
cloud, mobile phone gets rid of the hardware bondage and
the energy consumption of mobile devices can be signifi-
cantly reduced [2].

However, MCC faces high latency problem because of
the connection between mobile phone and remote cloud.
Cloudlet is located at the near vicinity of the mobile users
and linked to the remote cloud through high speed wired
connections [3]. It is a mobility-enhanced small-scale cloud
and it constitutes a three tier structure: mobile phone,
cloudlet and remote cloud, which can support both latency-
sensitive and highly sophisticated mobile applications by
providing rich computational resources to mobile phone
with lower latency [4]. The response time of real-time
application can be speeded up by high bandwidth wireless
access to the cloudlet [5]. Compared to the conventional
mobile device-remote cloud structure, this new architectural
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element can improve the whole system efficiency. How-
ever, the cloudlet has a much smaller scale compared with
the remote cloud, and correspondingly, has a more limited
resource.

Compared to the traditional MCC, the cloudlet-based
MCC can address the high latency issue. However, running
real-time application in the cloudlet-based MCC environ-
ment requires both cloud computing and wireless network
operation. And how to utilize the resources of cloud and
wireless networks to maximize the whole system per-
formance is crucial. In contrast to conventional wireless
resource allocation problems, joint optimization of multi-
resource will bring many new challenges. Firstly, limited
and time-varying wireless bandwidth which connects the
mobile devices and cloudlet is a persistent problem. Sec-
ondly, as more and more applications migrate to cloud,
how to utilize the computing resource at both cloudlet and
remote cloud server to ensure the optimal usage is crucial.
Finally, to maintain the performance of MCC applications,
resource management of cloudlet-based MCC needs multi-
ple levels and more fine-grained operations.

In this paper, we consider a cloudlet-based MCC envi-
ronment consisting of multiple cloud servers, a cloudlet
and multiple mobile terminals. Cloud server provides com-
puting resource in the form of virtual machines (VMs).
Cloudlet leases VMs from the cloud servers to provide
cloud-based application services to its mobile terminals. We
consider that remote cloud servers, cloudlet and mobile ter-
minals are selfish, and have their own interests. The remote
cloud servers aim to maximize their revenues by deter-
mine the VMs price to cloudlet. Cloulet’s objective is to
maximize its profit to serve the mobile terminals’ requests.
Mobile terminals perform bandwidth and power alloca-
tion to maximize individual net utility. Price-based game
theoretic approach is adopted and the problem of joint opti-
mization of wireless bandwidth and computing resource
in cloudlet-based MCC system is modeled as triple-
stage Stackelberg game. We analyze the subgame perfect
equilibrium of each stage exploiting backward induction
method and Stackelberg equilibrium is obtained by iterative
algorithm.

We summarize the main contributions of this paper as
follows:

1): We formulate the wireless bandwidth and computing
resource allocation problem as triple-stage Stackel-
berg game. Spectral efficiency as well as the pricing
information are considered at the mobile terminal and
cloud server respectively, so that the performance of
the whole system can be enhanced.

2): A well-balanced network performance among mobile
terminals, cloudlet and remote cloud is achieved
through the proposed triple-stage Stackelberg game.

Based on this model, we find an effective way to obtain
suitable solution.

3): The subgame optimal equilibrium for each stage is
analyzed and the triple-stage game Stackelberg equi-
librium is obtained by an iterative algorithm.

The remaining part of the paper is organized as follows. In
Sections 2 and 3, related work and system model are pre-
sented, respectively. Section 4 analyzes the proposed game.
The simulation results are discussed in Section 5. Finally,
Section 6 concludes the paper.

2 Related work

In this section, we present a review of related works cen-
tered around network management, wireless and comput-
ing resource allocation and pricing in MCC environment,
respectively.

A QoE-based joint dynamic cloud and radio resource
allocation scheme for MCC is presented in [6]. The problem
of bandwidth shifting and redistribution in anMCC environ-
ment is addressed in [7]. However, these works only address
the radio resource allocation of cloud servers without con-
sideration of computing resource. The computing resource
is essential element of MCC resource allocation scheme.

There exist few computing and bandwidth resource allo-
cation schemes in MCC that help to enhance the quality
of mobile cloud service, in terms of the number of admit-
ted mobile applications [8], the service latency [9] and
the power consumption [5, 10]. Reference [8] proposes
a resource sharing scheme among different cloud service
providers to obtain the maximum number of applications
that can be supported to maximize their revenue. Several
computation offloading schemes based on the communi-
cation model and computation model to obtain efficient
offloading performance are proposed in [9, 10]. However,
these literatures study resource allocation mainly based on
remote cloud-mobile terminal structure. The joint resource
allocation problem at both remote cloud server, cloudlet and
mobile terminal is not considered.

In MCC system, pricing is an efficient lever in the
resource management problem [11, 12]. A joint cloud price
decision, wireless resource allocation and interference man-
agement pricing scheme to maximize the system profit is
considered in [11]. In [12], joint pricing and virtual machine
capacity planning in the cloud-based service provider mar-
ket is proposed to maximize the server profit. Game the-
ory is a better method to model the interaction between
cloud server and mobile user in [13–17]. In [13], a ren-
dering adaption technique which deal with the limited and
time-varying channel and the available cloud server com-
putational resource for maximizing mobile gaming user
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experience is developed. In [14], a two-stage nested game-
based formulation for multiple mobile devices and cloud
resource manager is proposed. In this game, the mobile
device makes offloading decision to minimize power con-
sumption, whereas the cloud resource manager allocates its
resources to cloud server to maximize the profit. A multi-
dimensional dynamic resource allocation scheme which
modeling the mobile cloud application, wireless interfaces
and cloud resources is proposed to save the mobile battery
and guarantee both QoS and cost in [15].

To our best knowledge, there are lack of solutions to
improve end-to-end performance in cloudlet-based MCC
environment. Accurately, how to utilize the multi-resource
of mobile terminal, the cloudlet and remote cloud to max-
imize the whole system performance is an important issue
for cloudlet-based MCC. Furthermore, how to efficiently
manage the wireless and computing resources to maintain
the performance of MCC applications is still a challenging
problem. To deal with above problems and provide better
cloud application service to end-users, the joint optimiza-
tion of wireless bandwidth and computing resource subject
to user’s QoS requirements should be considered to ensure
the optimal usage of whole system resources.

3 System model and problem formulation

3.1 System model

In this paper, we consider a cloudlet-based MCC network
consisting of multiple remote cloud server, a cloudlet and
multiple mobile terminals as shown in Fig. 1. The remote

cloud server is connected with the cloudlet through high
speed wire line and the wireless bandwidth connects the
mobile terminals and cloudlet. The mobile device can run
mobile applications locally, or offload some workload to the
cloudlet for faster execution. We assume that mobile devices
offload their full tasks to the cloudlet when running appli-
cation. Compared to remote cloud, the computing capacity
of cloudlet is not sufficient. When the resource of cloudlet
is exhausted or not enough to satisfy their mobile devices’
demands, the cloudlet tends to purchase computing resource
from remote clouds [18, 19].

In this model, the set of remote cloud servers is denoted
by R = {1, 2, ..., R}, where R is the total number of
remote cloud servers. The set of mobile terminal is K =
{1, 2, ..., K}, whereK represents the total number of mobile
terminals. The number of VMs that can be supported at
the cloudlet is denoted as M , and the number of VMs at
the remote cloud server is assumed to be N (N � M).
The number of wireless bandwidth units provided by the
cloudlet is denoted as B. The notations used in this paper
are summarized in Table 1.

For terminal k (i.e., k ∈ {1, 2, ..., K}), we assume that it
connects to the cloudlet through the access point and in each
time slot, each access point serves one mobile terminal. The
maximum rate of terminal k can be expressed as:

Rk = bk log2

(
1 + pkgkk∑

i = 1, i �= kKpigik + σ 2
k

)
, (1)

where bk denotes the transmission bandwidth of terminal k,
pk denotes the transmit power assigned to terminal k, gkk is
the channel gain between terminal k and its corresponding

Fig. 1 System model of mobile
cloud computing
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Table 1 Simulation parameters for performance evaluations

Parameters Values

Available VMs of the remote cloud server 1 N1 5 VMs

Available VMs of the remote cloud server 2 N2 5 VMs

Total available VMs of cloud servers N 10 VMs

Total available bandwidth B 50Mbps

The revenue per unit transmission rate of terminal rb 4

The revenue per unit VMs of cloudlet rm 4

The cost per unit transmission rate of terminal cb 3

The cost per unit power allocation of terminal cp 3

The positive iteration values of mobile terminal v 0.1

The positive iteration values of remote cloud server w 0.1

Initial bandwidth demand for terminal 1 B1 1Mbps

Initial bandwidth demand for terminal 2 B2 2Mbps

access point including the pass-loss and σ 2
k is the additive

white Gaussian noise (AWGN). According to the Shannon’s
spectral efficiency [20], the spectral efficiency of terminal k
can be expressed as:

ηk = Rk

bk

=
bklog2

(
1 + pkgkk∑K

i=1,i �=k pigik+σ 2
k

)
bk

= log2 (1 + γ ) ,

(2)

where γ is signal to interference plus noise ratio
(SINR) of terminal. Each mobile terminal k submits bk

((0 < bk < B)) to cloudlet. In each time slot, cloudlet
aggregates all the bid values such that

∑K
k=1 bk , and adds

the aggregated value to its own reserve bid b0. The com-
puted bid value is equal to or smaller than the availability of
cloudlet bandwidth B (

∑K
k=1 bk + b0 ≤ B).

3.2 Problem Formulation

We consider the case where there are multiple remote
cloud server, a cloudlet and multiple mobile terminals, that
are assumed to be selfish and rational. For remote cloud
server, they compete with each other in terms of prices
to maximize their own profit while the terminals com-
pete for bandwidth and power resources. The interactions
between remote cloud and cloudlet, cloudlet and mobile
terminal can be typically modeled as multi-stage leader-
follower game. According to such characteristics, we use
the non-cooperative Stackelberg game to jointly maximize
the remote cloud servers’ revenue, the utility of cloudlet and
individual utilities of mobile terminals in MCC. In Stackel-
berg game, the up-stage is the leader, which makes decision
first. The down-stage acts as the follower and moves sub-
sequently based on observing the up-stage’s strategy. The
decision of up-stage affects the down-stage strategy and

equally, the up-stage takes the behavior of down-stage into
consideration [21].

In this paper, we use triple-stage Stackelberg game, as
summarized in Fig. 2, to analyze the relationship of remote
cloud servers and cloudlet, cloudlet and mobile terminals.
The three basic components of the triple-stage Stackelberg
model are defined as follows:

1) a set of players: Remote cloud servers, cloudlet and
mobile terminals are defined as players. The remote
cloud servers claim a price per VM to cloudlet and
try to maximize their own revenue. Then, based on the
VM price provided by servers, cloudlet needs to update
its strategy to maximize its net utility. Finally, mobile
terminals make decisions of their own bandwidth and
power requirements. In this paper, all remote cloud
servers, cloudlet and mobile terminals are selfish game
players.

2) the action of each player: The price per VM λ =
{λ1, λ2, ..., λR} is defined by the action of the remote
cloud server, and the computing resource allocated
to the mobile terminals m = {m1, m2, ..., mK} is
the action of the cloudlet, while the required band-
width b = {b1, b2, ..., bK} and transmit power p =
{p1, p2, ..., pK} from cloudlet are the action of mobile
terminal. In stage One, remote cloud servers (leader)
impose a set of unit prices for the computing resource,
following which the cloudlet determines the amount
of computing resources allocating to each mobile ter-
minals. Finally, each mobile terminal determines the
bandwidth assignment and power allocation.

3) a set of utility functions: To cloud servers, we define
the profit function Ur (λ) as their utility function. The
profit of cloud server is equal to the cost of cloudlet.
The cloudlet utility function UC (m) is comprised
of three parts considering the benefit of computing
resource and bandwidth allocation, payment for the
computing resources. The utility function of mobile ter-
minal UT (b,p) consists of the benefit of bandwidth

Fig. 2 Triple-stage Stackelberg game
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resource and power allocation as well as the payment to
the cloudlet.

The triple-stage Stackelberg game can thus be denoted by

G = (λ,m, b, p,Ur (λ) ,UC (m) ,UT (b, p)) , (3)

To obtain the Stackelberg equilibrium of this game, firstly,
the non-cooperative game problem of stage three can be
expressed as:

max
b∗
k ,p∗

k

UT

(
bk, b∗−k, pk, p∗−k

)
, (4)

where b∗−k and p∗−k denote the optimal configurations of
required bandwidth and power adopted by all the other ter-
minals except k, respectively. Then, based on the optimal
strategies of stage three, the game of stage two can be
expressed as:

max
m∗

k

UC (mk) , (5)

wherem∗
k denotes the optimal required VMs strategy vector

of mobile terminal k. According to the optimal strategies of
above stages, the non-cooperative game problem of stage
one can be expressed as:

max
λ∗

r

Ur

(
λr, λ

∗−r
)
, (6)

where λ∗−r defines the optimal pricing strategy vector
eliminating the strategy of remote cloud server r. Hence,(
λ∗,m∗, b∗, p∗) is the Stackelberg equilibrium of game
G = (λ,m, b, p,Ur (λ) ,UC (m) ,UT (b, p)).

4 The proposed game

In this section, we first describe the proposed algorithm.
Then, we analyze the proposed Stackelberg game. The
backward induction method is employed to solve this pro-
posed game.

4.1 Mobile terminal algorithm

The mobile terminals are assumed to behave in a non-
cooperative way with no information exchange. Each
mobile terminal independently decides its own bandwidth
requirement and transmit power, the utility function of
which consists of two parts: profit and cost. The benefit is
related to not only the bandwidth, but also the power. The
cost of the terminal includes the payment for the bandwidth
and power to the cloudlet. Hence, we formulate the k-th
terminal utility function as follows:

UTk (bk, pk) = Bkηkrb − bkcb − pkcp, (7)

where Bk is the allocated bandwidth of the k-th termi-
nal from the cloudlet, Bk = bk (B − b0)

/
bk (B − b0)

∑K
k=1 bk

∑K
k=1 bk , pk is the k-th mobile terminal trans-

mit power. ηk denotes the spectral efficiency of the k-th
mobile terminal. rb denotes the k-th terminal’s revenue per
unit transmission rate. cb and cp denote the cost per unit
bandwidth and power allocation, respectively. Bkηkrb is the
revenue of the k-th terminal with bandwidth bk and power
pk , and bkcb + pkcp is the fees paid to cloudlet. Increas-
ing the bandwidth and transmit power is a natural way
to enhance the terminal’s performance. However, with the
increase of transmit power and bandwidth, the interference
between the terminals will definitely increase. Therefore,
power and bandwidth allocation strategies are needed for
mobile terminals to maximize their own utility.

The utility maximization problem is expressed as fol-
lows:

max
b∗
k ,p∗

k

UTk

(
bk, b−k, pk, p−k

)
,

s.t. bk ≥ bk
min, ∀k ∈ (1, K),

pk ≥ 0, ∀k ∈ (1, K)

V ariables {bk, pk}
(8)

where b−k is the vector of bandwidth allocation for all
mobile terminal except terminal k. p−k denotes the set of
power of mobile terminals other than the terminal k. The
required bandwidth from all terminals is less than the total
bandwidth B. bk ≥ bk

min means k-th terminal required
bandwidth should be above the minimum demand. Transmit
power of the k-th terminal from cloudlet must larger than or
equal to zero.

4.2 Cloudlet algorithm

For cloudlet, their responsibility is to allocate the VMs to
the mobile terminals. The aim of cloudlet is to maximize the
utility. The net utility obtained from mobile terminal k can
be expressed as follows:

UCk (mk) = RT (bk, pk) + RC (mkr) −
R∑

r=1
C (mk, λ) ,

(9)

Where RT (bk, pk) and RC (mkr) define the cloudlet rev-
enue function based on providing bandwidth and power
resource, and computing resource to mobile terminal k,
respectively. C (mk, λ) defines computing resource allo-
cation cost function. mkr denotes the k-th mobile termi-
nal requiring computing resource from the r-th remote
cloud server and mk = ∑R

r=1 mkr . In this paper, we
model the revenue function RT (bk, pk) and RC (mkr) as
cbbk + cppk and rkMk , respectively. Where rk denotes
the cloudlet’s revenue per unit VM to terminal k and

Mk = N
∑R

r=1 mkr

/
N

∑R
r=1 mkr

∑K
k=1

∑R
r=1 mkr

∑K
k=1∑R

r=1 mkr is the total VMs of k-th terminal obtained from
all remote cloud servers,N is the total VMs resource of each
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remote cloud server. We model the cost function C (mk, λ)

as λrmkr . Where λr represents the confirmed price per
unit computing resource allocation given by the r-th remote
cloud server. Hence, the utility function of cloudlet obtained
from mobile terminal k is defined as:

UCk (mk) = cbbk + cppk + rkN
∑R

r=1 mkr∑K
k=1

∑R
r=1 mkr

−
R∑

r=1

λrmkr ,

(10)

Then, the optimization problem of cloudlet can be for-
mulated as:

max
m∗

k

UCk (mk) ,

s.t.
∑K

k=1 mkr ≤ N, ∀r ∈ (1, R)

mkr ≥ 0, ∀k ∈ (1, K) , ∀r ∈ (1, R) ,

V ariable {mk}
(11)

where
∑K

k=1 mkr ≤ N means that the total requirement
from the r-th remote cloud server will not exceed the VMs
it has.

4.3 Remote cloud server algorithm

In this paper, the goal of remote cloud servers is to max-
imize their individual profit by impose a price per VM
on the cloudlet. We assume all remote cloud servers are
selfish game players and they constitute a non-cooperative
game. We define the revenue function as their utility func-
tion. Hence, utility function of a cloud server Ur is defined
as:

Ur = λr ∗ Nr, (12)

where Nr =
K∑

k=1
mkr defines the total required VMs from

the r-th remote cloud server, which also means the current
load of the r-th cloud server. For cloud server, they need
to find the optimal VM price in order to maximize its own
profit. The optimization problem for remote cloud server
can be written as:

max
λ∗

r

Ur (λr , λ−r) ,

s.t. λr ≥ 0, ∀r ∈ (1, R)

V ariable {λr}
(13)

where the r-th remote cloud server per VM price λr must
larger than or equal to zero.

4.4 Problem solution

In general, backward method is the most common method
to analyze the equilibrium. In this paper, we propose an
iterative algorithm to obtain the triple-stage Stackelberg
equilibrium. And we analyze the subgame of bandwidth
and power allocation given the VM allocation and unit

VM price, in which the best response function of the
bandwidth and power allocation is obtained. Then the
best response function of the VMs allocation at cloudlet
is determined. At last, the best strategy of remote cloud
server on the VM price is obtained with the aware of
the equilibrium of bandwidth and computing allocation
subgame.

a) The best response function of mobile terminals on
bandwidth and power allocation: In this stage, the target of
mobile terminal is to maximize its utility. We derive the opti-
mal decision of the mobile terminal. For mobile terminal
k, the optimal bandwidth b∗

k and the optimal power alloca-
tion p∗

k are the solutions of the optimization problem (8). In
order to maximize the utility function of mobile terminals,
each mobile terminal will choose a proper bandwidth and
transmitting power requirement. Using the decomposition
theory, by which the original problem can be decomposed
into several sub optimization problems. First, we derive the
optimum bk under a given pk . According to the optimum
b∗
k , we obtain the optimal p∗

k .
The best response function of mobile terminal on band-

width and power allocation is defined and calculated as
follows.

Definition 1 (b∗
k , p

∗
k ) point is defined as the best response

function of mobile terminal if the utility of mobile terminal
is maximized at (b∗

k , p
∗
k ):

UTk

(
b∗
k , b

*
- k, p

∗) ≥ UTk

(
bk, b*- k, p

∗) ,

UTk

(
p∗

k , p
*
- k, b

∗) ≥ UTk

(
pk, p*- k, b

∗) .
(14)

According to the Definition 1, we have the following
proposition.

Proposition 1 The best response function of mobile termi-
nal is given by

b∗
k =

√√√√ K∑
n=1,n�=k

bn(B−b0)log2(1+γ )rb

cb
−

K∑
n=1,n�=k

bn,

p∗
k =

⎡
⎢⎣ B∗

k rb
ln 2cp

−
K∑

i=1,i �=k

pigik+σ 2
k

gkk

⎤
⎥⎦

+

.

(15)

Proof For an arbitrary mobile terminal k, its utility function
UTk

defined in Eq. 7 is a concave function of bk:

∂2UTk

∂b2k

= −
2 (B − b0)

K∑
n=1,n�=k

bn

(∑K
k=1 bk

)3 ηkrb < 0. (16)
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For given b - k and pk , the best response function of
optimal bandwidth requirement can be obtained as

b∗
k =

√√√√√√
K∑

n=1,n�=k

bn (B − b0) log2 (1+γ ) rb

cb

−
K∑

n=1,n�=k

bn.

(17)

And then taking the derivative of Uk with respect to the
pk and equating to zero, we have

∂UTk

∂pk

= − Bkrbgkk(∑K
i=1,i �=k pigik + σ 2

k + pkgkk

)
ln 2

− cp = 0,

(18)

the best response function of transmit power can be written
as

p∗
k =

⎡
⎢⎢⎢⎢⎣

B∗
k rb

ln 2cp

−

K∑
i=1,i �=k

pigik + σ 2
k

gkk

⎤
⎥⎥⎥⎥⎦

+

, (19)

where B∗
k = b∗

k (B−b0)∑K
k=1 b∗

k

.

b) The best response function of cloudlet on computing
resource allocation: Since the bandwidth and power alloca-
tion strategy is fixed at this stage, given the best response
function of mobile terminal, the cloudlet can determine its
best strategy of VMs allocation. The target of cloudlet is to
maximize its utility defined by Eq. 11. To solve the problem
(11), we have the following Proposition.

Proposition 2 For a given pricing strategy λ =
(λ1, λ2, ..., λr), the subgame of cloudlet exists Stackelberg
equilibrium mk .

Proof For cloudlet, its utility function defined in Eq. 10 is a
concave function of mk since

∂UCk

∂mk

= rk

N
(∑K

k=1
∑R

r=1 mkr

)
− N

∑R
r=1 mkr(∑K

k=1
∑R

r=1 mkr

)2 − λr,

(20)

∂2UCk

∂m2
k

= −2Nrk
∑

∀n�=k

∑R
r=1 mnr(∑K

k=1
∑R

r=1 mkr

)3 < 0. (21)

According to the Eq. 23, the value of mk is increased
by positive value vk

(
∂UCk (τ )

/
∂UCk (τ )∂mk ∂mk

)
in

every iteration. Hence, mk(τ + 1) = mk (τ) +
vk

(
∂UCk (τ )

/
∂UCk (τ )∂mkr ∂mk

)
and mk(τ + 1) >

mk (τ). The iteration continues until
∑K

k=1 mk (τ + 1) is
greater than or equal to N . Let X be the maximum num-
ber of iterations required to obtain optimumVMs allocation.
Then, the subgame of cloudlet finds Stackelberg equilib-
rium at iteration X.

c) the best strategy of remote cloud server on VMs unit
price: Based on the optimal solution of cloudlet, the optimal
VMs price can be expressed by

λ = rk
N

∑
∀n�=k

∑R
r=1 mnr(∑K

k=1
∑R

r=1 mkr

)2 , (22)

Proposition 3 The upper and lower limits of the price per
VM can be represented as:

λmin = rk (K − 1)

K2
, (23)

for mk = N ∀k ∈ K ,

λmax = rkN (K − 1)

K2φ
, (24)

for mk = φ ∀k ∈ K .

Proof We know cloudlet submit the requirement of VMs to
the remote cloud server. From Eq. 20, the optimal price of
server exists at ∂Uc

/
∂Uc∂mkr ∂mkr = 0. Furthermore, we

observe that the price λ is a decreasing function with respect
to mkr . Taking the first derivative of the price function
(shown in Eq. 22), with respect to mkr , we get,

∂λ

∂mkr

= −2rkN
∑

∀n�=k

∑R
r=1 mnr(∑K

k=1
∑R

r=1 mkr

)3 . (25)

Finally, λmax and λmin are expressed as follow:

λmin = rk (K − 1)

K2
,

for mk = N ∀k ∈ K ,

λmax = rkN (K − 1)

K2φ
,

for mk = φ ∀k ∈ K .

The pseudocode of triple-stage Stackelberg game itera-
tive algorithm is presented in Algorithm 1. In the process
of cloudlet achieving Nash equilibrium, the remote cloud
servers must wait and view the cloudlet’s VMs allocation
and mobile terminals decision. And this waiting time is
equal to the iteration time of cloud servers 	t . Hence every
iteration interval time of cloud servers involves multi itera-
tion time of cloudlet and mobile terminal 	τ and the time
complexity of this algorithm is O (tτ ). For whole network,
the result of iterations is that remote cloud servers, cloudlet
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and mobile terminals obtain optimal pricing strategies λ∗,
VMs allocation strategies m∗ and bandwidth b∗ and power
allocation p∗ strategies.

5 Numerical analysis

5.1 Parameter setting

We use Matlab software to evaluate the performance of the
proposed joint wireless bandwidth and computing resource
allocation scheme for the cloudlet-based MCC environment
and the Stackelberg equilibrium of the triple-stage non-
cooperative game. In the simulations, we assume that there
are two remote cloud servers, one cloudlet and three wire-
less access points. The main system parameter assumptions
in our simulation are adopted from [7] and listed in Table 1.
Each remote cloud server is virtualized to 5 VMs. Each
access point has one connected terminal. Initially, the per
VM prices for two remote cloud server are p1 = 0.1 and
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Fig. 3 The variation of cloud servers utility values with the iterative
process

p2 = 0.2, respectively. The minimum bandwidth demand
of mobile terminal is bmin = 4Mbps.

5.2 Numerical analysis

In this section, we first illustrate the impact of the per VM
price on remote cloud servers. Figure 3 shows that the com-
parison of the computed utility of cloud server 1, cloud
server 2 and the sum of remote cloud servers. Each cloud
server’s utility increases in the process of iteration with a
positive value wr

(
∂Ur

/
∂Ur∂λr ∂λr

)
(i.e. ∀r ∈ (1, R))and

at 17-th iteration, each cloud server obtains optimal VM
price and their utility functions reach maximum values.
Detailed observations on how the VM prices offered by
cloud server 1 and cloud server 2 affect cloud server utility is
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shown in Fig. 4. The utility value of remote cloud is a func-
tion of VM prices and maximum value of the cloud server is
obtained when the prices of remote cloud servers are equal
to 6. It means that at p1 = p2 = 6, the non-cooperative
subgame of remote cloud reaches Stackelberg equilibrium.

Figure 5 depicts the variation of mobile terminal utility
values with respect to bandwidth. In this figure, we know
that with the fixed prices and transmission power, the util-
ity value of mobile terminal is a concave function, which
matches the Proposition 1 in the Section 4. Hence, there
exists an optimal bandwidth allocation to maximize the
mobile terminal utility. The utility grows with the increase
of bandwidth at the beginning and then reaches a stable
level. After that, utility starts to decrease due to interference
among terminals.
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Fig. 7 Final bandwidth allocation

In addition, we investigate how the VMs prices influence
the cloudlet’s VMs allocation strategy in the proposed game.
Figure 6 clearly shows a declined trend of the required VMs
from different terminals with the increase of the price. The
obtained VMs of three mobile terminals have higher value
at lower price and with the increase of price, its gradually
decrease.

Figure 7 shows that the change of the bandwidth alloca-
tion of each mobile terminal. In this figure, we know that
the final bandwidth allocation strategy of each mobile ter-
minal in our proposed scheme is b1 = 6.6Mbps, b2 =
7.8Mbps and b3 = 6Mbps. It means that the utility of
terminal obtains maximum value by using this strategy
and their final obtained bandwidth are larger than their
own minimum demand bmin = 4Mbps. The comparison
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of the performance between the proposed scheme and the
proportional fair (PF) allocation scheme in terms of total
network utility is shown in Fig. 8. The PF allocation scheme
is classical compromise-based scheduling algorithm that
maintaining a balance between trying to maximize total
throughput and allowing all users at least a minimal level
of service. Figure 8 shows that the proposed scheme gets
better performance than PF algorithm and with the increase
of cloud-based application service number, the proposed
scheme obtains greater benefits.

6 Conclusions

In this paper, we have identified and addressed the problem
of joint wireless bandwidth and computing resource alloca-
tion in a cloudlet-based MCC environment. We formulated
the problems of remote cloud servers’ VMs price deci-
sion, cloudlet’s computing resource allocation and mobile
terminal’s bandwidth allocation as the triple-stage Stackel-
berg game. We also analyzed the relationship among remote
clouds, cloudlet and end-users. In stage one, the remote
cloud server provided the VMs selling price to the cloudlet.
In Stage two, the cloudlet leased VMs from the remote cloud
servers and VMs allocated to mobile users. In stage three,
mobile terminals performed power and bandwidth alloca-
tion. We have investigated the existence of the Stackelberg
equilibrium and developed an iterative algorithm to obtain
the Stackelberg equilibrium within a limited number of iter-
ation. Numerical analysis explains the performance of the
proposed algorithm.
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