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Abstract This study suggests to use popularity based
caching for IP-based TV (IPTV) services over peer-to-peer
(P2P) networks. Each peer in a P2P network can use two
levels of cache hierarchy: an internal cache and a neigh-
boring peer cache . Using this property, our main focus is
on caching the globally most popular video files nearby
the clients, in order to reduce the IPTV service delay,
increase the quality of service provided to the clients, and
reduce the traffic over the Internet backbone. The proposed
framework was applied on real data traces from live P2P
networks. The results demonstrate a significant improve-
ment over the Least Recently Used (LRU) and the Least
Frequently Used (LFU) cache management schemes. This
study is motivated by the vision of large P2P networks con-
sisting of many volunteers serving as peers, each of which
has a relatively small cache size, in terms of the number of
video items it can store. Since the performance of both the
LRU and LFU schemes is very poor for small cache, there
is a need for another cache management scheme, which
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outperforms these schemes, especially for small cache size.
The proposed distributed popularity-based caching scheme
can significantly increase the performance of P2P networks
used for video streaming, with respect to the existing net-
works, that use the LRU or LFU schemes. The performance
metric used for comparison is the cache hit ratio and the
expected delay for content delivery. In both parameters a
significant improvement is demonstrated.

Keywords IPTV - Content distribution networks - Video
streaming - Caching - P2P networks

1 Introduction

IP-Based TV (IPTV) is an exciting emerging research field
that have potential for a significant impact on our daily lives
in the modern world and it may in fact change the way we
watch TV. However, IPTV services also bring in challenges.
For example, owing to the huge bandwidth consumed by
such services, it is extremely important to reduce the traffic
generated over the Internet backbone. Further more, due to
the huge memory size required to store a typical video file
such as a movie, or a TV show, and given the large number
of video items, it is not practical to store all the video files
nearby their potential clients. Therefore, there is a demand
for identifying the most popular items to be stored locally
near the potential clients. There is also a strong evidence that
most of the demands for IPTV services (about 60-70 %) are
for relatively very few items [19]. Thus, identifying these
popular items can significantly increase the quality of ser-
vice (QoS) provided to the clients, as well as reduce the
overall bandwidth consumed by this service.
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Basically, there are three representative approaches to
the problem of IPTV services within the general context of
content distribution: A) usage of a dedicated content deliv-
ery network (http://www.akamai.com); B) utilization of
existing proxies to cache media data [9, 35]; and C) usage of
peer-to-peer (P2P) overlay networks whose goal is content
distribution [17, 20, 31, 33].

The usage of P2P networks for IPTV services is expected
to have tremendous growth over the next years [20, 31, 33].
Since a typical node in a P2P overlay Content Delivery Net-
work (CDN) has a relatively small cache (in comparison
with the typical size of a video movie), the efficient uti-
lization of this cache is crucial for the QoS provided by
the CDN. The usage of caching for content distribution has
extensively been addressed in the literature (for example, [6,
9, 24]). However, the focus of these studies has mostly been
on the issue of content placement algorithm. In other words,
they concentrate on where to place the content within the
network hierarchy instead of how to select the most pop-
ular files to be cached, which has received relatively less
attention. In fact, caches are still managed by the least-
recently-used (LRU) heuristic algorithm. This motivates us
to explore popularity-based caching for IPTV services over
P2P networks.

1.1 Background and related work

In the context of cache management, an optimal algorithm
for replacing the cache content is to select the cache item
that will not be used for the longest time as the first can-
didate to be removed [29]. Since this algorithm must use
knowledge of the future, it cannot be implemented on-line.
In practice, the most popular cache replacement algorithm is
the heuristic known as the least-recently-used (LRU) strat-
egy [29], that selects the item that was not used for the
longest time period to be removed from the cache. This
strategy has many variants, such as the LRU-K [26] that
selects the item having the longest time period for the last
K arrivals, where k is a parameter, and the Least Frequently
Used (L FU) strategy [29]. Another method is First in First
Out (FIFO) [29] that ignores the usage of each item but
considers only the first time it was used.

Live networks using P2P based architecture for deliv-
ering IPTV and Video-on-Demand (VoD) services were
studied and presented in the literature. See for example,
PPLIVE (http://www.pplive.com), P PStream (http://
www.ppstream.com), and Coolstreaming [38]. P2P traffic
is repetitive in nature and responds well to caching [22]. An
analysis of the P2P traffic has revealed that the majority of
requests occur for a small number of content [28] and much
higher hit ratio can be achieved by the cache replacement
algorithms, if they take into consideration the popularity of
the content [2, 5, 30].

Various cache replacement algorithms for video stream-
ing have been proposed. However, the solutions pro-
posed in the literature adopted traditional simple greedy
cache replacement algorithms, namely least frequently used
(LFU) [2], least recently used (LRU) [2] and their vari-
ants, like LRU-K [15], and later evolved into more complex
techniques, which utilize collaboration among peers [7, 15],
partial caching of video content for maximum utilization
of cache storage space [23] and ranking of content based
on their demand and availability [13, 36]. However, analy-
sis of the P2P traffic has revealed that most of the requests
occur for a small number of content [28] and much higher
hit ratio can be achieved by the cache replacement algo-
rithms, if they take into consideration the popularity of the
content [2, 5, 30]. Even though the authors in [5, 6, 12] con-
sider the popularity of the video content in designing their
cache replacement algorithm, the popularity was considered
as a static parameter. In realty, the popularity of the con-
tent continuously evolves with time and its determination is
a challenging task. A caching algorithm, which takes into
consideration the variation of the content popularity over
time can significantly enhance the cache hit ratio and reduce
the network load [2, 12, 34]. In this paper, we design a low
complexity cache replacement algorithm, which takes into
consideration the current and long-term historical demand
of the content to determine the popularity of the content.
Through analysis and simulations, we show that the pro-
posed mechanism can result in significant improvement of
network performance.

Partial results of this study were presented in IEEE
Globecom 2012 conference [11]. After the presentation
of [11], the idea of using popularity-based caching was
suggested in [4, 10, 27]. However, these studies consider
content-centric networks. The focus in this study is to use
distributed popularity-based caching for P2P networks over
conventional networks. Caching the most popular content
(M PC) was proposed in [4] for content-centric networks.
However, the method proposed in [4] has slow convergence
of hitting rate and unstable hitting rate. Moreover, it uses
a huge popularity table. Therefore, it is feasible for routers
in content-centric networks, but its implementation for vol-
unteer peers in P2P networks, having small cache size may
not be feasible. A fine grained popularity-based caching
(F G PC), having better performance than [4], was proposed
in [27]. However, both schemes are applicable for content-
centric networks and require a large cache size and a huge
popularity table. Therefore, they are not suitable for network
elements having small cache size.

1.2 Our contributions

The method proposed in this study is to use hierarchical
popularity-based caching. The most popular items may have
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duplicate copies nearby their potential clients, while less
popular items may be stored at a local server or a neighbor-
ing peer, and rarely requested items can be retrieved from
the Internet backbone.

We consider a P2P network consists of many peers which
provides IPTV services to its clients. Each peer is used as a
local server to its nearby clients and also serves other peers.
This server can either cache the video items required by its
clients, or retrieve this content either from its nearby peers
or from the Internet backbone. Due to the huge memory
size of a typical video item, and their large number, it is
impractical to cache even most of the video items expected
to be required. Moreover, typically each peer uses a rela-
tively small cache size, which can store only a small number
of video films. Thus, there is a need to handle a cache man-
agement strategy aiming to select the video items which are
most likely to be required, and cache these items. In prac-
tice, the most popular cache management strategy is the
LRU scheme. Popularity-based caching can be applied to
any cache, since it does not depend on the network architec-
ture. However, the simulation experiments were conducted
on live P2P networks, which are currently the most popular
architecture for IPTV services.

The proposed caching method is based on two obser-
vations made by previous studies: First, most of the video
requests are for a relatively small number of items. For
instance, it was shown in [5] that by caching 4 % of the
video items a reduction of almost 50 % of the peak load
was achieved. The second observation is that on the other
hand, the distribution of video requests has a long tail,
which means that the rest of the video requests (about
50 % according to [S5]) are distributed among many video
items. The “long tail” distribution of video content popular-
ity has been established by many studies, see for example
[3, 8, 18]. These two observations may suggest that a few
most popular video items should be cached close to the
clients, and have many copies. These items are selected
using our proposed popularity-based caching method. P2P
networks can use two levels of cache hierarchy - an inter-
nal cache managed by each peer, and using the cache
of a nearby peer in case of cache miss. Thus, globally
popular content can be retrieved either from the internal
cache of the serving peer or from a nearby peer, using our
proposed popularity-based caching method. Local caching
strategy, such as LRU, or LFU, should handle the items
that are not globally popular and are not cached by this
scheme. The popularity-based caching should be used for
the 4 % that are most popular (see [5]), while the LRU and
LFU schemes are more suitable for the other, “long tail”
items.

The rest of this paper is organized as follows. The
proposed popularity-based cache management scheme is
given in Section 2, and analyzed in Section 3. Performance
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evaluation and simulation results are given in Section 4.
Finally, Section 5 offers concluding remarks.

2 Proposed popularity-based cache management
scheme

In this section we describe the proposed popularity-based
cache management scheme. The goal of the proposed
scheme is to accurately predict the demand for each item,
in order to cache the most popular items. For this purpose,
we use history in order to evaluate the popularity of each
item. Then, we compare history to the present in order to
predict future demand based on the past. For instance, an
item for which the demand is rapidly decreasing should get a
smaller value for future demand, while an item for which the
demand is rapidly increasing should get a higher value for
the expected demand. Items for which the demand is steady
are expected to show similar behavior in the future. These
goals are achieved by assigning weights to the demands
for each video item, such that historical popularity decays
with time. This method is based on the observation that the
demand for video items is not constant, and the popularity of
the requested items may change in time. Real world traces
of Video on Demand (VoD) services [19] and a study of the
pattern of requests to VoD service and video rental stores
[16], indicate that most of the VoD demands are for only
for a few items. Thus, FIFO and the LRU and LFU meth-
ods or their variants have inherent limitations. For instance,
given a buffer capacity of 10 video items, and a popularity
distribution for which 80 % of the demand is homoge-
neously distributed between 10 items while the demand for
each one of all the other items is extremely rare, then using
popularity-based caching we may store the 10 most popu-
lar items in the cache in order to get 80 % hit ratio for a
relatively small cache size. On the other hand, using vari-
ants of FIFO or LRU would be a poor choice for this pattern
of content demands. This is because each popular file has
8 % popularity and the expected number of arrivals for other
files between two consecutive arrivals of the same popu-
lar file is about 12—13 arrivals (for other files). Thus, using
LRU or FIFO cache management strategy, a popular file is
likely to be removed from the cache before it is requested
again. Since real world traces of VoD services [19] and
IPTV services [5] indicate that most of the traffic is for very
few files, this illustrative example is realistic. It implies that
the proposed method can offer, under certain conditions, a
significant gain over the LRU scheme and its variants.

2.1 System model

We consider an overlay CDN over IP network. The CDN
constitutes on local video servers. Each local video server
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is responsible to provide video streaming services to its
nearby clients. In order to efficiently achieve this goal, each
local video server is located at the gateway between the
access network and the WAN. In addition, all the local video
servers form a peer-to-peer (P2P) network such that each
local video server acts as a peer in the P2P network, that
provides services to the other peers in addition to the ser-
vice it provides to its clients. The system model of the P2P
network is illustrated in Fig. 1. Each peer in the P2P net-
work maintains a local cache that stores the most popular
video items requested by its clients. In order to accurately
evaluate the popularity for each video items, the local server
holds a popularity table. The access key to this table is the
identification of the video item. There are many encoding
methods to identify data items, and this issue is not consid-
ered in this work. Each demand for a video item updates
the popularity of this items. The popularity of each video
item is evaluated by the local video server, using the his-
tory of demands for this item. Those video items which get
the highest popularity ranks are stored in the local cache.
Whenever the local video server receives a request for an
item stored in the cache, this request is served directly from
the cache. If the video item is not cached, the request is
forwarded to the other peers, and if it cannot be served by
any peer - the request is forwarded to the relevant content
provider. The CDN is responsible to provide video services
to its clients. Therefore each client is charged by the CDN,
and the CDN is charged by the content providers. Thus, the
CDN is charged for the video items stored in a cache by the
content providers based on their actual usage, while each
end client is charged by the CDN based on its own usage.

2.2 The cache management algorithm

Given a cache size §’, our goal is to maximize the cache
hit ratio, defined as the probability to provide a requested

Fig.1 An overlay P2P network
of video servers. Each video
server is located at the gateway
between the access network and
the WAN

access network 1

access network 3

video server 1

item from the cache with no need to retrieve the information
from the Internet backbone. In order to achieve this goal, we
define the popularity density p by:

pi = —. ey

Where M; and P; are the memory size and the popular-
ity of the item i, respectively. The value of P; is derived
in Section 3.1. The problem of maximizing the cache hit
ratio is NP-hard. We prove it by a reduction from the
Knapsack problem, which is known to be NP-hard [14].
Given a Knapsack problem with a Knapsack capacity C
and a list of items having a profit d; and a weight w;, we
associate with each i from the original Knapsack problem
a video item with a popularity p; = d; and a mem-
ory size M; = w;. The algorithm which maximizes the
cache hit ratio must also solve the original Knapsack prob-
lem. As opposed to the traditional schemes, such as LRU
and LFU, which consider only the content popularity, the
popularity density distinguishes between short video clips
and long video films, and considers the video memory
size as well as its popularity. Since the problem of opti-
mal cache management strategy is NP-hard, we propose
the following approximation algorithm for popularity-based
caching:

e Sort the video items in a non-increasing order by their
popularity density p.

e Select the most valuable items until the cache is filled.
For this part of the algorithm we can use any of the
many approximation algorithms suggested in the litera-
ture for the Knapsack problem.

e  Whenever there is a need to add a new item i to the
cache, it should replace the k items having the least

video server 3 Content Site

video server 2

access network 2

@ Springer



160

Peer-to-Peer Netw. Appl. (2017) 10:156-169

popularity density, where k is the minimal integer that
satisfies both conditions:

k
Zﬁ@+Fzm. )
j=1

Where F is the size of the free space in the cache.

k
Y pi=<pi 3)
j=1

Where the items removed from the cache are sorted in
a non-decreasing order of the popularity density: p; <
02 < p3 <...< pr. Anew item j can replace existing
items in the cache when both conditions specified in
Egs. 2 and 3 hold.

3 Analysis

In this section we analyze the proposed popularity-based
cache management scheme and compare its performance
with the performance of the LRU cache management strat-
egy. The goal of the proposed scheme is to accurately
predict the demand for each item, in order to cache the most
popular items. For this purpose, we use history in order to
evaluate the popularity of each item. For instance, an item
for which the demand is rapidly decreasing should get a
smaller value for future demand, while an item for which
the demand is rapidly increasing should get a higher value
for the expected demand. Items for which the demand is
steady are expected to show similar behavior in the future.
This method is based on the observation that the demand
for video items is not constant, and the popularity of the
requested items may change in time. Real world traces of
VOD services [19] and a study of the pattern of requests to
VOD service and video rental stores [16], indicate that most
of the VOD demands are for only for a few items. Thus,
FIFO and the LRU method or their variants have inher-
ent limitations. For instance, given a buffer capacity of 10
video items, and a popularity distribution for which 80 %
of the demand is homogeneously distributed between 10
items while the demand for each one of all the other items is
extremely rare, then using popularity-based caching we may
store the 10 most popular items in the cache in order to get
80 % hit ratio for a relatively small cache size. On the other
hand, using variants of FIFO or LRU would be a poor choice
for this pattern of content demands. This is because each
popular file has 8 % popularity and the expected number of
arrivals for other files between two consecutive arrivals of
the same popular file is about 12—13 arrivals (for other files).
Thus, using LRU or FIFO cache management strategy, a
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popular file is likely to be removed from the cache before
it is requested again. Since real world traces of VOD ser-
vices [19] indicate that most of the traffic (about 70-80 %)
is for very few files, this illustrative example is realistic. It
implies that the proposed method can offer, under certain
conditions, a significant gain over the LRU scheme and its
variants. This gain is analyzed, quantified and validated in
Section 3.2.

3.1 Popularity evaluation

In this section we describe the method for evaluating the
popularity of each video item, based on the history of
demands for this item. This popularity is re-evaluated every
pre-defined time period having a length of r time units.
This time interval is denoted as the measurement interval.
The number of demands for each video item during the
measurement interval, is stored and used to re-evaluated
the updated popularity for each video item. We distinguish
between three time intervals - the long term time interval
reflects the long term history. The intermediate time inter-
val reflects the previous measurement interval, that is - the
last measurement interval before the last update of the pop-
ularity. The last time interval is the current time interval -
which is the time period since the last time the popularity
was updated. We denote by ¢ the last time the files popu-
larity was updated, and by 7y the last popularity update time
before #1. Let us consider a video item, say i. The popu-
larity of i at time ¢, ¢+ > t; > fy, is obtained as follows:
the number of demands for i during the time interval [#1, ¢]
is denoted by &.(i), the number of demands for i during
the time interval [fy, t;] (the last measurement interval) is
denoted by &,(i), and the total number of demands for i
before t( is denoted by &;(i). Every fixed t = #; — o time
units, at the end of the measurement interval, the popularity
of i E(i) is re-evaluated as follows:

E(i)=§c(i)+¥+¥- “)
Where & (i) reflects the current demand for 7, &, (i) reflects
the demand for i during the previous measurement interval,
and & (i) reflects the long term history demand for i. Imme-
diately after re-evaluating E (i) using Eq. 4, the values of

&:(i), &p(i), and & (i) are updated in the following order:

£ = &) + w )
ED)(D) = Eo(D). ©)
(i) = 0. (7)
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3.2 Comparing popularity-based caching to LRU

In this section we compare the proposed cache management
scheme to the LRU scheme. For the sake of simplicity, it is
assumed that all content items have the same memory size.
The size of the cache, in terms of maximum number of items
that can be stored in the cache, is denoted by S’. Let us con-
sider an item i having an arrival probability of p;. Holding
the item i permanently in the cache we get, for the item i
alone, a hit ratio of p;. Thus, the hit ratio contribution of i
to the performance of the popularity-based strategy is given
by:

hpop(i) = Di- (®)

On the other hand, using LRU, the condition under which
the item i should be removed from the cache is that during
S arrivals the item i was not required, where S > §’. Since
the arrivals for the same content i are independent of each
other, the probability that i is not required for S sequential
arrivals is given by

Piru(i) = (1 — pp)S. )

Hence, using the LRU strategy, a necessary but not suffi-
cient condition under which the item i must be removed
from the cache is that i was not requested for at least S’
arrivals. The probability for this condition is given by

Priulremove] < (1 — p)¥. (10)

The reason for the inequality in Eq. 10 is the existence of
sequences in which i is not requested during S’ arrivals, but
yet i is not removed from the cache. For instance, if the next
arrival after 7, say j, is requested again and again for the next
S’ — 1 arrivals and S’ > 1, then i is not removed from the
cache, even though the condition specified in Eq. 9 holds.
It follows from Eq. 9 that the contribution of the item i
to the hit ratio of an LRU cache is the probability that: A)
there is an arrival of i, with probability p;, AND B)we have

at least another arrival of i during the next k arrivals (i.e.
after the first, initial arrival of /). The number S’ > k > 1
must be sufficiently small such that i is not removed from
the cache before its next arrival. This contribution of i to the
hit ratio of LRU cache is given by:

¢ =pill = (1—p),1<k<S. Y

Hence, a sufficient condition under which the popularity-
based strategy outperforms the LRU strategy is that for each
item i, where i is one of the S’ - most popular items, we
have:

pi > ¢ = pill — (1 — pp)F1. (12)

It follows from Eq. 12 that the condition under which the
popularity-based strategy outperforms the LRU strategy is
given by:

1>1-—(1-=p)Hk (13)

Since 1 > p; > 0, Inequality Eq. 13 always holds. Note
that if p; = 1, we have equality since i is never removed
from the cache. Applying the above analysis for the S’ most
popular items, we find that it is better to hold each suffi-
ciently popular item permanently in the cache than using
LRU. Since the analysis is for the S’ most popular items, no
item in the cache can be replaced by another, more popular
item.

In order to evaluate the performance improvement of our
proposed scheme over the LRU scheme, we first identify
the condition under which the popularity-based scheme out-
performs LRU. The condition under which it is better to
store a content item { permanently in the cache rather than

|EIRank-Based
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using LRU is that the content item i (already stored in the
cache) does not arrive for at least S’ sequential arrivals,
where S’ is the cache size, in terms of the number of con-
tent items that can be stored in the cache (for the sake of
simplicity, it is assumed that all content items have the same
memory size), and then, after removing item i from the
cache according to the LRU scheme, i is requested again.
The probability for this situation is given by:

A=Y (=p)pi=pi Yy (1-p)

(14)
k=5 k=S
Therefore, it follows that
[ §—1
A=pi|Y (=p) =Y a—p)t (15)
| k=1 k=1
Which finally yields:
(11— = p)s-! .
A=pi|———L0 _|—a-p" a6
Pi Pi

Cache Size

Equation 16 implies that the performance improvement
of the popularity-based scheme over the LRU scheme
decreases with the cache size S’ and with the arrival proba-
bility p; of the content item i. The reason for this behavior is
that for large cache size, very popular items should be very
rarely removed from the cache. For instance, using Eq. 10
we get that for p; = 0.5 and cache size S’ = 5 the proba-
bility of removing i from the cache is less than 27> = %
However, the content items provided by IPTV services are
typically scattered among many video files. The most pop-
ular files consume most of the client demands, but the
popularity of each one of the most popular files is not suf-
ficiently high, in terms of the condition specified in Eq. 16.
For instance, given cache size S’ = 10 and p; = 0.05,
it follows from Eq. 16 that the performance improvement
of the popularity-based scheme over the LRU scheme is
A = 0.95° = 0.63. Given a cache size of 10 items where
the popularity of each one of the 10 most popular files is
pi = 0.05 for each file, a popularity-based scheme can offer
50 % hit ratio. which is much better than the expected hit
ratio offered by the LRU scheme.

Fig. 4 Comparison of number 4
of hits of popularity-based and 2_5x 10
LRU and LFU schemes with
varying network load
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Fig. 5 Comparison of average
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4 Performance evaluation and simulation results

We carried out simulation experiments to evaluate the per-
formance of the proposed popularity-based caching scheme
in comparison with the least recently used (LRU) and the
least frequently used (LFU) caching schemes. We consid-
ered a VoD application scenario, wherein the video files
from the service provider are distributed across multiple
servers based on the Chord [32] protocol. Chord is a
distributed P2P protocol which provides scalability, load-
balancing and ensures availability of shared resources under
dynamic network conditions. In the Chord protocol, each
video file is assigned a key and is stored at the server
responsible for the key. On arrival of a request for a file, a
look is performed for the server responsible for storing the
video file using the Chord protocol. On successful identi-
fication of the server responsible for storing the video file,
the request is forwarded to the server. Upon receiving the
request, the server starts streaming the video directly to the
client. To reduce the service time, i.e. the time between
the request for a video arrives at a server and the server
begins streaming the video, the server caches additional

200 300 400 500 600 700 800 900 1000
Number of Files

video files locally. Thus, on arrival of a request the server
first checks for the availability of video files in its cache
before performing a look up in the network.

In the following discussion, we outline the general
configuration and framework of the simulation platform
used. We modified the Oversim P2P simulation frame-
work [1] based on OMNET++ Network Simulator [25]
to simulate the proposed popularity-based architecture and
caching scheme. The network is assumed to be consti-
tuted of 100 servers which store and stream the video files.
The arrival of peers is simulated based on the traces of
real-world data collected from P2P file sharing networks
(http://p2pta.ewi.tudelft.nl/datasets/t505small, http://p2pta.
ewi.tudelft.nl/datasets/t1103) [39, 40]. Based on the dura-
tion for which the traces have been collected, the simulation
time was configured and kept constant at 3553.38 h. On
arrival of a peer, the video file to be requested by the peer
is determined based on Zipf -like distribution [19, 37], i.e.
the probability of choosing the video file i is given as

1

= N 1
k2351 52

i
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Fig.7 Comparison of average
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Where N is the total number of video files in the sys-
tem, and Z is the skew factor and k is the rank of the video
file i. Based on real world traces of VoD services [19], and
a study of the pattern of file requests in VoD services and
video rental stores [16], the value of the skew factor Z was
set to 0.7 [21]. We assumed the total number of files in the
system to be constant at 100.

We measured the performance of the three caching
schemes as a function of the service time as well as the
total number of hits each caching scheme provides. Hits are
defined as when a video file request arrives at a server and is
found stored locally in the cache, hence, obviating the need
for file look up in the network. Thus, higher the number
of hits, the more efficient the caching scheme is and it will
have lower service time. For popularity-based scheme, we
assume the rank of a video file is known and assigned ran-
domly to the files, with the highest rank being assigned to
the most popular video. We evaluated the performance of
the three schemes under different network conditions based
on the parameters of cache size, network load and popular-
ity of files. For each data point in the results, i.e., the total
number of hits and service time of each caching scheme,

125 15 175 2 225 25

Skew Factor

05 075 1

we report the average and confidence interval using data
collected at each of the 100 servers.

1) Cache size: We conducted simulations to study the
impact of cache size on the three caching scheme. We
define the parameter cache size as the average size of the
input files, multiplied by the number of video files that
can be stored in the cache on the server. The skew fac-
tor and the total number of files in the network were kept
constant for the duration of simulations at Z = 0.7 and
N = 100 respectively. The cache size was varied from
2 to 20.

Figures 2 and 3 show the variation of the number of hits
and average service time for the files with varying cache
size. In the LRU and LFU schemes, as the cache size is
increased, the probability that a file will be requested after
it has been removed from the cache decreases, as more pop-
ular items are rarely removed. But as the LRU and LFU
schemes do not take into consideration the overall popular-
ity of the file over time, they may still replace a popular file
in the cache with a less popular one based on local history.
Thus, resulting in a cache miss in the future. Thus, while the
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performance of both the LRU and the LFU schemes improve
with increase in cache size, popularity-based scheme yields
better performance even for larger cache. The performance
of the popularity-based caching increases with the total pop-
ularity of the " most popular files, where S’ is the cache
size.

2) Network load We conducted experiments to study the
impact of the network load on the three caching schemes.
We define network load as the total number of files deployed
by the service provider. The skew factor and cache size were
both kept constant for the duration of simulations at Z = 0.7
and 5 respectively. The number of files was varied from 100
to 1000.

With constant skew factor, as the network load increases
the probability of arrival of a file decreases. In the LRU
and LFU schemes, the probability that a video file will be
requested after it is removed from the cache increases, as
more popular files are replaced more frequently. Thus, the
performance of both the LRU and LFU schemes degrade,
i.e., lower number of hits and higher service time, with

Trace 2 Trace 3 Trace 4 Trace 5

Cache Size

increase in network load. Similarly, for the popularity-based
caching scheme, as the network load increases, the total
popularity of the files in the cache decreases. However,
the cache still holds the most popular files constituting of
majority of the requests. Thus, it delivers higher number of
hits and lower service time than the LRU and LFU schemes,
as shown in Figs. 4 and 5.

3) File popularity We studied the impact of varying the
degree of file popularity on the three caching scheme. As
the skew factor increases, the frequency of requests for
the most popular files increases. The number of files in
the network and cache size of each server were kept con-
stant for the duration of simulations at N = 100 and
S’ = 5, respectively. The skew factor is varied from 0.5
to 2.5.

As shown in Figs. 6 and 7, for LRU and LFU schemes,
with increase in the skew factor, the frequency of requests
for the popular files increases and the probability of them
being removed from the cache decreases. Hence the per-
formance of both the LRU and LFU schemes approaches
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Fig. 11 Comparison of average
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that of Popularity-Based scheme as the most popular files
get replaced less frequently. But, since the popularity-based
scheme always cache the most popular files, it yields higher
hit ratio and lower service time than the LRU and the LFU
schemes.

4.1 Performance comparison using real-world data

To further validate our claim, we used traces (http://p2pta.
ewi.tudelft.nl/datasets/t505small,  http://p2pta.ewi.tudelft.
nl/datasets/t1103) [39, 40] captured from live P2P networks
to simulate the arrival of peers as well as the file requests.
The network is assumed to be constituted of 100 servers,
each one having a cache size of the average size of the
input files, multiplied by 5. The traces used have been
captured from different P2P communities. Trace 1 consti-
tutes of data collected from P2P community distributing
recorded events consisting of 50 files; similarly, Trace 2,3
and 4 respectively constitute of data collected from P2P file
sharing community consisting of 127, 16 and 32 files; while
Trace 5 constitutes of data collected from P2P community
distributing gaming demos with 20 files. The duration of

Fig. 12 Comparison of number

x 10°

Cache Size

the simulation was kept the same as the duration for which
the traces were collected, i.e., at 524.58, 3553.38, 2552.03,
3551.78 and 2518.03 h for Traces 1,2,3,4 and 5 respectively.
The popularity of files vary across the traces with the 5 most
popular files constituting 36.87, 79.29, 97.16, 72.72 and
62.73 % of the total requests in Trace 1,2,3,4 and 5 respec-
tively. The total number of hits and average service time ob-
served for each trace file are depicted in Figs. 8 and 9.

Based on earlier discussion, since the top 5 files consti-
tute the majority of the requests, the popularity-based cache
delivers equivalent amount of hits as the requests. On the
other hand, using the LRU and LFU caching schemes, the
contents of the cache get replaced based on local history
even though the file being replaced may be more popu-
lar than the file replacing it, thus resulting in more cache
miss than the popularity-based scheme. Hence, the LRU
and LFU schemes deliver a higher service time than the
popularity-based caching scheme. As the popularity of top
5 files increases, the probability of the files remaining in the
cache also increases and thus, the popularity-based scheme
offers comparatively less improvement with respect to the
LRU and LFU schemes.

of hits of the popularity-based 8
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We further analyzed the effect of cache size on the three
caching schemes based on real-world data of P2P network,
using Traces 1 and 2, as shown in Figs. 10, 11, 12 and
13 respectively. The number of servers was assumed to be
100 and the simulation time was kept the same as the cap-
ture time of Traces 1 and 2, respectively. As the cache
size increases, the probability of the file being requested
after being replaced in the cache decreases, hence the per-
formance of the LRU and LFU caching schemes improve.
Nevertheless, as depicted in Figs. 10, 11, 12, and 13, the
popularity-based scheme still outperforms both the LRU
and LFU schemes even for large cache size. However, the
performance improvement of the popularity-based scheme
over the LRU and LFU schemes decreases with the cache
size and with the total popularity of the S’ most popu-
lar files. As depicted in Figs. 10-13, the popularity-based
scheme has a higher number of hits and lower service time
than the LRU and LFU schemes. This validates our analysis
and simulation results discussed earlier and establishes the
higher efficiency of the popularity-based caching scheme.

5 Concluding remarks

In this study we propose popularity-based caching for
IPTV services over P2P networks. Though our main goal
is to apply the method for IPTV services, it can be
applied to any content distribution network. The only sin-
gle feature typical for IPTV that we used in this study
is the observation that most of the video requests are for
only very few items [19]. Any content distribution net-
work that shares this property can potentially be a good
candidate to use a popularity-based caching method. We
show by simulation that the popularity-based caching out-
performs the LRU and LFU caching in terms of hit ratio
and service time. This observation was also verified with

Cache Size

real-world data taken from traces of live P2P networks
(http://p2pta.ewi.tudelft.nl/datasets/t505small, http://p2pta.
ewi.tudelft.nl/datasets/t1103) [39, 40]. The superiority of
the proposed method increases as the cache size decreases.
This feature is important, since it was shown in [6] that
most of the popular information should be cached nearby
the clients. These caches are by nature relatively small, thus
the incentive to use popularity-based caching at this level of
cache hierarchy is strong. In the future we intend to mod-
ify our popularity-based caching scheme and to adapt this
scheme for other networks than P2P networks, such as cel-
lular networks, and to investigate its performance for these
networks.
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