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Abstract Dealing with the churn problem is an important re-
quirement in distributed systems in general and more precisely
in structured peer-to-peer overlay networks due to their
dynamicity. This problem refers to the change in the set of
participating nodes due to the frequent joins, leaves or failures.
Such variations induce at worst the loss of objects and at least
performance degradation. This is due to the reorganization of
the set of replicas of the affected objects. Till now, this problem
has been mostly addressed at the p2p routing level to ensure
the reach ability of peers by maintaining the consistency of the
logical neighbors. However, the main challenge for structured
p2p systems is to protect the ability of the system to locate any
present object. At the storage level, avoiding data losses is still
an issue when a reconfiguration of the participant peers occurs.
In this paper and after presenting first the existing replication
techniques, we propose the zone replication technique used in
both Chord and Kademlia protocols in order to attenuate churn
effects. Finally, we point out some ways that can lead to better
and maybe robust replication protocols.
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1 Introduction

With the recent development of structured p2p architectures
which are evolved from simple file-sharing networks to effi-

cient alternatives to the classic client–server architecture. Each
of peers participates in a logical overlay structure and acts
simultaneously as client and as server. It is responsible of
maintaining its share of information, which can be provided
to the other peers that requesting it.

Actually, these systems are very dynamic and each partic-
ipating peer may join or leave the overlay at any time. This
process is referred to as churn. However, this freedom of hav-
ing a highly dynamic network has its costs. Too high churn
can cause routing failures, loss of stored resources or incon-
sistent views of the peers on the overlay.

In the other side, the main challenge of these systems is to
protect the ability of the system to locate any present object.
Thus, it is essential that the overlay structure will be main-
tained even in the presence of high churn. In structured p2p
architectures such as Chord [1] and Kademlia [2], where the
integrity of the neighbor’s relationship among the peers must
be kept at all times. As a consequence, they require more
maintenance traffic when the churn rate is high. Besides, these
systems operate without a centralized control unit and each
peer has only a limited view of the entire network, usually not
being aware of the effect of this threat in the network.

In this paper, we present an overview of churn problem and
discuss different approaches proposed in literature to handle
this problem. In particular, we propose our approach called
zone replication based on three protocols: publication proto-
col, search protocol and maintenance protocol. After that, we
explore the performance of DHTs (Distributed Hash Table) in
such dynamic environments and we show how to obtain a
robust estimate, which is independent of the implementation
details of the network structure.

The remainder of this paper is organized as follows. In
section 2, we analyze churn in order to understand the impact
of such problem on the performance of DHTs systems like
Chord and Kademlia. Section 2 reviews the related work. A
summary of the relevant research work on the replication
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techniques to deal with churn problem is presented in section 4.
We detail our zone replication technique, in Section 5 along
with a novel publishing, searching and maintenance protocols.
Section 6 evaluates the performance of our technique. Finally,
concluding remarks are provided in section 7.

2 Problem statement

In structured p2p overlay networks, there are no barriers to
join or leave the network. A peer joins the network when a
user starts the application, contributes some resources while
making use of the resources provided by others, and leaves the
system when the user exits the application. The independent
arrival and departure by thousands of peers creates the collec-
tive effect called churn [3]. Such freedom causes unpredict-
able network environment, which leads to the most complex
design challenge of p2p protocols.

The impact of joining peers is usually the less problematic
aspect of churn. It mainly results in temporary failures like
routing or resources inconsistencies, which might be temporarily
located at a wrong position in the overlay. The process of peers
leaving the system, however, can result in irreparable damage like
loss of the overlay structure or loss of data stored in the overlay. In
general, node departures can be divided into ordinary churn and
high churn. In the first situation, nodes join the network one by
one, or leave gracefully by informing their neighbors. However,
in the second situation, a large percent of nodes joins and/or
silently leaves the network simultaneously and frequently.

Each instance of join or leave causes a DHT to rebalance its
keys and the data among the nodes, which generates a consid-
erable traffic load and degrades the performance of the system.
Also, this dynamics can cause routing failures, subsequent
lookups to return inconsistent results, loss of stored resources
or inconsistent views of the peers on the overlay.

Finally, Churn has a significant effect on the performance of
such systems. For example, frequent nodes joining and leaving
result in stale routing information in the routing table and in-
consistency of the stored resource items. The distribution of
session length affects the overlay topology and key design
parameters. Consequently, the effects of churn should be taken
into account when designing or evaluating a DHT system.

3 Related work

Because the dynamic and decentralized nature of structured
p2p overlay networks, join and leave process have been a prime
issue from the beginning. Each DHTsystem employs a specific
mechanism to deal with such phenomena. But after churning a
large set of peers in a short time interval, the system will crash.

Unfortunately, very few studies examine the impact of
churn problem. Abraham and al [4] study the scalability and

resilience to worst case joins and leaves. They focus on main-
taining a balanced network in the presence of high churn rate.
Loguinov and al [5] examine graph-theoretic properties of
existing peer-to-peer architectures and proposes a new infra-
structure based on optimal-diameter de Bruijn graphs. They
study routing performance of Chord, CAN and Bruijin. Li and
al [6] present a comparative study of the effects of DHT pa-
rameters on the performance of structured p2p protocols under
churn. Lam and al [7] address the question of how high a rate
of node dynamics can be supported by these systems. They
present a measurement studies to CAN protocol only. Further-
more, authors in [8] address the question of how to make p2p
service available under churn and where is the extreme of a
system’s resistibility to high churn. They present a measure-
ment study of some overlay network and propose a crash point
to deal with such problem. Khun and al [9] present a dynamic
distributed hash table where peers may join and leave at any
time. The system tolerates a powerful adversary which has
complete visibility of the entire state of the system and can
continuously add and remove peers. They provide worst-case
fault-tolerance, maintaining desirable properties such as a low
peer degree and a low network diameter.

To the best of our knowledge the only solution tolerating
churn attack is based on replication. In next section, we present
the different replication techniques to deal with such phenomena.

4 Replication techniques to deal with churn problem

Distributed Hash Tables are distributed storage services that
use a structured overlay relying on key-based routing proto-
cols. DHTs provide the system designer with a powerful ab-
straction for wide-area persistent storage, hiding the complex-
ity of network routing, replication, and fault-tolerance.

In such systems, each peer and object is assigned an iden-
tifier. An object key is usually the result of a hash function
performed on the object. The peer whose identifier is the clos-
est to the object key is called the object root.

In order to tolerate failures, each object is replicated on k
peers, which compose the replica-set of an object. DHTs systems
use different replication methods to overcome the problems as-
sociated with the low connectivity of some nodes in the network.

There are so many benefits of using a replication method.
Besides a better success rate in case of failure nodes, some
performance can be enhanced through replication, such as the
search time and the number of hops needed to locate an object.
Further, replication can increase the speed of recovery of an
object by increasing the number of sources.

There are several algorithms for object replication that store
and maintain object periodically. We classify these methods in
three categories: Sequential neighboring replication, multiple
key replication and path replication.
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4.1 Sequential neighboring replication

In DHTs systems, each node maintains a list of sequential
neighbors used for routing object in the overlay. These nodes
are selected according to the algorithm adapted. In Chord, for
example, each node maintains a list of its successors in the ring;
replication in the successors can be used. In Kademlia, each
route node maintains a list of neighbour’s numerically closest
called leaf set; replication in the leaf nodes can be used [10].

4.1.1 Replication in the successor’s nodes

Replication in the successor’s nodes places the objects to repli-
cate in the successor’s of the route node. If the root node fails, the
object is immediately available in the direct successor, which in
turn becomes the new root node [11]. On the other hand, repli-
cation in the successor focuses the object around the root node
and creates an imbalance in the system, especially if a node has
many popular objects. In addition, this method does not decrease
the number of hops used to find object as the search queries is
first routed to the root node. If wewant to have access to different
copies of the object, we must first reach the root node.

4.1.2 Replication in the leaf nodes

Replication in the leaf nodes places the objects to replicate in
both successors and predecessors of the route node. In DHTs
protocols, such as Pastry and Kademlia, where the message
flows in two directions, it is interesting to replicate the object
in both successors and predecessors. Research can therefore
lead before reaching the root node by retrieving the object
from a predecessor of route node [12]. In this case, the number
of hops is decreased and the search time is reduced.

4.2 Multiple key replication

This approach relies on computing r different keys correspond-
ing to each object. It is inserted under the r different nodes. The
nodes that publish the object compute just the different r keys
and then insert the obtained objects in the corresponding nodes
[13]. There are several approaches to compute these keys. In
this section, we present the main methods:

4.2.1 Multiple hash function

In multiple hash function, the object is hashed with r hash func-
tions to obtain r different keys. Each copy is then inserted into the
node responsible for that key [14]. To search the object, a node
can choose from r locations, each associated with a different key.
The node can choose the closest object to reduce search time.

4.2.2 Correlated hash function

A second proposed method uses a single hash function, which
assigns a correlated index to each instance. The object is
placed in the nodes corresponding to the hash function [15].

The replication based onmultiple keys provides better fault
tolerance and rapid location of object. However, it should be
noted that the number of keys assigned to each node increases
with r factor. This method has been applied to CAN protocol,
but it can be applied to any DHT system.

4.2.3 Advantages and drawbacks

In multiple hash function and correlated hash function, the
location of different replicas is simple and immediate, since
it is sufficient to compute the different IDs to find and access
the replicas. However, unlike sequential neighboring replica-
tion, the maintenance of replicas is very complex since a route
node does not know the location of the other replicas. There-
fore, if the failure rate in the network is high, it is likely that
node storing multiple copies of the same object fail, making
the object inaccessible.

Also, these methods can be applied to any DHT. However,
the nodes must be aware of the key computational technique
used to determine where and how to look for this object.

4.3 Path replication

In path replication, when a new object is inserted, it’s auto-
matically copied to the search path location. Thus, the object is
replicated to all nodes in the route between the node that has
been inserted and the nodes in the route path [16].

Path replication technique copies the replica object in the
path before the final destination, and thus decreasing the num-
ber of hop used to find object. However, this method does not
guarantee the load balancing as search queries will all lead
near the root node.

4.4 A comparative study

After a brief description of the different replication techniques
used to avoid the churn problem, we can argue that:

Sequential neighboring and Path replication methods are
transparent and the protocol of publication is implicitly em-
bedded in the DHT routing. These techniques are applied to
specific DHT systems. However, multiple key replication
methods are applied to all DHT, but nodes must be informed
of the technique used to find objects.

In sequential neighboring methods, maintenance is carried
out by the root node, which knows the list of its neighbors. On
the other hand, in multiple hash functions, maintenance is as-
sured by replicating nodes. In correlated hash functions, main-
tenance is carried by the root node, which computes the
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different key attributed to objects. Finally, in path replication
method, the different nodes in the path assure the maintenance.

Concerning the cost of the different techniques, we can ar-
gue that there is no additional cost in sequential neighboring
methods since the list of successors and predecessors is
preconfigured. However, in multiple key replication methods,
the replicating node must locate and update replicas. In path
replication methods, replicating node must record the path [17].

However, these approaches do not have the same advan-
tages and drawbacks. Each approach is generally applied for a
specific DHT. Only the multiple key replication are applied to
different DHT systems.

In order to avoid churn problem and support the availability
and reduce the costs we exploit a novel approach called zone
replication.

5 Zone Replication technique

In structured p2p networks, participating peers can join
or leave the system at arbitrary times. However, such
intensity of dynamism has a significant effect on the
performance of such networks, resulting in stale routing
information in the routing table and inconsistency of the
stored resource items.

To avoid these problems, DHTs systems use replica-
tion techniques. However, each technique is applied to a
specific DHT. In this section, we propose a new repli-
cation technique called zone replication that can be im-
plemented on top of any DHT. Our goal is to ensure the
availability of objects in the overlay even at a very high
level of dynamism.

Figure 1 portrays the high level view of a zone replication
methodology. We mainly propose three steps to ensure the
availability of objects: Publishing, Searching, and Mainte-
nance protocols.

The publishing protocol is responsible for replicating
and publishing objects among created zones. How to
search those objects is handled by the searching proto-
col. Finally, the maintenance protocol is responsible for
maintaining the replication degree and the consistency
of the routing table.

5.1 Publishing protocol

The main idea behind zone replication is that the space
identifier is divided into independent zones and each
identifier in the system should be associated with r oth-
er identifiers. The publishing protocol is presented as
follows:

First, divide the identifier space into z independent
zones. A zone is specified by L higher order bits of
the identifier space that is common among all peers,

so the number of zone = 2L. For each zone, the first
L bits are fixed and the following are different. The
pseudo code of zone creation is depicted in Algo-
rithm.1. Second, associate with each object in the sys-
tem r identifiers. In each zone, there must be in mini-
mum one replica. Finally, compute the r identifiers of
each object from the first computed identifier (ID1) that
correspond to the key of the first copy of the object.
ID1=hash(object). The pseudo code of publishing proto-
col is presented in Algorithm.2.

Algorithm 1. Zone creation process

Algorithm 2. Publishing Algorithm
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5.2 Searching protocol

Algorithm 3. Searching Algorithm

Figure 2 illustrates the functioning of publishing protocol.
The object is replicated into the different created zones which
correspond to the identifier obtained by the used hash function
according to the publishing protocol. Indeed, the fact that we
create r replicas of each object and publish each of them in
different zones reduces the search time. Thus, the search space
is divided into z independents zone.

The searching process can be done on the closest zones to
the node that initiates the searching request in order to reduce
the number of required hops and the number of messages. If
the desired object is not found in the first zone, the searching
process continues in the second and so on till reaching the last
if this is needed. Figure 3 gives an example of searching
protocol.

To find an object, the request must contain the desired key
and the corresponding zone that defines the search space. The
limit of the search space for a node ni is the zone zi + 1. Each
node is responsible of sending the query to the corresponding
zone. The node S1 initiates the lookup of the desired object by
determining the nearest zone to his key. After that, node S1
computes the identifier of the object Id that corresponds to the
nearest zone. Finally, if after n steps the request fails, the
lookup process continues in the next zone. The pseudo code
of searching protocol is presented in Algorithm.3.

5.3 Maintenance protocol

Zone replication technique enables each node in the system to
find the different replicas identifiers associated to each object
and maintain them.

Each node, which disposes one replica, can access or com-
pute the other replicas. Thus, it can monitor the replication
degree and the availability of the object periodically.

Tomaintain the replication degree, it is essential to consider
two events: the leave of a node and the arrival of a new one.
First, the different identifiers of an object are computed in a

Fig. 1 Zone Replication Methodology

Fig. 2 An example of publishing protocol with 4 zones using chord
protocol
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manner to find each of these identifiers from any IDi−1. Sec-
ond, each node disposes of one replica, which can access to
the other replicas and verify the replication degree. For each
object with an identifier IDi, the replicated node computes the
identifier IDi+1 corresponding to the next replica associated
with the next zone. At regular intervals, the node checks if the
responsible node for the identifier IDi+1 disposes the object
and inserts if necessary. Thus, the node, which disposes the

first replica, is responsible for the second; the second is re-
sponsible for the third and the last for the first.

5.4 Conclusion

Zone replication technique is a general replica placement
method that can be implemented on top of any DHT system.

Fig. 3 An example of searching
protocol with 4 zones using chord
protocol

Fig. 4 Effects of the number of replicas on the number of hops Fig. 5 Effects of the number of replicas on the response time
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This has several advantages. It can be used to enhance security
by ensuring that the majority of the results match. It can re-
duce the number of hops needed to find object. Also, it can
facilitate the restoring replication degree in presence of a high
rate of leave and join nodes.

6 Evaluation

To evaluate zone replication technique in different DHT sys-
tems and under the same parameters, we have chosen to im-
plement the different protocols with two different overlays
such as Chord and Kademlia. Besides, we have chosen to
compare this method to the multiple key replication technique
(MKR) since this method is applied to different DHT systems
and to assess the effectiveness of our zone replication tech-
nique (ZR).

We performed several experiments on PeerfactSim.Kom
[18] simulator. Each of which was repeated and tested 10
times with different random seeds to ensure effectiveness.
We have integrated also the different protocols to the existing
implementation of Chord and Kademlia. We evaluated the
different performance metrics by varying two parameters:

the number of replicas and the churn rate in order to fix the
number of replica and evaluate the effectiveness of the pro-
posed mechanism.

We simulated a network of fixed size (1000 nodes). In the
first interval time, all nodes join the network and publish their
data. Once the network is stable, nodes are inserted and left the
network following an exponential distribution with mean var-
iable churn rate (0 every 20 min, 0.2 every 20 min, 0.3 every
20 min, 0.4 every 20 min, 0.5 every 20 min). Besides, nodes
send a message to a randomly chosen node every 60 s. The
time out and the number of attempts for each request are set at
5 and 3 min respectively. Finally, the maintenance of replicas
is performed every 10 min according to the maintenance pro-
tocol defined above.

The settings for all experiments are the following. In
Chord, the number of successors and the number of fingers
are set to 10. In Kademlia, the bucket size is set to 10 and the
degree of parallelism α=3. We evaluate Chord and Kademlia
based on the following metrics: the number of hops, the re-
sponse time, the number of messages sent per second and the
success rate.

The number of hops is the common used metric for evalu-
ating the performance of p2p overlays. It presents the number
of contacted peers on the way from the source to the destina-
tion for an observed query (e.g., lookup in structured overlays)
message.

Fig. 6 Effects of the number of replicas on the number of Message/sec Fig. 7 Effects of the number of replicas on the Success Rate
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The response time is defined as the duration of a query
operation. It is different in iterative and recursive routing even
if the number of hops is the same. The parallelization of look-
up queries like in Kademlia brings significant performance
benefits, which is evidently reflecting on this metric.

The number of message per second is defined as the total
number ofmessages sent per second for different peers present
in the overlay.

Overall success rate is defined as the share of successfully
answered query operations. Therefore, the metrics catalogue
for the evaluation has to include the average success rate of
requests defined as ratio of number of successfully resolved
and overall number of query operations.

6.1 Effects of the number of replicas

As a first step, we vary the number of replicas and we fix the
churn rate (0.5 every 20 min). The increase in the degree of
replication can provide better robustness to churn. However,
this requires more memory and signaling for storage and
maintenance of replicas. For our evaluation, we set the num-
ber of replicas 0, 2, 4 and 8 respectively.

Firstly, we evaluate the effect of n replicas on the number of
hops. From Fig. 4, we can notice that the number of hops
decrease slightly with the number of replicas in both replica-
tion techniques. We can observe that the effect of the number
of replicas in Kademlia protocol is much better than Chord
protocol. This is due to the fact that Kademlia uses parallel
research on all nodes in the k buckets, which reduce the search
paths. Also, we notice that the zone replication technique im-
proves a trifle the number of hops relative to the multiple key
replication technique in both Chord and Kademlia protocol.
This is due to the fact that in multiple key replication tech-
nique, to locate an object, a node must be aware of the key
computational technique used to determine where and how to
look for this object. However, in zone replication technique, a
node initiates the lookup of the desired object by determining
the nearest zone to his key. After that, the node computes the
identifier of the object ID that corresponds to the nearest zone.

Figure 5 shows the effect of the number of replicas on the
response time with respect to the churn rate 0.5 every 20 min.
We can notice that the response time increases in both protocol
Chord and Kademlia when we use a multiple key replication
technique. This is caused by replacement of nodes at different
position due to the high churn rate, which affects the search

Fig. 8 Effects of the Churn rate on the number of hops Fig. 9 Effects of the Churn rate on the response time
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process. However, when we use zone replication technique,
the response time increases slightly in Chord case and de-
creases slightly in Kademlia case. It increases slightly in chord
protocol due to the fact that to maintain the structure of the
overlay, when a node leaves, chord run periodically the main-
tenance process in order to update the links to sequential
neighbors and neighboring fingers in the routing table. This
verification of fingers is similar to the construction of the
routing table, which is not sufficient to guarantee a good per-
formance especially in terms of the response time. Although,
it decreases in Kademlia since such protocol uses parallel
research in k buckets nodes (k=10 and α=3). Also, the main-
tenance protocol in zone replication technique stabilizes the
number of replicas even in a high churn rate, which makes the
replicas always available.

For the mean number of messages sent per second, the zone
replication technique has slightly higher values than multiple
key replication technique in both Chord and Kademlia proto-
cols. The trends with the mean number of messages as
depicted in Fig. 6 decrease slightly in both replication tech-
niques as the number of replicas increases. This is because the
high churn rate, which decreases the number of nodes in the

overlay. Thus, each protocol initiates the maintenance proto-
col to update the routing table and maintain the number of
replicas. The maintenance protocol in zone replication tech-
nique needs much more messages to maintain the different
information presented above.

Figure 7 presents the effect of the number of replicas on the
success rate. From Chord protocol, we can notice that the
success rate increases with the number of replicas. This is
due to the fact that when the degree of replication increases,
the number of source for the same object therefore increases.
Also, we can see that Chord protocol has a relatively low

Fig. 10 Effects of the Churn rate on the number of Message/sec

Fig. 11 Effects of the Churn rate on the Success Rate

Fig. 12 Evolution of the number of hops
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success rate that reaches 80 % when we use 4 replicas, while
in the other case; Kademlia has a significant success rate that
reaches 99% when we use the same number of replicas. From
Kademlia, we can also see that the parallel lookup and repli-
cation approach used in Kademlia protocol achieves a signif-
icant performance improvement. This increase is more visible
in the zone replication technique since the maintenance pro-
tocol of the different replicas ensures that each query locates
the object in the nearest zone, which is often before the root
node.and Kademlia based on the following metrics: the num-
ber of hops, the response time, the number of request, the
number of messages sent per second and the success rate.

6.2 Effects of the churn rate

After that, we chose to study the effect of churn on the perfor-
mance of Chord and Kademlia protocol under the same num-
ber of replicas. The increase in the churn rate can affect the
performance of the DHT. However, the replication techniques
reduce these effects. Thus, we present in this section the dif-
ferent results obtained in both replication techniques (Multiple
key replication and Zone replication). For our evaluation, we
set the number of replicas at 4 and the churn rate is set at 0
churn, 0.2/0.3/0.4/0.5 every 20 min respectively.

In Fig. 8, the number of hops increases with different churn
rate. The numbers of nodes present impacts on the number of
hops. As the overlay size decreases, the number of hops in-
creases. Besides, we can notice that zone replication technique

produces a smaller number of hops than multiple key replica-
tion technique in Chord protocol. However, it produces a
higher number of hops in Kademlia protocol. This is due to
the structure of such overlays. Chord is based on ring structure
and Kademlia is based on tree structure. The structure of the
overlay is undamaged by the high rate of churn which make
the maintenance of such a structure a very difficult task.

From Fig. 9, we can see that the churn rate affects also the
response time in both overlays. We notice that Kademlia re-
sponse time is much better than Chord because this protocol is
fault tolerant by guaranteeing multiple paths for a single rep-
lica. Chord topology is more compact and that is why the
response time and numbers of hops are a bit low.

An overview on the number of messages sent by second is
depicted in Fig. 10. The effects of the node departures are
clearly visible in the results. As we can notice, the number
of messages sent per second decreases with the churn rate.
Also, we notice that the zone replication uses much more
message. This results from the fact that such technique up-
dates the routing table and maintains the number of replicas
via the maintenance protocol, which needs more messages to
maintain this information. The maintenance protocol in zone
replication technique needs much more messages to maintain
the different information presented above.

In a stable network and for the two replications techniques,
more than 97 % of queries succeeded (Fig. 11). However,
when the churn rate increases, the success rate in Chord pro-
tocol drops significantly to reach 75 % when we use the mul-
tiple key replication technique and 80%whenwe use the zone
replication technique. We can also notice that the success ratio
in Kademlia protocol is very stable (99 %) even under a high
churn rate. This is notably due to the parallel lookup (α=3)
and the size of the k buckets (k=10).

6.3 Performance of the proposed mechanism

Finally, we choose to present the behaviours of the proposed
mechanism under chord protocol and compare our replication
technique to multiple key replication mechanism. To achieve
this, we fix the number of replica to 4 and we vary the network

Fig. 13 Evolution of the response time

Fig. 14 Evolution of the number of message

Fig. 15 Evolution of the success rate
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size (250, 500, 700 and 1000 peers). In the first interval time
peers join the network and publish 10 objects. After a stabili-
zation period, nodes are inserted and left the network follow-
ing an exponential distribution with mean variable churn rate
0.5 each 20min. Besides, nodes send a message to a randomly
chosen node every 60 s. Finally, the maintenance of replicas is
performed every 10 min.

We present next the performance of the chord protocol
based on the number of hops, the response time, the number
of message sent per second and the success rate.

We notice from Figs. 12, 13, 14 and 15 that the zone rep-
lication technique gives better results in terms of number of
hops, response time and success rate. However, the number of
messages sent per second is higher than the other one.

Dividing the search space reduces both the number of hops
and the response time. The total gain is may be not very
substantial, but it is costless. Our proposed method produces
shorter routes and better resistance to churn. The success rate
exceeds 80 % even in presence of a high churn rate. However,
the maintenance of a higher number of replicas increases the
total number of exchanged messages on the network. Conse-
quently, the use of the zone replication technique improves the
resistance of the system against the churn phenomenon.

7 Conclusion

Structured p2p networks are considered as efficient and highly
resilient platform for large-scale distributed applications. One
of the challenges of such systems is how these systems behave
during users churn and how to deal with. Unlike other distrib-
uted systems where failures may be considered rare or abnor-
mal, most p2p networks constantly remain in the state of churn
and embrace frequent failures as a part of their normal opera-
tion. But under a high churn rate most overlays fail to remain
in the stable state. To overcome this problem, researchers pro-
posed different replication techniques to ensure the availabil-
ity of objects since the main objective of nodes is to find them.

While many metrics in such systems (e.g., number of hops,
response time, message overhead, success rate) affect their
usefulness to the user. One of commonly studied problem in
the literature is the ability of such systems to ensure the avail-
ability of objects in case of failures. It may be argued that
compromised connectivity is one of the most fundamental
by-products of churn that affects directly routing efficiency
and other metrics observed by the user.

In this paper, we studied first the existing replication tech-
niques that deal with churn problem, and then we proposed a
new one called Bzone replication technique^ applied to all
DHTs structure. The conducted simulations have shown some
advantages of zone replication technique compared to the
existing one. Several investigations are under study in order

to improve and ascertain the viability of our proposed
technique.
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