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Abstract Mobile Ad hoc Network consists of a set of
mobile nodes that are communicating in a wireless chan-
nel. In this network, the number of nodes and their mobility
have an impact on the routing performance. In order to
improve the routing performance of large scale Mobile Ad
Hoc Networks, clustering is one of the solution. When clus-
tering is implemented, an unconditional cooperation among
the intra cluster and inter cluster nodes is necessary. In
the event where a malicious or selfish node is elected as
a cluster head, the routing performance gets significantly
affected. In this paper, the key decision factors such as the
trust value, remaining energy, and the time of availability
of the mobile node is explored to elect a cluster head. Fur-
ther, these three decision factors are incorporated into the
Analytical Hierarchy Process technique in order to elect the
most cooperative node as the cluster head. An enhancement
to the existing Cluster based Routing Protocol, is proposed
in this paper and then enhanced work, is termed as Trust
Energy Availability based Cluster Based Routing Protocol.
A network based on the proposed protocol is simulated. The
important routing performance parameters such as packet
delivery ratio, end to end latency, routing packet overhead,
and the number of times cluster head changes are discussed
for the simulated network and the results are compared
with AODV and CBRP routing protocols. The simulation
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results have shown that the proposed cluster based routing
protocol improves the network performance by eliminating
malicious and selfish nodes from being elected as cluster
head.
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1 Introduction

In the last decade, the advances in wireless communica-
tion network has opened up new research opportunities.
Wireless communication is becoming increasingly popular
since it can be deployed without infrastructure. Mobile Ad
hoc Network (MANET) [1] and [2] is an autonomous sys-
tem and infrastructure less system that consists of mobile
devices such as PDA, Laptops, and mobile phones commu-
nicating using wireless channel. These networks are widely
deployed in situations where the infrastructure is unavail-
able or deploying the network is impractical. Scenarios
such as disaster recovery, military communication [3], and
distributed collaborative communication uses MANET for
communication [4]. In MANET every mobile node moves
independently and establish communication with a new
mobile node. An effective communication among nodes
is achieved in MANET when there is an unconditional
cooperation of nodes.

The routing in MANET is basically classified as flat and
hierarchical routing. In flat routing, every mobile node has
a dual role as a host (it is generating its own data pack-
ets and control packets) and as a router (it forwards packets
from its neighbour nodes). The network performance of flat
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routing protocol degrades as the routing overhead increases
with an increase in number of nodes and their mobility [5]
and [6]. In hierarchical routing, the nodes are divided into
small groups called clusters and one of the nodes in the clus-
ter is elected as a cluster head [7]. This cluster head has
the information about all its cluster nodes and plays the role
of establishing communication with other cluster head by
using the cluster gateway. The cluster head acts as a local
coordinator and maintains the intra-cluster routing informa-
tion and is responsible for forwarding the control and data
packets. In this hierarchical routing a node having one or
more neighbour nodes as cluster head will act as the clus-
ter gateway. The routing between two clusters is processed
by cluster gateway. Clustering in MANET has the following
advantages:

1 Decreases the routing table overhead and the control
packet flooding, thereby minimizing energy consump-
tion.

2 Improves the routing performance as well as the scala-
bility.

Electing the cluster head in a MANET is an important task.
The cluster head is the node which will be more vulnerable
to various attacks by misbehaving nodes [8] and [9] or non-
cooperative nodes. The misbehaving behaviour of a node in
MANET classifies it as malicious or selfish node. The mali-
cious node intentionally misbehaves and performs attacks
such as Blackhole [10], and Grayhole [11] and [12] . The
selfish node due to its energy constraints intentionally drops
the packets.

In the event of selecting the misbehaving node as a
elected cluster head, the network performance is severely
affected. Hence it is necessary to elect a cooperative node
as the cluster head, inorder to increase the network perfor-
mance. In this paper the key decision parameters namely
the Trust value (TV), Remaining Energy Level (REL), and
Time of Availability (ToA) are used to elect a node as the
cluster head. The TV parameter completely eliminates the
possibility of electing a malicious node. While REL param-
eter helps in eliminating selfish node election and the ToA
parameter is used to stabilize the cluster formation. The
major contributions in this paper is as follows:

1 A methodology is proposed to elect a cooperative node
as the cluster head by using key decision parameters TV,
REL, and ToA value of nodes.

2 Furthermore, an enhancement to the above methodol-
ogy is proposed to achieve cluster stabilization in which
a Secondary Cluster Head (SCH) is elected to take the
role of the Primary Cluster Head (PCH) whenever the
latter moves out of the cluster.

This paper henceforth is organized as follows. Section 2
explains an overview on CBRP and AHP technique.

Section 3 introduces the various cluster head election meth-
ods from the existing literature. A cluster head election
method using key decision parameters of the node proposed
in this paper is explained in Section 4. This is followed
by an illustration of the TEA - CBRP with an example in
Section 5. Section 6 discusses the results obtained from
simulation. Finally the paper concludes in Section 7.

2 Background

2.1 Overview on CBRP

CBRP [13] is designed for cluster based communication
in MANET. CBRP divides the nodes into small groups
called clusters and these clusters may be disjoint or over-
lapping. Each cluster has the cluster head elected by cluster
members. The cluster head is elected based on lowest-ID
mechanism [13]. The nodes in the cluster have bi-directional
link to its cluster head. Every node in the cluster maintains
a neighbouring table having information about its neigh-
bour nodes namely, neighbour node-ID, link state informa-
tion (bidirectional/unidirectional) and role of node in the
cluster (head/member/undecided). Each node in the clus-
ter broadcasts its neighbouring table as a HELLO message
at regular HELLO-INTERVAL. The HELLO message con-
sists of MY OWN ID, MY MEMBERSHIP STATUS, and
Neighbour Table. The CBRP routing is strict source routing
protocol such as DSR.

2.2 Analytical Hierarchy Process (AHP)

AHP [14] and [15] was developed by TL- Saaty in the
20th century. AHP is defined as an approach to decision
making that involves structuring multiple criteria into a hier-
archy, assessing the relative importance of these criteria,
comparing alternatives for each criterion, and determining
an overall ranking of the alternatives. AHP decomposes
complex problem into sub problems, these sub problems
are called decision factors and weighted according to their
relative importance to the given goal. Finally, AHP synthe-
sizes their importance to the given goal and finds optimal
solution. The AHP method consists of the following three
steps

1. Structuring hierarchy
2. Calculating the local weight of each influencing factor
3. Synthesizing the results for global weights.

2.2.1 Structuring hierarchy

Figure 1 represents the basic AHP hierarchy structure. The
AHP hierarchy structure consist of different levels. Top
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Fig. 1 AHP structuring hierarchy

most level consists of the goal (objective) of a decision prob-
lem, the subsequent level consist of various decision factors,
and bottom level consist of solution alternatives.

2.2.2 Calculating the local weight of each influencing
factor

The second step in AHP process is calculating local weight
for each influencing factor within the same parent. The
local weight represents two things: the weight of each deci-
sion factor towards goal, and the weight of each candidate
to each factor. The local weight calculation of each influ-
encing factor consists of three parts: making a pairwise
comparison, calculating the weight vector, and checking for
consistency.

1. Making a pairwise comparison: A pair wise comparison
matrix is developed by comparing the decision factors
against each other under the topmost goal. These pref-
erence values ranging from 1 to 9 represent the intensity
of preference among the decision factors at the same
level. A preference value 1 expresses ”equal impor-
tance” and a preference value 9 expresses ”extreme
importance”. Table 1 [16] represents the fundamental
preference values among the decision factors.

For example in Matrix-A which is a simple pair-wise
comparison matrix consisting of three decision factors
DF1, DF2, and DF3 are compared against each other.
The Decision factor DF1 is compared with DF2 and a

Table 1 The fundamental scale 1 to 9

Scale value Description

1 Equal importance

3 Moderate importance

5 Strong importance

7 Very strong importance

9 Extreme importance

2,4,6,8 Intermediate values

Reciprocal Values for inverse operation

value of 3 is assigned since it is regarded as moderatly
important.

DF1 DF2 DF3

DF1

Matrix A = DF2

DF3

⎛
⎝

1 3 5
1/3 1 1/3
1/5 3 1

⎞
⎠

2. Calculating the weight vector: For the given nxn com-
parison matrix called A, its Eigen value equation is
written as AW = λmaxW . where W is a non zero
vector called Eigen vector, and λmax is a scalar Eigen
value. After standardizing, the Eigen vector W is called
local weights of each decision factor(j), which can be
represented as WT

j = {W1, W2 . . . Wn}.
3. Checking for consistency: Consistency of comparison

matrix is calculated by Consistency Ratio (CR), after
the local weight of each decision factor and alternatives
are calculated. Consistency Ratio of comparison matrix
is the ratio of Consistency Index (CI) to Random Index
(RI) as given in Eq. 1.

CR = CI/RI (1)

where CI can be calculated using Eq. 2 and 3.

CI = λmax − n

n − 1
(2)

λmax = (1/n) ∗
n∑

i=1

(AW)i

Wi

(3)

where n is rank of Matrix A and RI is a Random Index
value as given in Table 2 [16]. If CR ≤ 0.1 then the esti-
mated comparison matrix is accepted, otherwise new
matrix must be constructed until CR ≤ 0.1.

2.2.3 Synthesizing the results for global weights

The global weight of each alternative is computed by multi-
plying the local weight and the weight of its corresponding
parents. The final weight of the matrix is calculated using
following (4).

Wni = Wni/j ∗ Wj (4)

The final weight of each alternative is calculated using
following (5).

Wni =
n∑

j=1

Wni/j ∗ Wj (5)

Table 2 Standard Random Index values

N 1 2 3 4 5 6 7 8 9 10

RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49
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Fig. 2 Proposed CH election
model

where Wni is final weight value of node i, Wni/j is weight
value of ith node with respective decision factor j, and Wj

is weight value of decision factor j.

3 Existing work

During the past few years, researchers have extensively
investigated many approaches to improve the cluster head
election process. The existing cluster head election process
is mainly based on the mobile node parameters such as
identifier based, mobility aware, connectivity based, power
aware, and weighted sum based.

Yanqing Zeng et al. [17] proposed cluster based intru-
sion detection mechanism for electing cluster head. In this
method a node having more remaining energy will be
elected as cluster head and also provides incentives for
selfish nodes to be a cluster head.

Chang Li et al. [18] proposed Enhanced Weighted Clus-
tering Algorithm (EWCA). In EWCA, cluster head is
elected based on the weighted sum of a node parameter,
namely, the degree differences (Δi), sum of the distances
(Di), mobility (Mi) of the node, and consumed energy (Ei).
After computing the weights of every node in the topology,
the node having the less weight value is elected as cluster
head.

Haowo et al. [19] proposed a Type based Cluster forming
Algorithm (TCA). The TCA algorithm employs a stability
factor (S) to elect a cluster head. This considers the diverse
range of node parameters into a single factor such as the
relative speed of node, average distance, the degree of node
connectivity, and the remaining battery power. The node
with the lowest stability factor (S) is elected as the cluster
head and reassigned lowest ID.

Zouhair El-Bazzal et al. [20] proposed an algorithm
termed EMAC, which stands for Efficient Management
Algorithm for Clustering. To manage cluster efficiency and
cluster head election EMAC considers the weighted sum of
the node parameters such as node degree, remaining battery
power, transmission power, and node mobility.

Javad A Kbari Torkestani et al. [21] , proposed Mobil-
ity based Cluster Formation Algorithm (MCFA) by using
weighted learning automata and assumes mobility parame-
ters are random variables with unknown distributions. The
relative mobility of each host with respect to all its neigh-
bours is defined as a weight. The weight of each host is

estimated by sampling the mobility into various epochs and
the highest expected weight host is elected as a cluster head.

In the above methods, the limitation is that, the dynam-
ically changing node behaviour is not considered into
account to elect CH. To the author’s knowledge, election
of CH by considering this important aspect is an unsolved
problem. The following section describes the enhanced
cluster head election algorithm which determines the node
behaviour in terms of TV, REL, and ToA parameters.

4 Proposed solution for cluster head election

The modules involved in the proposed solution are shown in
Fig. 2. The first module identifies the key parameters used to
select the cluster head and structuring the hierarchy.Accord-
ing to the hierarchy in the first module, the local weight
values are calculated in the second module. The third mod-
ule calculates the final weight value of nodes by using the
local weight values obtained from the second module. The
last module selects the best cluster head in the cluster based
on the highest weight value. Section 4.1 to 4.4 describes in
detail the working of four modules involved in the proposed
solution.

4.1 Structuring the hierarchy of node parameters

The first step in the proposed cluster head election consist
of structuring the problem as a hierarchy, as described in
Section 2.2.1. The proposed AHP hierarchy model is given
in Fig. 3. From Fig. 3, electing the cooperative CH is set as

Fig. 3 Proposed AHP hierarchy model for CH election
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goal at the top level, the subsequent level consist of key deci-
sion parameters namely TV, REL, and ToA, and the bottom
level consist of n alternative nodes in the cluster.

4.2 Calculating the local weight vector of decision
parameters

The second step is used to calculate the relative local
weights of key decision parameters namely TV, REL, and
ToA towards the goal. The evaluation Matrix B will be
obtained by making pair-wise comparison among the three
key decision parameters. To compare these parameters, the
scale value 1 to 9 is used as given in Table 1. The Matrix B
is as follows:

T V REL T oA

T V

MatrixB = REL

T oA

⎛
⎝

1 2 3
1/2 1 1/2
1/3 1/2 1

⎞
⎠

It can be observed from the Matrix B that, the priority of the
three decision factors decreases respectively. The Eigen vec-
tor WT = [0.54, 0.30, 0.16] of this Matrix B gives the the
local weights of key decision parameters. The parameters
TV, REL, and ToA have local weights 0.54, 0.30, and 0.16
respectively. Equation 3 is used to calculate the maximum
Eigen value λmax i.e. 3.004. Subsequently, CR = 0.0034 is
calculated using Eq. 1. The obtained CR for Matrix-B satis-
fies the condition CR < 0.1, therefore theMatrix-B satisfies
the consistency check.

4.3 Calculating the relative local weight values
of alternative nodes in a cluster

The third step is to calculate relative local weight of
each node in the cluster with respective to each deci-
sion factor. To calculate relative local weights, nodes in
the cluster need to compare each other and construct the
pair-wise comparison matrix. This comparison is based
on the values stored in Neighbour Node (NN) table using
Table 1. For example if cluster consist of K nodes, we
can get three pairwise comparison matrix having the
order of KxK i.e. AT V = (aij ), REL = (aij ), and
T oA = (aij ). where i, j = 1, 2, 3. . . .K. After calculat-
ing the pair-wise matrix, the steps given in Section 2.2.2
are executed. Finally, the local weight vectors are calcu-
lated as follows T V = [T V1, T V2, . . . T Vk]T , REL =
[REL1, REL2 . . . RELk ]T , T oA =
[T oA1, T oA1, . . . T oAk]T .

Section 4.3.1 to 4.3.3 explains the procedure to calculate
node behaviour with key decision factors namely TV, REL,
and ToA. The calculated values of nodes are updated in its
NN table. The format for NN table is given in Table 3. The
TV of a node represents the packet forwarding behaviour.

Table 3 NN table

Neighbour Node-ID TV REL ToA

N1 T12 E1 TSec

N2 T23 E1 TSec

. . . . . . . . . . . .

If a node relays the packets received from its neighbouring
nodes then the TV of a node is high, hence it is coopera-
tive node otherwise the node is malicious or non cooperative
node. The REL value of node represents the selfish behav-
ior of a node, i.e. if the node has more REL value then it
acts as a cooperative node, otherwise it is considered to be
a selfish node. The ToA of node represents link stability of
nodes, i.e if ToA of a node is more then the stability of the
cluster increases.

4.3.1 Calculating TV of neighbour nodes

The node behaviour is dynamically monitored by its neigh-
bour node to calculate the trust value of a node. A nodes
trust value depends on both Direct Trust Value (DTV) and
Indirect Trust Value (IDTV). The algorithm-1 shows cal-
culation of trust value for a node in MANET. Equation 6
represents the Trust Value (TV) of node B calculated by
node A.

T V [B/A] = α∗DT V [B/A]+β∗IDT V [B/A] α+β = 1

(6)

– DTV calculation Each node in the network maintains
the direct trust value of its neighbour nodes. The sender
node after the transmission of any packet places itself in
promiscuous mode to receive passive acknowledgement
from immediate neighbours within the communica-
tion range of the wireless channel. Using this passive
acknowledgement the sender node can calculate direct
trust value of its neighbour node. Consider the topology
given in Fig. 4, node A can calculate direct trust value of
neighbour node B for fixed time intervals and updates
the direct trust value of the neighbour node B at a regu-
lar interval time (Δ T) using the following two cases as
given below:

Case 1: When F(B)> D(B) DT Vi[B/A] = DT Vi−1

[B/A] + (1 − DT Vi−1[B/A])/20.
Case 2: When F(B)≤ D(B) DT Vi [B/A] = DT Vi−1

[B/A] − (1 − DT Vi−1[B/A])/10.
For i varying from 1 to (Simulation time / ΔT) and
DT V0 is initialized to 0.5. F represents the number of
successfully forwarded packet ratio to neighbour node,
D represents the dropped packet ratio,DT Vi [B/A] rep-
resents direct trust value of neighbour node B calculated
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by node A at time instant i. In case-1 if the forwarded
ratio is greater than the dropped ratio then the direct
trust value of the neighbour node will be within the
range of 0.5 to 1 and direct trust value of the neigh-
bour node keeps increasing monotonically. In case-2 if
the dropped ratio is greater than the forwarded ratio
then the direct trust value of the neighbour node will be
within the range of 0.5 to 0 and direct trust value of the
neighbour node keeps decreasing monotonically.

– IDTV calculation The IDTV of a node is calculated
when a node does not have a DTV value greater than
equal to 0.5. The node request recommendations from
its neighbour nodes. The following equation is used for
calculation of IDTV value for a node.

IDT V [B/A] =
n∑

i=1

RT Vi (B/ni)

N
(7)

where RT Vi(B/ni) represents Recommended Trust
Value (RTV) of node B by the neighbour node ni . N rep-
resents the total number of recommendations received
for node B.

4.3.2 Calculating REL of nodes

Every mobile node in MANET Consumes energy(C) for
Transmit a packet(Tr), Reception of a packet(Recep) and

Fig. 4 Trust Relationship types

overhearing the neighbour nodes. The energy consumed at
a particular node (nx) is calculated as follows:

E(nx)C = E(nx)T r+E(nx)Recep+(N−1)∗E(nx)overhearing

(8)

E(nx)Remainingenergy = E(nx)Init ialenergy − E(nx)C (9)

E(nx)Remainingenergy ratio = E(nx)Remainingenergy

E(nx)Init ialenergy

∗ 100

(10)

where N is number of neighbouring nodes of nx . The energy
value of a mobile node is calculated at regular intervals
to determine the remaining energy and in turn calculate
the remaining energy ratio. If the remaining energy ratio
for a node is greater than equal to 50 the node energy
level is assigned with a value of 1 else 2. Once the mobile
node energy level gets reduced to 2, it will broad cast an
Energy Level message. The format of the message is given
Fig. 5.

4.3.3 Calculating ToA of nodes

The ToA of two nodes for communication depend on the fol-
lowing parameters of mobile node such as radio propagation
range, speed, and moving direction [22]. Let two mobile
nodes A, B have the coordinators (XA, YA), (XB, YB),
communication range r, also VA, VB are speed, and
θA, θB (0 ≤ θA, θB ≤ 2π) be the moving direction.

Fig. 5 Format for Energy Level message
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Table 4 Weight Table

Node-ID Weight-value

Then, the amount of time available for two nodes commu-
nication is calculated using Eq. 11.

T oA =
−(ab + cd) +

√(
a2 + c2

)
r2 − (ad − bc)2

(
a2 + c2

) (11)

where a = VA ∗ cos θA − VB ∗ cos θB, b = XA − XB

c = VA ∗ sin θA − VB ∗ sin θB, d = YA − YB

If two mobile nodes move in the same direction with
same speed then the ToA is assigned a value of infinity (∞)

without applying the above formula.

4.4 Synthesize the overall weight value of nodes
in the cluster

The fourth step is to calculate the overall weight value of
each node in the cluster. The final weight value is calculated
using Eqs. 4 and 5 and stores the resultant weight value is
stored in Weight table at CH. The format of the entries in
Weight table is given in Table 4. The CH elects the highest
weight value as PCH and next highest weight value as SCH.
This process is repeated in MANET topology to elect PCH
and SCH in different clusters to achieve better cooperation
and network performance.

4.5 CH Election

Finally, clustering in the proposed TEA-CBRP algorithm
consists of two parts, viz., CH election and cluster mainte-
nance. In the cluster head election procedure, the node with
the lowest ID is initially selected as the cluster head for T
seconds duration, as shown in Algorithm 2. After the time T
seconds duration, the cluster head is then elected based on
the three parameters described earlier, namely the TV, REL,
and ToA. These parameters are considered as inputs to the
AHP process to calculate the weight values for every node

in the cluster. The node having the highest weight value is
selected as the PCH and the next highest weight value as
Secondary cluster Head (SCH). Table 5 lists the different
type of messages used in TEA-CBRP.

The Algorithm 3 shows the re-election process of PCH
and SCH considering the dynamically changing nodes

Table 5 Different type of
messages used in the algorithm Message Description

HELLO(N ID, Neighbour Table, CAT) A node broad cast every HELLO INTERVAL

CH elect(N ID) Lowest ID elected as cluster head

PCH elect(N ID) The node set as PCH

SCH elect(N ID) The node set as SCH

CH change(N ID) The cluster head change notification

Join request(N ID CH ID) Node request to join in the cluster

Leave request(N ID CH ID) Node leaving from the cluster

Join accept(N ID CH ID) Accept as a cluster member

Join reject(N ID CH ID) Reject as a cluster member
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weight value. If the weight value of PCH node becomes
lesser than the threshold value (Th), the SCH will be pro-
moted as PCH. The node which is having, the next highest
weight value will now take the position of SCH. Under
the circumstances where the weight of this newly pro-
moted PCH node (the earlier SCH node) becomes less than
the threshold value (Th), the execution of the CH election
algorithm is invoked as illustrated in Algorithm-2. Clus-
ter maintenance in MANET is necessary by considering
the dynamic changing topology. The Cluster maintenance
algorithm explained in Algorithm 4 is executed under the
following conditions:

– The CH node moving out of the cluster
– The CH of two neighbouring clusters move closer to

each other such that they will be at 1- Hop distance.

5 Illustration of CH election in TEA-CBRP routing
algorithm

The illustration for cluster head election in the TEA-CBRP
routing algorithm is described with an example in this
section. To illustrate the routing algorithm, the topology
shown in Fig. 6a–c is used. There are eight nodes, with node
IDs from 0 to 7. Each node maintains a Neighbour Node

table and cluster head maintains CH weight table. Initially
all the nodes in the cluster broadcast a HELLO packet with
node ID to its neighbouring nodes. For the initial T Sec
duration, the node ID with 0 is selected as CH (based on
lowest-ID). This elected CH (Node-ID 0) sends CH-elect
message to its neighbour nodes. The CH sends Join-request
message to remaining nodes in the cluster having node-
ID’s 1, 2, 3, 4, and 5. The CH sends the reply message
Join-accept. The cluster has been thus formed with CH as
node-ID 0 and nodes with Ids 1, 2, 3, 4, 5 as its cluster
members. After time T expires, a cluster - election process
is initiated. The CH executes an AHP process as shown in
Section 4.3 and 4.4 to calculate weight values of its neigh-
bour nodes. If the node-ID 0 has the highest weight value
it is then automatically selected as PCH. If this condition is
not satisfied, among the remaining nodes, the node having
highest weight value is elected as PCH. Subsequently, the
node with next highest weight value is elected as SCH.The
application of CH-election process algorithm to the topol-
ogy in Fig. 6a shows that nodes 1 and 5 are elected as PCH
and SCH, respectively. The cluster topologywith the elected
PCH and SCH is shown in Fig. 6b. The application of CH-
Maintenance process algorithm to the topology in Fig. 6b
shows that nodes ID 0, and 2 moving out of the cluster and
the nodes 6, and 7 joining to the cluster. The resulting new
cluster is shown in Fig. 6c.

6 Simulation and result analysis

The proposed TEA-CBRP routing algorithm was developed
and tested using the Ns-2 simulator [23]. The algorithm was
simulated using the parameters listed in Table 6.

6.1 Performance parameters

To analyse the performance of the proposed algorithm two
different simulation scenarios and five different metrics
were considered. Table 7 lists the various scenarios for
which the simulation study was done. In the first scenario

Fig. 6 Example of CH election
in TEA-CBRP
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Table 6 Simulation parameters

Parameters Value

Area 1000 m X 1000 m

Total no of nodes 50,100,150,200

Simulation time 600 s

Transmission range 250 m

Mobility model Random waypoint

Maximum speed 30 m/s

Mobility direction Random

Pause time 10 ms

Traffic type Constant Bit Rating (UDP)

Number of connections 20

speed of node was varied from 0-30 m/s and number of
nodes and malicious nodes were fixed to be 100, and 20
respectively. In the second scenario the number of nodes
was varied from 50 to 200 and correspondingly the num-
ber of malicious nodes was varied from 20 to 50. The speed
of node was fixed to be 10 m/s. The performance metrics
considered for the various test cases are listed below:

1. Packet delivery ratio: the ratio of packets received by
destination node to those sent by the source node.

2. Average end to end latency: the average time taken
by data packets to reach destination which includes
buffer delay during a route discovery, queuing delay at
the interface, retransmit delay at the MAC layer, and
propagation delay.

3. Routing packet overhead: Ratio of control packets gen-
erated to the total number of data packets sent.

4. Number of times CH changes: Count the number of
times CH changes in the network.

6.2 Result analysis

In the simulation scenario, under the condition that the num-
ber of nodes were randomly scattered in 1000 m X 1000 m
rectangle area, the total simulation time was set to 600 sec-
onds. The transmission range of every node in one hop was
fixed at 250 m. The random waypoint mobility model was
chosen in which each packet starts its journey from random
source to random destination with maximum speed of 30
m/s and mobility direction was also set at random. The IEEE
802.11 Distributed Coordinate Function (DCF) was used as
the Medium Access Control (MAC) protocol. Some nodes

Table 7 Varying Simulation parameters

Scenario Number of nodes Number of malicious node Speed

1 100 20 0-30 m/s

2 50-200 20-50 10 m/s

were randomly selected as malicious nodes to launch the
Blackhole attack or Grayhole attack.

Section 6.2.1 and 6.2.2 discusses the performance of the
proposed TEA-CBRP routing algorithm with respective to
packet delivery ratio, the average end-to-end latency, rout-
ing packet overhead, energy consumption, and number of
times cluster head changes. The performance of the TEA
- CBRP is compared with AODV [24] and CBRP routing
algorithms.

6.2.1 Scenario-1 with varying speed

In this scenario the speed of mobile node was varied from
0 and 30 m/s. The effect of the speed of mobile nodes on
performance parameters was observed and plotted as graphs
shown in Figs. 7, 8, 9, and 10.

Figure 7 represents the graph plotted for node speed
versus packet delivery ratio for the CBRP, AODV, and TEA-
CBRP routing algorithms. From Fig. 7, it can be observed
that the packet delivery ratio for TEA-CBRP remains higher
across the varying speed of mobile nodes in comparison
with CBRP and AODV. In TEA-CBRP, the CH is elected
as a cooperative node by considering the node behaviour
decision factors namely TV, REL, and ToA. This improves
the cooperative communication among the clusters and also
between source and destination node. Hence the packet
delivery ratio is improved by eliminating malicious and self-
ish nodes as a CH. In case of AODV, there is a possibility of
selecting malicious and selfish nodes as intermediate nodes,
because node behaviour is not considered while establish-
ing path between source and destination node. Hence, more
number of packets are dropped by malicious and selfish
node if a path uses them. Therefore the packet delivery ratio
considerably reduces compared with TEA-CBRP. In case of
CBRP, cluster head is elected based on Lowest-ID available
in the cluster. There is a possibility that the elected CH can
be either malicious or selfish node, thereby more packets are
dropped. Hence packet delivery ratio remarkably degrades
when compared with TEA-CBRP.

Fig. 7 Packet delivery ratio
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Fig. 8 Average end to end latency

Figure 8 represents the graph plotted for the node speed
versus average end to end latency for AODV, CBRP, and
TEA-CBRP routing algorithms. It can be observed from the
figure average end to end latency of packet to transmit in
MANET is directly proportional to the speed of the node.
This is due to frequent changing route entries in the rout-
ing table. In TEA-CBRP electing the highest weight value
(more cooperative node) as a CH, reduces the number of
packets dropped. It decreases the average end to end latency
marginally when compared with AODV and minimal reduc-
tion when compared with CBRP. In case of AODV, the
average end to end latency keeps increasing when com-
pared with TEA-CBRP, and CBRP. This is due to malicious
and selfish node in the path found by AODV. The clus-
ter based communication between source and destination
node reduces average end to end latency in CBRP compared
with AODV. But, in CBRP there is a possibility that the
elected CH has a malicious or selfish node, it drops packets,
thereby increases retransmission of packets. Hence CBRP
is having more average end to end latency compared with
TEA-CBRP.

Figure 9 represents the graph plotted for the node speed
versus routing packet overhead for CBRP, AODV, and

Fig. 9 Rouitng overhead

Fig. 10 Number of times CH changes

TEA-CBRP routing algorithms. From the figure it can be
observed that, the routing packet overhead for AODV is
more compared with CBRP and TEA-CBRP. This is due
to more transmission of RREQ and RREP control packets
to establish a path between source and destination node.
The CBRP and TEA-CBRP routing overhead is less when
compared with AODV, due to cluster based communica-
tion between source and destination node. From Fig. 9, the
average routing overhead for CBRP and TEA-CBRP are
1.06 % and 1.19 % respectively. It can be seen that there is
a marginal increase of 0.13 % in the TEA-CBRP compared
with CBRP. This is due to exchange of messages to elect
cooperative CH.

Figure 10 represents the graph plotted for the node speed
versus number of times CH changes for CBRP and TEA-
CBRP routing protocols. The number of times CH changes
in CBRP is more compared with TEA-CBRP while increas-
ing of speed. In CBRP, the CH elect based on Lowest-ID,
there is a possibility the elected CH moves out of the clus-
ter. In case of TEA-CBRP cluster stabilization achieved
by selecting PCH and SCH among the cluster members, it
reduces CH changes in the clusters.

6.2.2 Scenario-2 with varying number of nodes

In this scenario the number of mobile node was varied from
50 and 200. The effect of the speed of mobile nodes on per-
formance parameters was observed and plotted graph shown
in Figs. 11, 12, 13, and 14.

Figure 11 represents the graph plotted for number of
nodes versus packet delivery ratio for AODV, CBRP, and
TEA-CBRP routing algorithms. It can be seen from Fig. 11,
that the packet delivery ratio of proposed TEA-CBRP
remains higher compared with AODV and CBRP by varying
number of nodes. This is due to following reasons:

– CH elects based on the calculated weight value
– Elimination of all malicious and selfish nodes from

being a CH.
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Fig. 11 Packet delivery ratio

In case of AODV packet delivery ratio decreases gradu-
ally when compared with CBRP and TEA-CBRP. This due
to the fact that as the number of nodes increases in the
network, proportionately length of the routing path also
increases, thereby increasing the number of dropping pack-
ets. In CBRP, since CH is elected based on lowest-ID, there
is a possibility for elected CH to be a malicious or selfish
node. Due to this the packet delivery ratio is less compared
with TEA-CBRP.

Figure 12 represents the graph plotted for number of
nodes versus end to end latency for AODV, CBRP, and TEA-
CBRP routing algorithms. In AODV, latency increases with
varying number of nodes. This increase is mainly due to
more packet retransmission when the length of routing path
increases as the number of nodes in the network increases.
In case of CBRP end to end latency is less when com-
pared with AODV. This is due to less packet retransmission
in CBRP because of cluster based communication. From
Fig. 12, it can be observed that the end to end latency is less
for TEA-CBRP. In TEA-CBRP, the elimination of malicious
or selfish nodes as CH, reduces the number of retransmis-
sions, thereby decreasing the average end to end latency
when compared with AODV and CBRP.

Fig. 12 Average end to end latecny

Fig. 13 Routing overhead

Figure 13 represents the graph plotted for number of
nodes versus routing overhead for AODV, CBRP, and TEA-
CBRP routing algorithms. In AODV, increase in network
size has an impact on the routing overhead. This is because
when the network size increases, the average routing path
length also increases, due to this frequent route updates are
required. Hence it is necessary to broadcast RREQ/RREP
packet to establish a routing path. However in CBRP and
TEA-CBRP the impact of routing overhead due to increase
in network size is minimum due to cluster based commu-
nication. Hence routing overhead is less for CBRP and
TEA-CBRP when compared with AODV. From Fig. 13, the
average routing overhead for CBRP and TEA-CBRP are
7.44 %, and 8.76 % respectively. It can be seen that there
is a marginal increase of 1.32 % in TEA-CBRP. The rea-
son for this increase is due to the switching over of SCH to
PCH, when PCH is out of the cluster, SCH broadcasting the
elected message to neighbour nodes.

Figure 14 represents the graph plotted for number of
nodes versus number of times CH changes for CBRP and
TEA-CBRP routing protocols. In CBRP, CH is elected
based on the lowest ID. As the size of the network increase
the possibility of reelecting CH may also increases. In case
of TEA-CBRP, number of times CH changes are less due
to possiblity of PCH and SCH moving out of the cluster is
minimum.

Fig. 14 Numbwr of times CH changes
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7 Conclusion

In this paper the routing mechanism in CBRP is improved
by considering the dynamically changing node behaviour to
elect CH. The TV, RE, and ToA key decision parameters are
used to elect CH. This newly proposed CH election scheme
is named as a TEA-CBRP. To analyse the performance of
proposed TEA-CBRP routing algorithm, a simulation study
was conducted with two different scenarios. The TEA-
CBRP was compared with AODV and CBRP in terms of
packet delivery ratio, end to end latency, routing overhead,
and number of times CH changes. From the comparison,
it was found that the TEA-CBRP performs better than the
existing algorithms with respect to packet delivery ratio, end
to end latency and number of times CH changes. However
the marginal increase in the routing overhead is manage-
able. From the results we can conclude that the efficiency
and routing performance of network can be improved by
considering the dynamic behaviour of a node to elect CH.
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