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Abstract Data sharing plays an essential role in many of
the mobile ad-hoc network (MANET) applications that
exhibits collaborative behavior. In such applications, rep-
lication is used as a foremost and fundamental technique
to improve data availability. However, due to the dynam-
ic nature of the network, data replication becomes more
intricate in MANET. To alleviate this problem, we have
proposed a mechanism which not only enhances data
accessibility, replicates data in a minimum number of
nodes, relocates shared data on the prediction of mobility
of replica holder and in addition, data can be accessed by
any node in a minimum number of hops. In our ap-
proach, we have prefaced mathematical concept known
as minimum dominating set and sub graph centrality
principle to decide the number of replicas both in static
and dynamic environment. Simulation results when com-
pared with the existing mechanisms shows that the re-
sponse time or data access delay is reduced, client can
access the data from the server in a minimum number of
hops, and consequently the number of forwarded mes-
sages to access the data are greatly reduced thus making
our network energy efficient.
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1 Introduction

Mobile ad-hoc networks (MANETs) are termed as infra-
structure less networks, which consist of a collection of
mobile hosts moving in an arbitrary manner [1].As per the
mode of operation, ad hoc networks can also be defined as
peer to peer multihop network [2–4] where nodes can com-
municate directly with other nodes within single hop or
multihops and the nodes amid of hops can act as a router.
Nodes are said to be peer to peer as they can act both as a
client or server to provide or acquire service. The key
characteristics such as self organization and decentralized
nature had lead to several similarities between peer to peer
(P2P) network and MANET. Such similarities are stated as
follows: i)Dynamic network topology (node leave or join in
P2P and mobility in MANET), ii)hop/hop communication
and additional similarities with unstructured P2P networks
are flooding based routing and limited scalability. Due to
this synergy, many thoughts proposed for MANET are fit for
P2P overlay or vice versa.

MANET finds its use in a variety of applications that
include but not confined to military services, rescue and
emergency operations, disaster relief and so on [5]. In all
these applications, sharing data in a collective manner is
vital and also acquiring data are time critical. However, the
challenging feature of MANET, especially its dynamic be-
havior subsidence the data availability and increases the data
access delay to accomplish a certain task.

To facilitate data sharing and to increase data availability,
the data is replicated across multiple nodes [6]. However,
this phenomenon becomes undesirable due to the following
challenges as discussed in [7–8]:

& Node Mobility:

Server Mobility: As the server moves, it may partition the
network and hence the client may not be able to access
the data or it may travel several hops to access the data.
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Client Mobility: Movement of a client from one loca-
tion to another may lead to high data access delay
because it has to traverse maximum number of hops
to reach its server.

& Power Consumption: All mobile devices in the MANET
are battery powered. If a node with less power is repli-
cated with many frequently accessed data items, it soon
gets drained and cannot provide services any more.

& Resource Availability: Since nodes participating in
MANETare portable devices, memory capacity is limited.

& Response Time: Time is the crucial factor for many of
the applications like rescue operations and military
operations. Hence response time, i.e. the time taken for
the the client to access the data must be minimum.

& Replica Relocation: This topic addresses the issues relat-
ed to when, where, who and how replicas are allocated.
Due to dynamic topology, static allocation of replicas is
not possible.

& Consistency Management: If the data shared is read
only, performance can be improved by fully replicating
the data in all the nodes. But if a replica is frequently
updated, other replicas becomes invalid.

To counteract the above-mentioned challenges, effective
measures are mandatory to develop an efficient replication
algorithm. The effectiveness of replication schemes highly
be sustained by the number of replica to be created in the
system, where to place the replica and when to relocate
replica on nodes. Hence to develop a good data replication
algorithm the following are the salient features:

& A replication mechanism must determine when the serv-
er node will move out of range and replicate data to
appropriate node on beforehand.

& The replication algorithm should also consider client
mobility and make the client to access the data from
nearby servers.

& A replication procedure should be energy aware and
relocate the replica accordingly.

& The algorithm has to check whether a node has sufficient
memory capacity to hold the replica before sending the
replica to that node.

& Data must be replicated to nodes that are nearer to the
clients to improve the response time.

& Replicas must be relocated dynamically to improve data
availability.

& A mechanism is required to manage the consistency of
data in the network.

We have proposed a technique that consists of two phases.
The first phase is the Initialization phase, and the second phase
is the Maintenance phase. In Initialization phase, the domi-
nating nodes are identified and minimized to hold the replica
of the data using the minimum dominating set concept in

graph theory. This method is suitable for a static network,
and the attractive feature of this concept is that each node can
access the data in at the most one hop. The nodes that are
chosen as dominators act as a server and the remaining nodes
act as a client. However, the same concept cannot be seductive
for dynamic networks because the unstable node may be
designated as a new dominator to relocate the replica if the
old dominator moves out of range. As an alternate, in main-
tenance phase, we have used sub graph centrality principle to
identify a stable node and relocate the replica if a server node
moves out of range from its client. To the best of our knowl-
edge, our approach is the first approach to introduce a sub
graph centrality principle to distribute replica in a dynamic
network. Our mechanism solves most of the confrontations
discussed here by replicating data closer to the clients, by
considering the mobility of nodes and relocating the replica
appropriately on prediction of mobility of a server node.

The structure of paper is as follows: Section 2 discusses
the related work. In Section 3, we discuss some mathemat-
ical concepts related to our work; Section 4 gives the details
of the proposed model. Section 5 represents simulation
results and analysis and finally, we conclude our work.

2 Related works

In the paper proposed by [9], the goal of the data replication
technique is to address the issue of data access delay, i.e. to
have a minimum number of data servers and access the data
in minimum number of hops. They have introduced three
approaches for replicating data named as a centralized ap-
proach (CEN), distributed approach with no status informa-
tion, distributed approach with status information. In CEN,
the algorithm is run by a coordinator to identify the data
server in the network. A coordinator can be any host which
determines the number of hosts covered by each host in “k”
hops using controlled flooding message. Any host who
covers a maximum number of hosts will be the data server
and thereafter the hosts who are in its coverage will not
participate in data server selection. The remaining hosts are
arranged in the decreasing order based on the number of
hosts they cover. Data server selection process continues
until there is no remaining host. This method of allocation
reduces the access delay since the client can access the data
in at most “k” hops, however, it is unsuitable for a dynamic
behavior because the data accessibility will become low if
the server moves away from its client. To resolve this, the
authors have proposed two other approaches that take care
of the dynamic behavior in the network. First method,
consist of two phases: initialization phase and updating
phase. Each host generates a random number and if the
random number is less than a threshold the host can hold
the data items; otherwise they remain as a regular host. In
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updating phase, if each host moves away, they should get
the data from the data server who are more than “k” hops
away and announces itself as data servers to the entire host
within ``k" hops. The next method is slightly modified to
avoid redundancy of servers and maintain minimum number
of server. To accomplish this, each data server within the
range can exchange their member information to other serv-
er. If data servers have same set of members, one data server
can give up its role and can become a regular host. However,
all these approaches discussed in this paper have no guar-
antee on the degree of replicas maintained. Lots of messages
are flooded to identify the data servers and to avoid redun-
dancy of servers. Due to these over heads, these approaches
cannot perform well in scalable networks.

A distributed and decentralized algorithm for dynamic data
replication has been proposed in [10] named as two phase
replication approach (TPRA)]. The aim of this replication is to
ensure high data availability. Two algorithms are proposed
termed as Primary replication algorithm and Dynamic repli-
cation algorithm. In primary replication, the node that wish to
replicate its data, distributes it data to a node that are three
hops away and the new replica holder further distributes the
data to a node that is three hops away. This process continues
till no nodes are found in the network. In dynamic replication,
the replica is redistributed based on a parameter called as
access rate. If a node accesses a data frequently, the replica
of the data is redistributed to it in order to save the energy and
reduces the traffic. This node then notifies the other nodes in
the range that it is designated as a new data server. If the access
rate of a node is low then the client have to access data from
the server that are k >1 hops away. Although this method
distributes the replica uniformly, the replica distribution is
based on the location of primary server which could not be a
fair approach in a situation where client may take several hops
to reach a server. The distance estimation between the servers
is three hops away which is a weak assumption and cannot be
a good estimation for large scale or dense networks . Because
this approach may increase the number of replicas. Moreover
in dynamic replication, redistribution of replica is based only
on the access rate of the data by a client and has not considered
the other issues that exhibit the dynamic behavior of a node.

In this paper [11], authors have applied the Eigen vector
centrality (EVC) principle to determine the best node for
replication of shared data. Their goal is to find whether EVC
calculations can give good measure for determining the host
nodes to replicate data items. The authors have calculated
EVC for three types of connectivity matrices - Weighted
Connected matrix, unweighted connected matrix and
weighted normalized connectivity matrix. They have proved
that using different types of connectivity matrix to calculate
EVC does not make much difference in the performance of
the network. Also, they have proved that choosing a group
of higher EVC nodes as replication points is not a good

measure because according to the definition of EVC, if a
node has high EVC then the neighbor node also has high
EVC. Therefore the replication points chosen are close to
each other most of the times and hence decrease the data
accessibility of the client that are far way.

Hara et al. [12] have introduced the concept of the stability
of radio links to allocate replicas on connected mobile host in
the whole network. The initial distribution of replica takes place
by using static access frequency method. After applying SAF,
replicas of every pair of neighboring nodes are compared to
eliminate duplication. The authors have proposed two methods
DAFSN -S1 and DAFSN-S2. In DAFSN-S1, for each pair of
nodes, the link stability is computed and compared with a
threshold. If the link stability is greater than a threshold, the
link between the nodes is strong and replicas are compared for
each pair of nodes. If duplicate exist and if the data is not a
original it is replaced by new data whose access frequency is
high compared to other data items. Else if the stability of link is
not strong the node pair is ignored. In the second method, in
addition to the stability of the link, another parameter is includ-
ed to check the probability that the this host will access the data
even if it is disconnected from the other host. If so, the dupli-
cation will not be eliminated else it will be removed. In this
method, despite its efficiency in allocating replica, more com-
putation is involved in eliminating the redundancy of replicas
which may cause unnecessary delay in accessing the data.

The work proposed in [13] addresses the problem of
selfishness in the context of replica allocation in MANET,
i.e., selfish nodes may not share its own memory space to
store replica for the benefit of other nodes. The proposed
strategy consist of three parts:1)Detecting selfish nodes,
2)Building the self centered friendship SCF-tree and 3)
allocating replica. Each node in the network detects the
selfish nodes based on credit risk scores and then makes
its own topology (partial) and builds its own SCF-tree by
excluding selfish nodes and finally allocates replica in a
distributed manner. Despite the fact that the authors have
proposed replica allocation algorithm in a new dimension,
the algorithm incurs lot of computation in detecting selfish
nodes and constructing SCF-tree. Such type of replication is
not applicable for time critical applications.

The paper proposed in [14], discuss new data replication
techniques to balance the trade-offs between data availability
and query delay. They have proposed four replication schemes
named as, the greedy data replication scheme, one to one
optimization (OTOO), Reliable Neighbor scheme (RN) and
Reliable Grouping scheme (RG). In greedy scheme, each node
picks the data item with large access frequency and small data
size. This scheme does not consider the cooperation between
the neighboring nodes and hence its performance may be
limited. In the next scheme, each mobile node only cooperates
with at most one neighbor and calculates the combined access
frequency to decide which data to replicate. If the probability
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of link failure between two nodes is less and if the neighbor
contains the frequently accessed data, the node is less likely to
replicate this data. Otherwise it replicates the data locally. The
next scheme is the RN scheme which further increases the
cooperation to replicate data for more number of neighboring
nodes. Each node checks its neighbor reliability by calculating
the link failure probability. If the probability of link failure is
less, then the node finds the neighbor data interest and replicate
them. To further increase the cooperation of nodes, RG scheme
has been proposed, in which replicas are shared in large
groups. This scheme selects the most suitable data items and
places them in the best node. The node selection is based on the
function that considers access delay between the query node
and the nearest replication node. This paper focus on allocation
of frequently accessed data near to the clients, but has not
considered the stability of a node to place the replica.

When compared to all the above methods, our proposed
mechanism maintains minimum replica degree, no extra
computation is involved in removing duplicates, uses best
centrality measure to relocate the replica in a dynamic
network by considering the issue discussed in [11]and the
number of communication messages to access data are
reduced. In addition, replica distribution is a client based
approach i.e. allocating replica nearer to the clients, thus the
data access latency is low where the client can access the
data in at most one or two hops.

3 Preliminaries

3.1 Dominating set

In graph theory [15], dominating set for a graph G 0 (V, E)
is a subset D of V such that every vertex not in D is joined to
at least one member of D by some edge. The domination
number γ (g) is the number of vertices in a smallest domi-
nating set for G. These vertices are named as dominators. A
minimum dominating set (MDS) is a dominating set of
minimum cardinality.

Constructing a minimum dominating set will help the
nodes to access the data in at most one hop. However,
computing a minimal size dominating set is NP_hard in
general, but efficient approximation algorithms make the
problem NP_complete. In our model, we have used binary
integer programming, an approximation technique to find
the minimum dominating set to distribute the replica.

3.2 Centrality principles

Centrality measure is a substantial measure for network
analysis. Centrality determines the significance of a node
within the graph. Here, we have defined immensely used
centrality measures named as Degree centrality, Eigen

vector centrality and also a new centrality measure intro-
duced in our proposed model to identify the backbone nodes
in the network.

3.2.1 Degree Centrality (DC)

It is defined as number of links made up to a node or simply
the number of nodes attached to a node. It assumes every
connection to a node is equal which is not true in mobile ad
hoc networks.

3.2.2 Eigenvector Centrality (EC)

Eigen Vector Centrality is defined as the principle or dom-
inant Eigen vector of the adjacent matrix A and it is better
interpreted as a sort of extended degree centrality which is
equivalent to the sum of the centrality of the node neighbors.
Consequently, a node has a high value of EC either if it is
connected to many other nodes, or if it is connected to others
those themselves has high EC [16]. Due to its definition,
high EC nodes are close to each other most of the times i.e.
they are neighbors to each other. Hence, this principle can-
not be used to select nodes to replicate data in order to
increase the data accessibility.

3.2.3 Sub Graph Centrality (SC)

SC defined as a new centrality measure [16] that differ-
entiates the participation of each node in all sub graphs in
a network. Small sub graphs are given more significance
than larger ones. The sub graph centrality can be obtained
mathematically from the spectra of the adjacency matrix of
the network. The advantage of this method is, it can dis-
criminate nodes of a network than the alternative measures
such as Degree centrality, Closeness, Betweeness and Eigen
vector centrality. This centrality measure helps us to select
the replication points that are extensively distributed in the
network thus increasing the data accessibility.

3.2.4 Significance of sub graph centrality in accessing
the data in ad hoc networks

To show that subgraph centrality measure play a significant
role in accessing data in MANET, we empirically investi-
gate by computing subgraph centrality and other two com-
mon measures such as Eigen vector centrality and Degree
centrality of each node in the network. These measures are
calculated for different cluster size at different instant of
time by varying the connectivity of nodes. The nodes are
then ranked according to the values computed. From the
Fig. 1 it was observed that selecting top 10 % ranked nodes
can serve upto 80 to 90 % of clients in SC, whereas EC and
DC can only serve upto 40 % and 70 %of clients. Similarly,
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selecting top 20 %and 30 % ranked nodes can serve 90 –
100 % of clients in SC,while nodes selected using EC and
DC can serve 70–80 % and 80–90 % respectively . Hence
using subgraph centrality increases data accessibility because
they select nodes that are evenly distributed and can cover
much number of clients in the network inminimum number of
hops. As a result, sub graph centrality will be a good estimate
for selecting replication points in dynamic networks. The
Table 1 demonstrates the centrality measures calculated for
ten nodes at a particular time instant. All three measures show
a distinct behavior and it is observed that both EC and DC
serve less number of nodes compared to SC.

Besides, to prove that the subgraph centrality exhibit
distinct behavior when compared to EC and DC, we have
examined several data sets that consist of SC, EC and DC
measures for each node computed for different network size
and at different time epoch . The correlation between these
measures are found which will be in the range of -1 < 0 <
+1. The measures are said to be highly correlated if the
correlation value is +1. Table 2 depicts the correlation
among the centrality measures and it shows that SC is

uncorrelated with EC and moderately correlated with DC.
This is due to the fact that, in some observations SC and DC
are redundant i.e., the ranking of nodes are same.

3.3 System model

We model our topology as a finite connected undirected
graph G (V, E), a randomly deployed topology where V
represent the number of nodes and E represent the number
of edges between the nodes. Each node in the network is
identified by unique identity number and designated as a
client or server. The node is said to be a server if it holds the
shared data or replica of the shared data. Otherwise the node
is said to be a client to access the shared data.

3.4 Assumptions

The following are the assumptions made in our model:

& Each node in the system is assigned a unique node
identifier N 0N1, N2 … Nn where N is the total number
of nodes in the system

& Every node is assumed to be identical and there is no special
node with different hardware or software capabilities.

& Mobile host can access the data periodically.
& Nodes move in a random fashion at constant speed.
& Our topology is not a complete graph.
& The topology remains static for a certain period of time

once it is deployed.
& The shared data or information is unchangeable. Hence no

updates to data items and related consistency are considered.

4 Proposed models

4.1 Initialization phase

In this phase, the dominating nodes (servers) in the
connected topology are identified and the number of dom-
inating nodes is deprecated to find the minimum number of
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Fig. 1 Performance of Centrality measures in accessing the data in one
hop in accessing the data

Table 1 Sample centrality
measures taken for a network
size 10

Node_Id SC EC DC RankNo:1 No: of nodes served

1 114 -3.42 7.8 SC06 SC: 9 nodes
2 127 -3.61 8.13

3 72 -2.7 5.9

4 95 -3.11 6.53

5 108 -3.32 7.02 EC0.9 EC: 5 nodes
6 130 -3.6 7.8

7 91 -3.18 6.78

8 111 -3.37 8.14 DC 0 8 DC: 6 nodes
9 24.6 -1.5 3.69

10 20.5 -1.59 3.9
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dominating nodes using binary integer programming tech-
nique. These nodes perform as replication points where the
copy of the shared data is allocated. The dominators then,
advertise themselves as a new data server to their immediate
neighbors by sending their identity and the data identity. On
receiving this message, the neighbors save this information
at a table and access the data from the server whenever
needed. Besides, we split the networks into several logical
regions to ease the maintenance phase. Each region is de-
fined as a set of nodes that consist of one server and multiple
clients that are immediate neighbors to the server as shown
in Fig. 2

4.1.1 Static data replica allocation algorithm

1. The data servers who desire to replicate data solicit the
algorithm (4.1.2) to find the minimum dominating set
for the current topology.

2. Identify the dominating nodes and dispense the replica
to those nodes in graph G

3. Dominating nodes then recognizes its immediate neigh-
bors (k01 hop) and broadcasts the identifier of the data it
holds to its neighbors.

4. If the neighbor receives the broadcast message from one or
more data servers, it stores the identifier of the data servers
and the data identifiers in a table named as replica table.

4.1.2 Algorithm to find the minimum dominating set

1. Given a graphG, find the number of vertices (nodes) n in G.
2. Compute the adjacency matrix M(G) for k01 hop.
3. Initialize identity matrix I(G), a n×nmatrix.
4. Compute A0M(G)+I(G) fork01 hop.
5. Using binary integer programming (4.1.3), optimization

technique, find a binary vector x that minimizes a linear
function

min
Xn
i¼1

ci: f ðxÞsuch that �Að Þ: x � �bð Þ

Where f is a vector containing the coefficients of the
linear objective function, A is the matrix containing the
coefficients of the linear inequality constraints and b corre-
sponds to the right hand side of the linear inequality
constraints

6. Find the non_zero elements in the binary vector x. The
indices of the non_zero elements represent the identifier
of the dominating nodes.

7. Return the indices of non _zero elements.

4.1.3 Algorithm to find a binary vector x (Binary integer
programming using branch and bound method)

Binary integer programming (BIP) [17] is a LP based branch
and bound algorithm to solve the binary integer problems.
Feasible solution is found by solving series of LP relaxation
problems. The algorithm given below creates a search tree by
repeatedly adding constraints to the problem that is branching.Fig. 2 Sample Topology

Table 2 Correlation between centrality measures

T +Δ1 T +Δ2 T +Δ3 T +Δ4 Average Correlation

Network Size 10 SC EC SC EC SC EC SC EC SC EC

EC -0.258 EC -0.012 EC -0.99 EC -0.99 EC -0.83

DC -0.62 -0.76 DC 0.98 0.06 DC 0.97 -0.68 DC 0.03 -0.07 DC 0.34 -0.36

Network Size 20 SC EC SC EC SC EC SC EC SC EC

EC 0.8 EC -0.74 EC -0.8 EC -0.78 EC -0.38

DC 0.98 0.54 DC 0.99 -0.54 DC -0.05 -0.07 DC -0.07 -0.07 DC 0.46 -0.07

Network Size 50 SC EC SC EC SC EC SC EC SC EC

EC 0.009 EC 0.46 EC 0.17 EC 0.23 EC 0.21

DC 0.6 0.54 DC 0.25 -0.12 DC 0.86 -0.97 DC -0.32 -0.36 DC 0.34 -0.91
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At each node, the algorithm solves an LP relaxation problem
using the constraints at that node and decides whether to
branch or move to next node depending on the outcome.

1. Set U0+∞ and mark all nodes in tree as active.
2. Select an active node k and solve LP relaxation

min
Xn

i¼1
ci�f bxð Þsuch that �Að Þ: bx � �bð Þ

Let bx be the solution of relaxation.

3. If c:f bxð Þ � U mark all the nodes in the sub tree with root
k as inactive.

4. If all the components ofbx are 0 or 1 mark all nodes in the
sub tree root k as inactive.

Else if c:f bxð Þ < U then set U :¼ c:f bxð Þ and save bx as the
best feasible point so far.

5. Otherwise mark node k as inactive.
6. Go to Step 2. This process is repeated until feasible

binary vector x is found
7. Return the binary vector x.

4.1.4 Algorithm description to find minimum dominating set
(4.1.2)

This section explains working principle of the algorithm
to identify minimum dominating set using a simple illus-
tration. Let us assume a graph G 0 (V, E) that consists of
three (n) nodes (Step 1 in 4.1.2) and connected linearly as
shown in Fig. 3. The adjacency matrix M(G) of a graph is
computed and added with identity matrix I(G) to compute
A where A is the matrix containing the coefficients of the
linear inequality constraints in left hand side (LHS) and b is
the n ×1 identity matrix containing linear inequality
constraints in right hand side (RHS) (Steps 2 – 4 in 4.1.2).

For this example, M (G), I (G), A (G) are computed asM Gð Þ

¼
0 1 0
1 0 1
0 1 0

0
@

1
A , I ¼

1 0 0
0 1 0
0 0 1

0
@

1
A and A ¼ M Gð Þ þ I

¼
1 1 0
1 1 1
0 1 1

0
@

1
A.

The next step is to solve the equation min
Pn

i¼1

ci:f ðxÞsuch that �Að Þ: x � �bð Þ , using Binary integer
programming optimization technique (Algorithm 4.1.3)
and identify the best binary vector x and the non_zero
elements of the vector x which will serve as dominating
nodes (Steps 5–7 in 4.1.2).

Here the binary vector x is represented as
x1
x2
x3

0
@

1
Agiven that

the graph consist of 3 nodes and b is represented as
1
1
1

0
@

1
A.

The equation min
Pn

i¼1 ci:f ðxÞsuch that �Að Þ: x � �bð Þ can
be represented as follows:

Min Z ¼ x1þ x2þ x3 such that �
1 1 0
1 1 1
0 1 1

0
@

1
A �

x1
x2
x3

0
@

1
A

� �
1
1
1

0
@

1
A

Where z ¼ Pn
i¼1 ci : f ðxÞ

Further, this equation can be simplif ied into:
min Z ¼ x1þ x2þ x3 such that

�x1� x2 � �1 cond : 1ð Þ;
�x1� x2� x3 � �1 cond : 2ð Þ;

�x2� x3 � �1 cond : 3ð Þ:

Using the above mentioned equation and the set of con-
straints, the binary integer programming (4.1.3) algorithm is
invoked and the description of the algorithm is explained in
subsection 4.1.4.1

4.1.4.1 Branch and bound based BIP algorithm description
(4.1.3) To find the minimum dominating set, the LP based
branch and bound technique is used. As per the algorithm,
set U 0 +∞ and mark all nodes as active (Step 1 in 4.1.3)
and the tree shown in Fig. 4(a) and (b) will explain how the
best feasible solution x (Steps 2– 6 in 4.1.3) is found.

LHS of a Tree: Branch x1 and set x1 0 0

1. Branch to x2 and set x2 00; No solution found.

a. Branch to x3

i. Set x3 00; wherebx ¼ 0 0 0ð Þ. Infeasible solution as
per the step mentioned in the algorithm (Step 4 if
part in 4.1.3). Hence make the sub tree as inactive.

ii. Set x3 0 1; wherebx ¼ 0 0 1ð Þ. Impossible solution
as it does not satisfy constraints mentioned in (cond:
1) (Step 5 in 4.1.3). Make the subtree as inactiveFig. 3 The sample graph to identify minimum dominating set
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2. Set x2 01; No solution found

a. Branch to x3

i. Set x3 00; where bx ¼ 0 1 0ð Þ . Feasible solution
since it satisfy all the constraints and the Z is com-
puted as 1 which is less than U . Hence set U :0 Z and
make the subtree active (Step 4 Else part in 4.1.3).

ii. Set x3 0 1; where bx ¼ 0 1 1ð Þ. Feasible solution
but Z > U since Z value is 2. Hence make the
subtree inactive (Step 3in 4.1.3).

RHS of a tree: Set x1 0 1

1. Branch to x2 and set x2 00; No solution found.

a. Branch to x3

i. Set x3 00; where bx ¼ 1 0 0ð Þ. Impossible solution
as it does not satisfy the constraints (cond: 3)
(Step 5 in 4.1.3). Hence make the subtree inactive

ii. Set x3 0 1; where bx ¼ 1 0 1ð Þ. Feasible solution.
But Z value (Z02) when compared to U is greater.
Hence make the subtree inactive (Step 3 in
4.1.3).

2. Set x2 01

a. Branch to x3

i. Set x3 00; wherebx ¼ 1 1 0ð Þ . Feasible solution.
But Z >U since Z value is 2. Hence make the
subtree inactive (Step 3 in 4.1.3).

ii. Set x3 0 1; wherebx ¼ 1 1 1ð Þ. InFeasible solution
as per the step mentioned in the algorithm (Step 4
if part in 4.1.3). Hence make the subtree
inactive.

The subtree bx that is identified as active will be best
possible binary vector x . The best feasible binary vector
identified in this example is x 0 (0 1 0) (Step 7 in 4.1.3).
Hence the index of non-zero element, i.e. 2 is chosen as a

dominating node using binary integer programming tech-
nique as shown in Fig. 4(b).

4.2 Maintenance phase

In this phase, in a given region, if the mobility of the server is
discerned, sub graph centrality is calculated for each node in
the region to relocate the replica. In general, all centrality
measures uses the adjacent matrix to compute the centrality
of a node. However, in MANETs adjacency alone will not be
sufficient to select the stable nodes for relocation of replica.
Hence, we have introduced a normalized stability matrix as an
input to compute the sub graph centrality where each element
in the stability matrix determines the stability of each node
with its corresponding neighbor. The node with maximum sub
graph centrality will be considered as more stable and
becomes a new replication point to assign the replica. The
following algorithms will explain how replica is relocated on
the movement of existing servers from their clients.

4.2.1 Dynamic data replica allocation algorithm

1. For every region, each node i periodically (Δt) monitors
the RSS (Received Signal Strength) of the all its neigh-
bors j where j 01 to n and records them. This helps the
node i to check the connectivity with its neighbors.

2. If the RSS of nodeij ≥ δ1 then

2.1. SetCountij0 Countij0 + 1/* Record the connectivity
for the current and past time intervals */

2.2. Set Cmij 0 1/* Record the connectivity only for the
current time interval */

3. Else Set Cmij 0 0, whereδ1 is the receiver sensitivity
threshold

4. For every T seconds, Invoke the Mobility Prediction
Algorithm (4.2.2) to predict the mobility of a client or the
server.

Fig. 4 (a) Branch and Bound
Method, (b) A Graph with
dominating node
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4.1. If node i is a moving client and if flag 0 1 it
predicts that it will move out of range and do the
following:

4.1.1. Search for a new server within ``k" hops and
associate with it for data access.

4.1.2. Otherwise fetch the most frequently or needed
data from the old server and cache it.

4.2. Else If node i is a moving server and if flag 0 1,
check the avgrssT for all its neighbors j

4.2.1.1. For j 0 1 : n
4.2.1.2. If avgrssT ≤ δ mov 0 mov + 1;
4.2.1.3. If mov � n

2 ; Invoke the relocation algorithm
(4.2.3)

5. Nodes with maximum sub graph Centrality are selected
as replication points to relocate the replica.

4.2.2 Mobility prediction algorithm

1. Compute the average of the RSS signal strength at every
time window T where T 0 Δt1, Δt2…Δtn

2. Record the current and previous average RSS measured
at T and T – 1.

3. If avgrssT ≥ avgrssT –1 + δ, nodes are moving towards
each other, δ value varies from 1 to 10.

3.1. Set flag 0 0;
4 . I f avgrssT�1 � d < avgrssT < avgrssT�1 þ dj j;

nodes are moving around in a small area or they
are stationary.

4.1. Set flag 0 0;
5. If avgrssT < avgrssT–1

–δ, nodes are moving away from
each other and if the average avgrssT < δ1 then

5.1. Set flag 0 1; where δ value varies from -1 to -10
6. Return the flag status

4.2.3 Replica relocation algorithm with sub graph centrality
principle

1. Server node i broadcast its message to all its clients asking
them to send the count value Countij and the recent
connectivity value cmij recorded for all their neighbors.

2. On receiving these values, server compute the weight
stability matrix, an n × n matrix by calculating wmi,j for
each node pair (i,j) where i and j varies from 1 to n in its
region.

WSM ¼
wm1;1 � � � wm1;j

..

. . .
. ..

.

wmi;1 � � � wmi;j

0
B@

1
CA ð1Þ

Where wmi;j ¼ Countij
Maxcount ; Maxcount ¼ Tc

Δt ; Tc is current
time and Δt is the Time period.

3. Server then compute the connectivity matrix CMij, n×n
matrix at current time interval T using cmij for all node
pairs (i,j) where i and j varies from 1 to n in its region.

CM ¼
cm1;1 � � � cm1;j

..

. . .
. ..

.

cmi;1 � � � cmi;j

0
B@

1
CA ð2Þ

The value of cmij 0 1 if i and j are connected else cmij00

4. Using theWSM and CM, server compute the normalized
weight stability matrix

NWSM ¼/ WSM þ 1� /ð ÞCM ð3Þ
Where ∝ is the normalization factor equal to 0.5.

5. Invokes the sub graph centrality Algorithm (4.2.4) by
giving the NWSM as an input matrix.

6. On receiving the Cs vector,

6.1. Find the element with maximum sub graph centrality
6.2. Remove the elements from Cs that are immediate

neighbors to the element with maximum sub
graph centrality

7. Repeat step 6, until Cs contains only the elements which
can serve as a new replication points. The nodes with a
maximum sub graph Centrality will serve as a new
replication points.

4.2.4 Algorithm to find a sub graph centrality of a node

1. Compute the Eigen vector V and eigen value 1

V ; l½ � ¼ eig NWSMij

� � ð4Þ

2. Compute matrix of squares of Eigen vector elements

V2¼V 2 ð5Þ

3. Compute sub graph Centrality

Cs ¼ V2 � exp lð Þ ð6Þ

Where Cs is the vector containing the subgraph centrality
values for each node in a particular region.

4. Return the Cs Vector.

4.2.5 Algorithm description for maintenance phase

The work flow of Dynamic data replication algorithm
(4.2.1) is represented as a flow chart and shown in Fig. 5.

Peer-to-Peer Netw. Appl. (2014) 7:129–146 137



Fig. 5 Flowchart to execute maintenance phase
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The notations used in the maintenance phase algorithms are
also described in the Table 3. Finally, the algorithm steps are
explained with illustration.

The Fig. 6 shows the present state of the topology con-
sisting of five nodes at time window T -1 and T seconds. The
value mentioned in each edge represent the avgrss recorded
at time window T-1 and T. The size of the time window T is
assumed to be 10 seconds. For every second, the RSS of
each connected node pair i and j is measured and recorded
(Step1 in 4.2.1). If RSS is within the threshold δ1, two nodes
are within the range and hence the count Countij is incre-
mented by one and the current connectivity Cmij is recorded
as one (Step2 in 4.2.1). Otherwise if RSS is not within the
threshold δ1, current connectivityCmij is set to zero (Step 3 in
4.2.1). From the Fig. 5 it is obvious that the node1 is a
dominator and hence it is identified as a server by using the
minimum dominating set algorithm (4.1) and the other nodes
are designated as clients. The steps 4 and 5 of 4.2.1
are executed based on the outcomes of algorithm 4.2.2 and
4.2.3

For every T seconds, invoke the mobility prediction
algorithm (4.2.2) and compute the avgrss for each node
pair (Step 1 in 4.2.2). Average received signal strength for
current window T is recorded as avgrssT and for previous
window T-1 as avgrssT–1 (Steps 2–3 in 4.2.2). Then the
avgrss of each node pair i and j for current time window
T and past time window T-1 is compared (Step 4–6 in
4.2.2). For example, let us assume that the server starts to
move in a particular direction as shown in Fig. 6(a) and
the current time Tc is 50 s. For every 10 s, the mobility
prediction algorithm is invoked, and the avgrss calculated
for current time window T (40 –50 s) will be compared
with avgrss for past time window T-1 (30–40 s) for every
node pair i and j. From the Fig.6(b), it is observed that the
avgrssT computed for the server with its neighbors 2 and
3 is less than the avgrssT–1

– δ i.e. -65 < -62(-52 -10) and
-66 < - 54 (-56-10) where δ 010 and less than the receiver
sensitivity threshold δ1 and hence set the flag to one for
node pair 1–2 and 1–3 (Step 6 in 4.2.2). However the
avgrssT computed for the server with its neighbors 4 and

Table 3 Notations used in the
maintenance phase algorithms Notation Description

Count ij Incremented by 1 for every time units when two nodes are in range

CMij Set to 1 if two nodes are in range at current time Tc.; Otherwise set to 0

Flag Set to 1 if a node move away from its neighbor; Otherwise set to zero

mov Incremented by one for every neighbor if a node moves away from them

T Time window

Δt Time units in time window

Tc Current Time

WSM Weight stability matrix for past connectivity and current connectivity

δ1 Receiver sensitivity threshold

CM Current Connectivity matrix

NWSM Normalized Stability matrix

Cs Subgraph Centrality Vector

α Normalized factor

Fig. 6 Topology state at time
window T-1(a) and Time win-
dow T(b)
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5 is less than the avgrssT–1
– δ but greater than the

receiver sensitivity threshold δ1 . Hence the flag is set to
zero. For other node pairs the flag remain zero (Steps 4–5
in 4.2.2) as the nodes remain stationary. The flag status is
returned to algorithm 4.2.1.

Henceforth the Step 4 in algorithm 4.2.1 is executed. As
the moving node is a server (Step 4.2 in 4.2.1) the mov
variable is incremented to 2 (Step 4.2.1.1 in 4.2.1) since it
has moved away from two clients. The server calls up the
replica relocation algorithm (4.2.3) since mov is equal to 2
(Step 4.2.1.2 in 4.2.1). As clients are stationary Step 4.1
will not be executed.

To illustrate the work flow of replica relocation algorithm
(4.2.3), assume the current time Tc as 50 s, clients are
stationary and the server is mobile. The received signal
strength measured for every second will make the Count
value of each node pair as 50 if they remain connected.
Otherwise the count value may fluctuate between 40 and 50
if the nodes try to move away from their neighbors at time
Tc 0 40 s. The server collects the count value and current
connectivity of each node pair i and j (Step 1 in 4.2.3) and
compute the matrices as follows:

Countij ¼

0 43 42 50 50
43 0 50 50 0
42 50 0 0 50
50 50 0 0 50
50 0 50 50 0

0
BBBB@

1
CCCCA and

CMij ¼

0 0 0 1 1
0 0 1 1 0
0 1 0 0 1
1 1 0 0 1
1 0 1 1 0

0
BBBB@

1
CCCCA

As per the example, the node pairs 1–2 and 2–3 will
be in the range of 40–50 because the server has moved
from them. Using the past connectivity matrix Countij,
the weight stability matrix WSM (Step 2 in 4.2.3) .is

calculated as:WSM ¼

0 0:86 0:84 1 1
0:86 0 1 1 0
0:85 1 0 0 1
1 1 0 0 1
1 0 1 1 0

0
BBBB@

1
CCCCA . The illus-

tration in the next line shows how the elements of WSM are
computed. If Count12 0 43 for node pair 1–2, current time Tc 0
50 s andΔt1 0 1 s, the max count ¼ 50

1 ¼ 50. Thereforewm12

¼ 43
50 ¼ 0:86 . Then the server computes NWSM (Step 4 in

4.2.3) by multiplying ∝ to WSM and ∝–1 to CM (Step 3 in
4.2.3). Here ∝ is the normalization factor equal to 0.5 andWSM
and CM are as follows:

/ �WSM ¼

0 0:43 0:42 0:5 0:5
0:43 0 0:5 0:5 0
0:42 0:5 0 0 0:5
0:5 0:5 0 0 0:5
0:5 0 0:5 0:5 0

0
BBBB@

1
CCCCAand

/ �1ð Þ � CM ¼

0 0 0 0:5 0:5
0 0 0:5 0:5 0
0 0:5 0 0 0:5
0:5 0:5 0 0 0:5
0:5 0 0:5 0:5 0

0
BBBB@

1
CCCCA

Table 4 Simulation parameters

Simulation parameters

Node density 50

Cluster Size 10, 20, 30

Link layer Implementation IEEE 802.11b

Simulation Area Size 200 × 200

Topology Random Graph

Mobility Model Random Way Point

Transmit Power 0.2 watts

RSS Threshold -72 dbm

Mobility prediction Threshold δ1 -62dbm

Transmission Range 10 – 30 m

Max Speed 5,10,15 m/sec

Max pause 1 sec

Date rate 11 Mbps

Antenna Type Omni directional

Propagation Model Shadowing

Routing protocol AODV

Packet Loss None

Simulation Time 500 sec
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NWSM ¼/ �WSM þ / �1ð Þ � CM

¼

0 0:43 0:42 1 1
0:43 0 1 1 0
0:42 1 0 0 1
1 1 0 0 1
1 0 1 1 0

0
BBBB@

1
CCCCA

The matrix NWSM is normalized as the input matrix
to compute the subgraph centrality should be in the
range (0, 1). Henceforth NWSM will serve as the input
to calculate the subgraph centrality of a node (Step 5 in
4.2.3)

To compute the sub graph centrality, the algorithm men-
tioned in 4.2.4 called upon, the eigenvector Vand Eigen values
1 of NWSM (Step 1 in 4.2.4) are calculated and given as
follows:
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Fig. 9 Average response time to access the data from the server moving at a speed of (a) 5 m/sec, (b) 10 m/sec, (c) 15 m/sec
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V ¼

0:00 �0:8 0: 0:36 �0:47
�0:5 �0:03 �0:5 0:5 �0:38
0:49 �0:03 0:49 0:59 �0:38
0:49 0:42 �0:49 �0:29 �0:48
�0:5 0:41 0:5 �0:29 �0:48

0
BBBB@

1
CCCCA and l ¼

�2
�1
0
0:2
2:7

0
BBBB@

1
CCCCA

The next step (Step 2 in 4.2.4) is to compute V2 and
exponential exp (1) which are calculated and given as:

V 2 ¼ V2 ¼

0 0:6 0 0:13 0:2
0:25 0:0 0:25 0:34 0:15
0:24 0:0 0:24 0:34 0:15
0:24 0:17 0:24 0:08 0:23
0:25 0:17 0:25 0:08 0:23

0
BBBB@

1
CCCCA and exp lð Þ ¼

0:13
0:36
1
1:2
15:9

0
BBBB@

1
CCCCA

Finally, the subgraph centrality of node is calculated
using the formula, Cs ¼ V2 � exp lð Þ (Step 3 in 4.2.4)

and represented as Cs ¼

3:9
3:1
3:13
4:2
4:2

0
BBBB@

1
CCCCA. The vector Cs is returned

to algorithm 4.2. 3 (Step 4 in 4.2.4).On receiving the Cs the
element with the maximum subgraph centrality is deter-
mined and the neighbors in one or two hops are removed
from the vector Cs i.e. the entry is made as zero .In the given
example, node 4 or 5 will become a new server since node 4
and 5 has maximum subgraph centrality and other nodes can
reach them in one or two hops. Therefore node 4 or 5 will
become a new server and the indices are returned to algo-
rithm 4.2.1 (Step 5 in 4.2.1).
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Fig. 10 Average number of hops to access the data from the server moving at a speed of (a) 5 m/sec, (b) 10 m/sec, (c) 15 m/sec
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4.2.6 Fine tuning of ∝

To select the optimal value of ∝, the experiments were
conducted with different network connectivity patterns and
varying the size of the network. From Fig. 7 it was observed
that tuning !0 0.5 was best possible because the relocation
frequency(number of times the data relocated at a particular
time interval) was consistent at different time intervals with
average relocation frequency of 1.5 for every 100 s i.e. the
network remain stable at an average of 80 s. Tuning ! 00.25,
i.e., giving more importance to recent connectivity lead to
an average relocation frequency of 2.4 for every 100 s i.e.
the network remain stable on an average of 40 s. Assuming
!00.75, i.e., giving more importance to past connectivity
also lead to fluctuations in relocation of data with the aver-
age frequency of 2.6 for every 100 s and the network remain
stable on an average of 43 s.
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Fig. 11 Communication cost to access the data at a maximum speed of (a) 5 m/sec, (b) 10 m/sec, and (c) 15 m/sec
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4.3 Time complexity of the proposed algorithms

We have proposed two graph theory concepts to locate a
node for holding the replica. During the initialization
phase, the replication points are identified using mini-
mum dominating set. Since Binary Integer programming
is used as an optimization technique, branch and bound
strategy is used to find minimum number of dominating
nodes. Using branch and bound technique, the time com-
plexity grows exponentially when the search becomes
exhaustive and if the number of variables xi increases
in the optimization function. To limit the search, the
algorithm limits the number of iterations, execution time
and number of nodes. Hence the time complexity of
calculating minimum dominating set can be represented
as O (2n) where n is the number of decision variables xi
where i 0 1 to n. Due to its complexity, this algorithm is
used only in the initial stage i.e. when the network is
stationary . On the other hand, using sub graph centrality
measure substantially reduces the time complexity to O
(n3) to identify the replication nodes. Hence this measure
will serve as improved measure to identify the replication
points in a dynamic environment.

5 Simulation results and analysis

We have simulated our model using wireless network
simulator-MATLAB [18–21]. The simulation parameters are
listed in Table.4. Our approach is compared with TPRA, RN
and RG schemes [14] [10]. The following are the performance
metrics [6] used to evaluate our model with existing models:

& Response time: The time taken for the client to place the
data request and get the data as a reply.

& Query cost: The average number of hops taken by the
client to access the data.

& Data Communication cost of the Forwarder: Number of
messages forwarded by the forwarders to access the
data.

& Relocation Frequency : This metric is defined as number
of times the data relocated from one node to another

& Data Accessibility: The probability of accessing the data
in one hop. The probability is 1, if the client can access
the data in one hop. 0 Otherwise.

& Replication degree: The average number of replicas in a
cluster.

To exhibit the dynamic behavior of the network, as a sample,
the server1 mobility (speed 5 m/sec) with respect to its clients is
shown in Fig. 8.We observed that the network remains static for

a period of 10 s. After 10 s, the server starts moving in a random
fashion at a constant speed. At time 50, it is observed that, the
server is moving away from client 2, 5, 6 and moving closer to
client 3 and 4 but still all are in communication range. However,
at time 110 the server is moving away from all its clients and
may lose its communication in future. At this point, sub graph
centrality of each node is calculated to relocate the replica.

Figure 9 shows the response time for a client to access the
data at different moving speed of the server for all four meth-
ods. The response time of our approach (DRSC) is minimal at
all speeds when compared to the existing methods because if
most of the clients access the data at most 2 hops, data reloca-
tion is invoked immediately. It is also observed that in reliable
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group (RG) method response time is less when compared to
reliable neighbor (RN) scheme. This due the fact that the RG
method always selects the best node that is nearer to many
clients. But in RN method, server is selected based on the
number of immediate neighbors it can serve. As the server
starts to move from immediate neighbors, the response time
will increase. In TPRAmethod, when the server starts to move,
the clients access the data from it in multihops or from nearby
servers and thus increasing the response time. Further obser-
vation we made in all three graphs are, there is a slight increase
in response time for different moving speeds. The reason
behind this is as server move faster, distance between the client
and server increases thus increasing the response time

Figure 10 shows the average number of hops traversed by a
client to access the data at different moving speeds of the
servers. In our approach minimum number of hops i.e. k 0 1
to 1.5 hop is maintained. Little increase in the number of hops
is due to the server mobility from few of its clients. In addition,
RG and RN schemes also maintain minimum number of hops
as both the methods replicate data near to clients. However, in
two phase replication approach, maximum number of hops
ranges from 2 to 2.5 because the mechanism replicates data in
such a way that the distance between the two servers is equal
to three hops. If the client cannot reach the existing server it
searches for the server that is more than two hops away.

Figure 11 represents the communication cost for different
moving speed of the servers. This cost is defined as the
number of messages forwarded by the source and interme-
diate nodes to access the data. The message includes data
request and data reply messages from and to the clients.
Figure 11 clearly depicts that the number of forwarded
messages in our approach are less because the client can
access the data at one hop for most of the time. However, in
other three approaches, communication cost will be moder-
ately high because due to dynamic behavior, the client
traverses multiple hops to access the data and thus increas-
ing the forwarded messages. Furthermore fast movement of
servers also rises the communication cost.

Figure 12 depicts the relocation frequency for different
transmission range. This graph explains how many times
data is relocated by varying the transmission range. It was
observed that for a simulation run of 500 s and for moving
speed of 15 m/sec, the relocation frequency decreases as the
transmission range between two nodes increases. If the
transmission range between two nodes is limited to 10 m,
the network formed will be a sparse network and number of
relocations will be high. On the other hand, if the transmis-
sion range is extended to 40 m relocation number declines.
However, 30 m will be the optimum range as this the
maximum range supported by IEEE 802.11.b in an indoor
environment. From the graph, it is clear that the number of

relocations in our method is better than RG and RN, since
we consider the most stable node to relocate the data.

Figure 13 shows the probability of data accessibility in
one hop versus the cluster size. In our approach if the cluster
size is small, the probability of accessing data in one hop is
in the range 0.9 to 1. As cluster size increases, the probabil-
ity goes below since all nodes cannot be connected in one
hop. However our method when compared to other methods
has higher probability in accessing the data in one hop.

Figure 14 represents average replication degree for dif-
ferent cluster size measured at different time instants. From
the graph it is observed that the replication degree is less in
our approach compare to RN, RG and TPRA. As the cluster
size increases the number of replica increases in all the
above method. Replication degree of reliable group is close
to our method as it picks up the best node than are in the
range of many clients.

6 Conclusions

Data Replication is a key technique in many of the applica-
tions of ad-hoc networks that exhibits collaborative behav-
ior. We have proposed a replication method that minimizes
the replication points; decreases the data access delay,
improves the response time and reduces the communication
cost to access the data. Our mechanism is well accepted for
the dynamic behavior of networks by emigrating data to a
node that is highly stable and associated with the maximum
number of nodes by using a different approach termed as a
sub graph centrality principle. Our simulation results when
compared to an existing methods shows that the response
time is less, data access by a client to a server is at most one
to two hops, minimum replication degree and the number of
forwarding messages to access the data are minimal. As a
consequence, our mechanism is energy-efficient and well
applicable to both for sparse and dense networks and even in
a complex network.
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