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Abstract
Clustering is the approach, which is utilized for aggregating the nodes as a group called clusters, which is used for reducing 
the routing overheads. This is a fundamental approach to extend the life expectancy of Wireless Sensor Network. However, 
the main challenge in WSN is the cluster head selection while taking the energy stabilization into account. Optimization 
within the WSN is the outstanding concern to provide intellect for the extensive period of network lifetime. Since clustering 
is a topological control method to decrease the process of SNs, it extensively improves overall system scalability and energy 
efficiency. Moreover, the appropriate selection of CH plays crucial role for attaining sustainable WSN. This paper proposes 
the firefly contribution with Firefly Cyclic Randomization (FCR) for the selection of cluster head in WSN. The randomly cre-
ated solution in this algorithm is found based on three distribution functions like Uniform, Normal, and Gamma distributions. 
Moreover, the analysis is made on the second algorithm Firefly Cyclic Grey Wolf Optimization (FCGWO) by modifying r1 
and r2 (random vectors) of Grey Wolf Optimization. In reality, the FCR and FGCGWO algorithms are planned on selecting 
the optimal cluster head by concentrating mainly on minimization of delay, minimization of the distance between nodes, 
and stabilization of energy. The analysis is performed and explained in terms of alive nodes, network lifetime, and energy 
efficiency under the three distributions.
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Abbreviations
WSN  Wireless sensor networks
CH  Cluster head
SU  Sensor node
CSN  Clustering sensor node
CM  Cluster member
LEACH  Low energy adaptive clustering hierarchy
FCM  Fuzzy C-means
CHS  Cluster head selection
FCR  Firefly with cyclic randomization
FCGWO  Firefly cyclic grey wolf optimization
DHSCA  Dual head static clustering algorithm
HRFCHE  Hyper-exponential reliability factor-based 

cluster head election

GSTEB  General self-organized tree-based 
energy-balance

CCWM  Cluster chain weight metrics
QoS  Quality of service
WCA   Weighted based on demand distributed clus-

tering approach
IWCA   Mproved WCA 
EQGOR  Efficient QoS-aware GOR

1 Introduction

The sensor nodes are deployed abundantly in a random 
manner over the WSNs [1] for sensing and monitoring 
the environmental and physical conditions. Four major 
components are deployed in WSN. They are, the data 
accumulation from the desired geographical area by SNs 
(Sensor Node); the data transmission by the interconnec-
tion network through SNs [2] to the gateway or sink; sink 
that is the central data gathering system and is the set of 
computing resources for storage, analysis, and process-
ing at the user end [3] [4]. WSNs provide a wide range 
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of applications in military, natural disaster detection and 
monitoring, structural health monitoring, and environmen-
tal monitoring.

In WSN [5], the preservation of energy consumption is 
made by the clustering technique that performs the selec-
tion of CH [6] [7]. CSN is the technique that gathers the 
consumption of energy. The arrangement of sensor nodes 
is in the different groups in the clustering process [8] [9] 
so-called clusters. Every cluster includes a CH (i.e. a con-
troller) and the residual nodes are referred to as CMs. Each 
sensor node should belong to only one cluster. The sensed 
data is sent by the sensor nodes to their related CHs. The 
CH then associates all and transfers them to the sink so-
called an isolated base station by single-hop [10] [11] or 
multi-hop communication [12] [13] [14]. LEACH [15] 
[16] and FCM [17] [18] are under this clustering based 
protocol. The main objective of this protocol is to maxi-
mize the lifetime of the network. PSO, WOA, Salp swarm 
algorithm are used in node localization in wireless sensor 
networks and maximizing their lifetime [19] [20] [21].

A variety of challenges are persisted over the network 
features in terms of the sensor network model [22]. Some 
of the characteristics are enormous and random employ-
ment, dynamic and undependable environment, restricted 
battery capacity, and restricted hardware resources. Many 
researchers found the data transmission from one sensor 
node to another sensor node as the major challenge in 
WSN [23] [24] [25]. On comparing the single-path rout-
ing [26] with the multi-path routing, the retransmission in 
a single path guarantees an eligible delivery whereas the 
multipath offer a delay by neglecting the retransmission. 
Though it poses two main limitations like (a) significant 
energy loss persists in sending the packet over multiple 
paths; (b) more channel contentions and interference are 
introduced because of the use of multiple paths [27] [28] 
that can maximize the delay in delivery and also provides 
transmission malfunction. The primary concern in data 
gathering and sensing is cost-effectiveness. Limited power 
and energy are existed because of the compactness of 
Wireless SNs and hence require the effective and efficient 
utilization of energy in WSN. The optimization methods 
have undergone diverse development in terms of many 
factors [29] [30] [31] [32] [33] [34].

This paper intends to perform an analysis over the imple-
mented FCR and FCGWO models in terms of alive nodes, 
energy efficiency, and network lifetime under three distribu-
tions function namely Uniform, Normal, and Gamma distri-
butions. Section II explains the literature review. The selec-
tion of Cluster Head in WSN is described briefly in Section 
III. Section IV defines the proposed FCR and FCGWO 
model for optimal cluster head selection. The results and 
discussion are explained in Section V Section VI concludes 
the paper.

2  Literature review

2.1  Related works

Khan et al. [35] have proposed a technique based on the 
multi-criteria decision making named Fuzzy-TOPSIS. 
This was for choosing the CHs effectively and efficiently 
to enlarge the WSN life expectancy. Further numerous cri-
teria like distance from the sink, node energy consump-
tion rate, and average distance between neighboring nodes, 
residual energy, and several neighbor nodes were also 
considered. The consumption of energy was minimized 
by the threshold-based multi-hop communication mecha-
nism namely inter-cluster and intra-cluster multi-hop. To 
investigate the impact on WSN lifetime, the analysis of 
different types of mobility strategies and, the impact of 
node density was made. Moreover, the octagonal trajec-
tory of predictable mobility was developed to increase the 
load distribution. Hence, the overall lifetime and latency of 
the network were improved. The investigation has resulted 
in the improvement over the proposed model in terms of 
80% energy prevention, a 25% considerable decrease in 
frequent CH per round selection, and network lifetime by 
60%, when compared over the other traditional LEACH 
and Fuzzy protocols.

Rajeev and Dilip [36] have paid attention to the 
improvement of lifetime and energy stabilization in WSN 
through the CHS model by deploying the ABC algorithm. 
In this, the multi-objective FABC algorithm was assumed 
as the hybridization technique for managing the conver-
gence rate. The major concern of this research work was 
focused on the delay in packet transmission, energy con-
sumption, and node’s distance. Moreover, the developed 
FABC-based CHSs performance has proved the persever-
ance of life expectancy and maximized energy of sensor 
nodes in WSN, while comparing with the conventional 
protocols.

Panag and Dhillon [37] have implemented a narrative 
algorithm called DHSCA for increasing the WSN life 
expectancy and for equalizing the energy consumption by 
the sensor nodes. The nodes avoid the cluster reforma-
tion’s overhead in dynamic clustering, as well as based on 
the location, the static clusters were categorized. Based 
on the residual energy and the space from the sink, the 
selection was made as two nodes from each cluster. The 
cluster has the other nodes were chosen to be as CHs, 
they are each for data transmission and data aggregation. 
The energy consumption during the inter-cluster and intra-
cluster communication was getting reduced by this. To 
avoid the hot-spot problem, the multi-hop technique was 
deployed for transmitting the data over the sink. The simu-
lation has explained the DHSCA delivers the fraction of 
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the packet successfully, as wells as reduces the energy con-
sumption patterns. This leads to an enhancement in energy 
consumption equalization that sequentially improves the 
network lifetime. The proposed algorithm provides the bet-
terment over the other methods.

Albert et al. [38] have introduced the algorithmic network 
method with redundancy. It also enhanced the transmission 
reliability in the data traffic system. By using the WSN, the 
designing of an automatic system and the quicker prototyp-
ing was made. Moreover, to amplify the small duration opti-
mal solution, the mixed-integer program integrated along 
with polynomial-time heuristic was deployed.

Amuthan and Arulmurugan [39] have presented a 
technique called HRFCHE based on the energy and trust 
assessment incorporated calculation scheme to improve the 
network lifetime. The result that obtained provides a better-
ment of energy consumption by minimizing it by 34% and 
enlarges 28% of the network life expectancy while compar-
ing over the other CHS schemes.

Zhao et al. [40] had dealt with providing the optimal rout-
ing in WSN by using the method called GSTEB that was 
based on the tree process. Here, a root node was provided 
to the base station, and the initial transmission was made 
over the entire node numbers during every single round. 
Further, the delay was made over the data transmission that 
will direct to disperse more energy. Furthermore, this model 
reduces the energy consumption and also balances the whole 
load of WSN.

Mahajan et al. [41] have conferred the CCWM approach 
that was known for the CH weight selection method. In the 
overall network, the service parameters were considered 
while enhancement. One of the major problems in the clus-
tering-based approach was the formation of the balanced 
clusters and selecting the suitable CHs in the network. The 
cluster formation was carried out after selecting the CHs 
based on the weight metric from the network. In this, the 
energy was conserved as well as the load was balanced. The 
implemented model outcome was compared over the other 
models like WCA, IWCA, and LEACH, and outperforms 
result was obtained.

Cheng et al. [42] had developed the QoS routing. A narra-
tive routing scheme called QoS-aware geographic opportun-
istic approach was implemented for the provisioning of QoS 
in WSN. In terms of latency, the proposed model achieves 
the priority set. Furthermore, by contrasting the proposed 
model with traditional schemes like multipath routing, the 
performance analysis was made.

C. Vimalarani et al. [43] the network performance of the 
WSNs is enhanced by PSO-based clustering and CH scheme 
algorithms by increasing the throughput, packet delivery 
ratio, residual energy, and number of active nodes. Cluster 
is centralized and the CH is enhanced by PSO. Based on the 
threshold value data are sensed from the sensor node.

Shankar thangavelu et al. [44] WOA, helps in energy selec-
tion in which CHs based on a fitness function which considers 
the residual energy of the node’s and the sum of energy of 
adjacent nodes. The parameters like network lifetime, energy 
efficiency, throughput and overall stability are measured.

2.2  Review

Even though the optimal CHS is good at various fields in 
WSN, but still it lacks some features that are to be rectified for 
future works. Some of the other features and challenges in the 
CHS models are given in Table 1. Fuzzy-TOPSIS [35] reduced 
energy consumption and redundancy is removed. Still, it has 
the limitations in dealing with the vagueness needs improve-
ment and it is cost-effective in data sensing and gathering. 
Multi-objective fractional ABE [36] has provided maximum 
energy and has maximized the lifetime of the node. The main 
drawback of this is power resources are limited and requires 
careful analysis for efficient use of energy. DHSCA [37] has 
reduced overhead and increased WSN lifetime, whereas some 
of the limitations are needs balance in additional function-
ality and needs enhancement in a stability period. A mixed-
integer linear program [38] has better functional correction 
and robustness and also optimizes power consumption. Net-
work resiliency is needed for further tuning and improvement 
needs in network lifetime. These are the major challenge in this 
methodology. HRFCHE [39] has a minimized average delay 
and also has reduced total energy consumption. Selfishness 
has taken into consideration to quantify the transition behavior 
and transition probabilities are not normalized. GSTEB [40] 
has consumed a small amount of energy and the transmission 
delay gets reduced. However, some of the disadvantages are 
the requirement of improvement over the throughput and band-
width is limited. CCWM [41] has reduced energy consumption 
and netter load distribution. Yet poses the limitations like Scal-
ability has to be enhanced and the Improvement over Quality 
of Service is needed. EQGOR protocol [42] has resulted in 
very low time complexity and has better efficacy in QoS pro-
visioning. The major drawback of this includes the essential 
requirement of Communication and computation and Power 
failure in the system cause change in topology. PSO [43] has 
an advantage of computational time is less and lifetime of the 
network is increased, it has a drawback of convergence rate 
is low. WOA [44] is a simple method and robust is good, it 
requires less parameter only. Drawback of this method is poor 
in space search.
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3  Selection of cluster head in WSN

3.1  Network model

Several sensor nodes ( NbN  ) are subsisted in WSN, in 
which every sensor nodes are in a stationary state and have 
their equal capability. The node may act as an active sensor 
as well as CH during the transmission of data. Generally, 
the WSN model connects data sensing, radio communica-
tion, topology features, energy consumption, and sensor 
allotment. The sensor is placed either manually or in a 
random manner within an application area. In WSN, the 
CHS model with the centralized base station and several 
sensor nodes is shown in Fig. 1. Clustering is defined as 
the process in which a set of sensor nodes are gathered. 
This is the prominent model for extending the WSN life-
time. Here, the choosing of CH is made and the count of 
CH is represented as Nbc . This type of CHS pattern is 
made for the entire count of clusters. In a particular clus-
ter, the formation of the node is based on CH with a lower 
distance. The entire sensor nodes gather this data from the 

Table 1  Features and challenges in state-of-the-art for optimal cluster head selection in WSN

Author [citation] Methodology Features Challenges

Khan et al. [35] Fuzzy-TOPSIS Energy consumption is reduced
Redundancy is removed

Ability to deal with the vagueness have 
to be improved

Cost-effectiveness in data sensing and 
gathering

Rajeev and Dilip [36] Multi objective fractional 
artificial bee colony

The maximum energy is provided in 
the network

Maximize the lifetime of nodes

Power resources are limited
Careful analysis is needed for efficient 

energy use
Panag and Dhillon [37] DHSCA Overhead is reduced

Increase the lifetime of WSN
Additional functionality needs to be 

balanced
Stability period has to be enhanced 

further
Albert et al. [38] Mixed integer linear program Better functional correction and 

robustness
Optimize the power consumption

Further tuning is needed over the net-
work resiliency

Lifetime of the network has to be 
improved further

Amuthan and Arulmurugan [39] HRFCHE Average delay is minimized
Total energy consumption is reduced

Selfishness is considered for quantify-
ing transition behavior

Transition probabilities are not normal-
ized

Zhao et al. [40] GSTEB Consumes a small amount of energy
Reduced transmission delay

Throughput needs further improvement
Bandwidth is limited

Mahajan et al. [41] CCWM Energy consumption is reduced
Better load distribution

Scalability has to be enhanced
Improvement over Quality of Service 

is needed
Cheng et al. [42] EQGOR protocol Results very low time complexity

Efficacy in QoS provisioning
Communication and computation are 

essential
Power failure cause change in topology

Wang et al. [43] PSO Computational time is less
Lifetime of the network is increased

Low convergence rate in the iterative 
process

Initial parameters are difficult to design
Mohammed M et al. [44] WOA Simple, robust Poor in exploring the search space

Fig. 1  A Network Model for WSN’s cluster head selection
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target region and then it is transformed into the CH at the 
time of operation.

The main issue in WSN is data transmission from one 
node to another. Therefore, the presentation of data transmis-
sion is made better by applying the shortest path selection. 
Another extremely critical problem is the consumption of 
energy by every node. Thus, the information distribution 
is the major complication that possesses the minimized 
energy and smallest length. Various researchers implement 
several advanced routing protocols for data packet partaking 
among the nodes and the base station. The main problem is 
on the selection of optimal CH with regards to position and 
energy. In fact for transferring the huge quantity of data, 
the node requires more consumption of energy. Appropriate 
selection of CH reduces the energy consumption and so, the 
information transmission can be increased. In WSN, Battery 
consumption is the main problem.  The energy consump-
tion model reduces energy in different operations such as 
transmission, reception, sensing, and aggregation. Therefore, 
the CH selection of nodes should help in better position-
ing in terms of the relational sensor nodes with minimized 
energy consumption. There is a high responsibility for the 
distance and energy consumption almost in all optimiza-
tion algorithms while taking decision CH selection. Hence, 
multiple objectives are required for improving the node’s life 
expectancy. Finally, the energy, distance, and delay are the 
major parameters that have to be taken into consideration 
while selecting the CH from the collection of sensor nodes.

3.2  Distance model

Primarily, the advertisement message is transferred for 
declaring the act of the CH. The entire CHs that are within 
the network carried out the message transmission, because 
the WSN follows cluster-based data transmission here. In 
other words, the data transmission is performed by the CH 
on behalf of the nodes that are within the cluster [45]. The 
measurement of the exact distance is made from the CH 
using every single SN in the network. The node is said to 
belong to the particular cluster on the condition in which 
the distance from the CH of that cluster is low. Further-
more, the message is transferred to the consequent CH. In 
contrast, the transferring of the message is done straight to 
the base station by the sensor nodes, when the CH and node 
distance is larger than the base station and node distance. 
The cluster formation is based on the calculation of nearby 
distance. By using the distance matrix M(p ∗ q) , the node 
with the selected CH is reclustered in the network and is 
given in Eq. (1). Here, the normal node and the CHs Euclid-
ian distance is denoted by disNbc , and the sensor nodes are 
defined by y1, y2, ....yn . Let the two sensor nodes be e(clus-
ter node) and z(normal node) and î, ĵ are their positions, 

correspondingly. The Eq. (2) provides the corresponding 
Euclidian distance.

The Eq. (1) shows the distance matrix. Here each ele-
ment represents eth and zth CHs distance. The column made 
the respective link with the corresponding one, which uses 
the least value in the matrix point. Let,disNbc1,y1 is the ele-
ment that occupies the matrix initial column with minimum 
distance then the relation is made among the node y1 and 
CH Nbc2.

Further, Nbc is assigned a time slot to every sensor node 
in the data transmission. The gathering of transferred data 
from the entire sensor node in the cluster is the major task 
of every Nbc . The Nbc transfers the relevant data that is 
received from the entire sensor node within the particu-
lar cluster to the base station or sink. When Nbc is inac-
tive position, the sensor node from one instant to another 
continues to be in sleep mode. The re clustering and data 
transmission function continue up to the number of cycles 
until the entire sensor node reaches the dead state. Based 
on the distance among the receiver a transmitter, the two 
channels are utilized so-called multipath fading and free-
space channels. The free space channel is exploited, when 
the assured threshold value allots a larger value than the 
distance. The multipath fading channel quite the reverse uses 
the fewer thresholds. The threshold distance is given as per 
the Eq. (3), here, the energy required while utilizing the open 
space model is symbolized as Egfr and the power amplifier’s 
energy is represented as Egpa.

3.3  Energy model

In WSN, energy consumption is a major problem. Actually 
in WSN, the recharge option is not available for the bat-
tery that is used in this, which means once the battery gets 
depleted the WSN cannot get the power supply.. Basically, 
the data transmission needs more energy while transmit-
ting the information to the BS (base station) from the entire 
sensor nodes. Therefore, sensing, transmission, aggregation, 

(1)M(p ∗ q) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

disNbc1,y1disNbc1,y2 .........disNbc1,yq

disNbc2,y1disNbc2,y2 .........disNbc2,yq

∶

∶

disNbcp,y1disNbcp,y2 ..........disNbcp,yq

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(2)dise,z =
√

(eî − zî)
2 + (eĵ − zĵ)

2

(3)dis0 =
Egfr

Egpa



1476 Evolutionary Intelligence (2022) 15:1471–1485

1 3

and reception are the different operational performances that 
consume more energy in the network. Hence, the energy 
required for the transmission of data is deployed in Eq. (4). 
Here, for transmitting the total consumed energy, P bytes 
of packets at a distance d is denoted as ETD(P ∶ dis) and Eet 
represents the electronic energy based on the diverse factor 
that involves filtering, digital coding, spreading, and so on. 
The formulation of electronic energy is expressed in Eq. (5), 
where the data aggregation energy is indicated by Eag

The total energy consumed for receiving the P bytes of 
packets at a distance dis is given as per Eq. (6). Moreover, 
Eq. (7) denotes the energy required for the amplification 
purpose.

Equation  (8) provides the network’s overall energy 
consumption. The required energy during the idle state is 
expressed by E1 and the energy cost during sensing is given 
as ESen . It is essential to minimize the overall energy con-
sumption are provided in Eq. (8).

4  Proposed FCR And FCGWO model 
for optimal cluster head selection

4.1  Objective function

The CHS core motive:
The objective function of this algorithm is to select the 

CH optimally by stabilization of energy, minimization of 
node’s distance and convergence analysis are better when 
compared to other optimization methods like GA, GSO, 
ABC, FABC, Firefly, GWO, PSO, ABC-ACO, OBC-WOA 
[25] [46].

The distance between the selected CH, the node, and 
the data transmitting delay from one node to another node 
should be low. The network energy should be high, (i.e.) the 
energy consumption should be low while transmitting data.

CH-selection is an optimization and leads to the NP-
hard problem as the selection of m CHs in n sensor nodes 
gives n possibilities and when the network size increases 

(4)

ETD(P ∶ dis) =

{
Eet ∗ P + Efr ∗ P ∗ dis2, if dis < dis0

Eet ∗ P + Epa ∗ P ∗ dis2, if dis ≥ dis0

(5)Eet = ETD + Eag

(6)ERD(P ∶ dis) = EetP

(7)Eap = Efrdis
2

(8)Etotal = ETD + ERD + E1 + ESen

computational complexity varies exponentially. Also for 
n sensor nodes and m CHs, if every sensor node has an 
average p CHs then have to assign as pn. Therefore, the 
computational complexity of n sensor node to m CHs is 
also varied exponentially [36].

As a result, the proposed cluster selection’s objective 
function is expressed as per the Eq. (9), where fb and fd is 
defined in Eq. (10 and 11) and the � value should be in the 
range 0 < 𝛽 < 1.�1 , �2 and �3 denotes the distance, energy, 
and delay so-called constraint parameters. This parameter 
condition is �1 + �2 + �3 = 1 . The distance among the nor-
mal node and sink is represented by Zx − Fs.

The fitness function for distance is given in Eq. (12). 
Here, f dis

(b)
 is related to the packet transmission to the CH 

from the normal node then to the base station from the CH. 
The f dis

l
 value lies in the range of 0 to 1. When the distance 

among the normal node and the CH is high, then the value 
of f dis

l
 also becomes high.

The Eq. (13 and 14) represent the formulation of f dis
(b)

 
and f dis

(d)
 , respectively. The CH of ith cluster is denoted by 

Hi , the normal node that belongs to ith cluster is indicated 
by Zi . The distance between the CH and base station is 
given as Hi − Fs . The distance between the CH and normal 
node is represented as Hi − Zi . The distance between the 
two normal nodes is shown as Zi − Zj . The count of the 
node that don’t belong to the ith and jth cluster is repre-
sented by Ni and Nj.

The energy’s fitness function is defined in Eq. (15). When 
the entire CH cumulative f ene

(b)
 and f ene

(d)
 presume energy with 

increased value and the increased count on CH. This makes 
the f ene

l
 value becomes higher than one.

(9)Funq = �fd + (1 − �)fb

(10)fb = �1 ∗ f dis
l

+ �2 ∗ f ene
l

+ �3 ∗ f del
l

(11)fd =
1

q

q∑
x=1

‖‖Zx − Fs
‖‖

(12)f dis
l

=
f dis
(b)

f dis
(d)

(13)f dis
(b)

=

Ni�
i=1

⎡⎢⎢⎣
��Hi − Fs

�� +
Nj�
j=1

��Hi − Zi
��
⎤⎥⎥⎦

(14)f dis
(d)

=

Ni∑
i=1

Nj∑
j=1

‖‖‖Zi − Zj
‖‖‖
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The fitness function of delay is given in Eq. (16) and 
the entire number of nodes, which belongs to the cluster, is 
directly proportional. Hence, the delay becomes low when 
the cluster consists of only an adequate number of nodes. 
The delay is reduced by taking the maximum number of 
clusters as per the Eq. (16). The entire number of nodes is 
indicated as NbN.

The f del
l

 value lies in the range of 0 to 1.

(15)f ene
l

=
f ene
(b)

f ene
(d)

(16)f del
l

=
max

(‖‖Hi − Zi
‖‖
)Nbc
i=1

NbN

4.2  Firefly with cyclic randomization

The proposed FCR approach is varied over the original firefly 
algorithm. The conventional firefly algorithm is replaced by 
the proposed FCR model by using the conditions that are pro-
vided in the pseudo-code in Algorithm 1. The proposed firefly 
algorithm’s pseudo-code is shown as follows:

The proposed FCR updated model is provided in Eq. (20). 
Here, impulse and step function with binary logic is given 
as �1(h) and �1(h) , correspondingly. The impulsive func-
tion �1(h) triggers the positive logic and is obtained first by 
the �1(h) , hence persuades the property 1. On the basis of 
the greedy function G

(
mrand

u
(h)

)
= Inbest − In

(
mrand

u
(h)

)
 the 

binary zero or one is obtained by the �1(h) step function and 
is presented in Eq. (18). By Eq. (18), the estimation of the 
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selected parameter � is performed as per the Eq. (20) and the 
solution set that created randomly is given as mrand

u
(h).

Pro p e r t y  1  T h e  s u m  o f  �1(h)∀h  e x c l u d i n g  
�1

(
h1
)
∶ h1 ∈

[
1,Nflies

]
 becomes zero, when �1

(
h1
)
 equals 

one and the sum of �1

(
h2
)
∶ 1 ≤ h2 ≤ h1 − 1 remains zero.

Property 2 The product of �1(h) and �1(h) equals �1(h).

Property 3 Based on the property 1, the sum of 
�1

(
h3
)
∶ 1 ≤ h3 ≤ h1 equals zero and therefore, the sum of 

�1

(
h3
)
 left as zero.

Lemma 1 xu maintains xFF
u

 on condition of no capable ran-
dom solutions, in which the cyclic randomization function 
is determined.

Proof: In the random cyclic process of Nflies , when there is 
no promising solution is determined means the greedy 
search functions fails that is �1(h) = 0 . In this case, �1(h) 

can’t be triggered and therefore 
Nflies∑
h=1

�1(h) = 0 that means 

� = 0 , while xFF
u

 is engaged back to xu as the updated 
solution.

The implementation of the proposed model is by the fol-
lowing steps:

 (1) InitializeS particle for holding randomly chosen eligi-
ble CH

 (2) Estimate the cost function for the initialized particle 
and is given by some basic steps

(17)mr = mr + �0e
−wb2

r,u(mu − mr) + ��

(18)� =

Nflies∑
h=1

�1(h)

(19)𝜙1(h) =

{
1; if G

(
mrand

u
(h)

)
> 0

0; otherwise

(20)mu = (1 − �)mFF
u

+ �

Nflies∑
h=1

�1(h)�1(h)m
rand
u

(h)

(a) For each node Nr , r = 1, 2.....N

  (i) Calculate the distance dis(N,Nbc,h) among 
the node and all the CHs Ne,h and (ii) set Ne node 
to the CH Nbc,h while the distance have o be min-
imum so that dis(Nr,Nbc,h) = min{(Nr,Nbc,h)}

,h = 1, 2, 3....n.

   (b) Using Eq. (9) specify the cost function. The 
calculation of the cost function from the prime popu-
lation is made and the best pool (Inbest) is taken from 
the obtained value i.e. maximum.

 (3) Update the population by the Eq. (19) and calculate 
the total fireflies’ intensity and cost function.

 (4) In the case of achieving greater value of updated 
intensity than the (Inbest) best pool, then the primary 
firefly is replaced by the updated firefly and visit step 
(7).

 (5) In the case of attaining less updated intensity than the 
(Inbest) best pool, then the function of the best solution 
is changed randomly and lastly the intensity is found.

 (6) Then iteration of (4) and (5) is made for Nflies cycles
 (7) Access the newest solution and the light intensity is 

found as steps (1–6)
 (8) The fireflies attraction is on the basis of the distance
 (9) The ranking of fireflies are made to spot out the best 

light.
 (10) Repeat the steps till it reaches the maximum count of 

iteration.

4.3  Firefly cyclic grey wolf optimization

This is the second proposed algorithm for selecting the opti-
mal CH that incorporates GWO within the FF algorithm. 
Generally, one of the prominent meta-heuristic algorithms 
is the FF algorithm, which is related to the flashing activity 
of fireflies’. Based on the fireflies’ brightness, the best posi-
tion of all the particles are found, which is the major objec-
tive of the firefly algorithm. In this, the entire fireflies are 
assumed to be unisex. Further, the attractiveness of fireflies 
and its brightness is directly proportional and the firefly’s 
attractiveness gets reduce as per the increase in distance. 
The light intensity function is given in Eq. (21), here the 
average absorption coefficient is denotes as � and di indicates 
the fireflies’ distance. The resource that discharges the light 
intensity is represented by Ins.
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The attractiveness and brightness are directly propor-
tional and is mentioned above is given by Eq. (22).

Equation (23) explains the distance among the kth Fire-
fly to the vth Firefly, where the count of dimension is given 
as t  and the oth constituent of the spatial coordinate nk that 
is associated with the kth Firefly is indicated as nk,o.

The movement of the fireflies because of the attractive-
ness is given in Eq. (24). In this, specification of the attrac-
tiveness pattern is by initial term and the specification of 
the randomization parameter by the next term.

Though in the firefly algorithm, minimal attributes are 
reduced from large data dimensions and also hold the 
noise and ambiguity, yet it poses some limitations like 
unchanged parameters over time, handles low memory 
space, and trapping in several local optima. Due to this 
drawback, the FF algorithm is substituted by the GWO 
algorithm. The pseudo-code for this proposed algorithm is 
given in Algorithm 2. In this, the fireflies and grey wolves’ 
populations are represented as total clusters (involves 
entire SNs), from here the selection of the CH is made.

(21)In = Ins exp(�di
2)

(22)� = �0 exp(−�di
m)

(23)dik,v =

√∑t

o=1
(nk,o − xv,o)

2

(24)nk+1 = nk + �0e
−�di2

k,v (nv − nk) + ��
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Fig. 2  Alive node analysis in terms of three distribution a FCR analysis with respect to the number of rounds, b FCGWO analysis with respect 
to the number of rounds, c FCR analysis with respect to distance, dFCGWO analysis with respect to distance

The proposed FCGWO description based on the CHS is 
given as follows:

1. Initialize the variable solution as Xk where (k = 1, 2....n) 
and W = 2a.r1 − a,L = 2r2.

2. Calculate the light intensity In of Xk and also determines 
the absorption coefficient of light �.

3. If (Inv > Ink) , the kth firefly moves towards the vth firefly 
by Eq. (24).

4. If (Inv < Ink) , use the GWO principle for updating the 
fireflies position.

(1) Initialize the components a , W  and L.
(2) The determination of the fitness of each search 

agent is made and the best search agent is 
assigned.

(3) Update the present search agent’s position by the 
conventional update equation.

(4) Update the components a , W  and L also update 
the X� , X� and X� after the result of total search 
agent’s fitness function.

5. The ranking pattern is adopted to identify the present 
best firefly.

6. Repeat the steps until it reaches the maximum count of 
iteration.

This paper makes an analysis of both these FCR and 
FCGWO for the selection of CH in WSN. The randomly 
created solution in this algorithm is found based on the three 
distribution functions like Uniform, Normal, and Gamma 
distributions. The analysis result is given in the subsequent 
section.

5  Results and discussion

5.1  Simulation setup

The simulation of both proposed model FCR and FCGWO 
is evaluated in MATLAB 2017. In WSN, the total number 
of nodes is assigned to be NbN that are dispersed in the 
region, where the BS is situated at the centre. The particular 
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Fig. 3  Convergence analysis with respect to three distributions, a FCR model, b FCGWO model

stimulation is taken place in 0 to 2000 rounds. The result is 
made by performing the experimentation as per [36]. The 
initial energy Ei is assigned as 0.5 J and the energy of the 
power amplifier Epa is assigned to 10pJ∕bit∕m2 . Further-
more, 50nJ∕bit∕m2 is provided by the transmitter energy 
ETD  and 5nJ∕bit∕signal is offered by the data aggregation 
energy. All the sensor nodes are provided with the equal 
amount of initial energy. In each round, the node consumes 
energy for the transmission of data according to the energy 
model that are given in Eqs. (4–8). The transmission round 
gets completed, when any of the selected CH lose all its 
energy. Meantime, the consumed energy is also lost by each 
node. The process is repeated with the residual energy of 
each node based on which the CHs are selected for the next 
round. This process continues till there is no option to select 
the CH, i.e. number of alive nodes is lesser or equal to the 
number of CHs to be selected. The analysis is made over the 
proposed FCR and FCGWO models regarding three distribu-
tions namely Uniform, Normal and Gamma distributions in 
terms of alive nodes, network lifetime, and energy efficiency.

5.2  Alive node analysis

The analysis of alive nodes is computed to the three distribu-
tions is illustrated in Fig. 2. In the proposed FCR model, the 
analysis of distributions is made under cyclic distribution 
Nflies , whereas in the proposed FCGWO model, the same 
analysis is performed under random vectors r1 and r2 . The 
alive node analysis to the number of rounds of both the 
proposed model is given in Fig. 2a and b. For the round 
1000, the proposed FCR model in terms of uniform distribu-
tion attains 68 alive nodes, whereas the proposed FCGWO 
model achieves 56 alive nodes. The proposed FCR model 
with respect to normal distribution accomplishes 60 alive 

nodes, while the proposed FCGWO model obtains 58 alive 
nodes in the round 1000. In terms of the gamma distribution, 
the FCR model and FCGWO model attains 58 and 59 alive 
nodes, respectively. Fig 2c and d explain both the proposed 
model FCR and FCGWO analysis on alive nodes to distance. 
At distance 20, the uniform distribution of the proposed FCR 
and FCGWO model accomplish 4 and 4.35 alive nodes, 
respectively. Both the proposed model FCR and FCGWO 
models in terms of normal distribution at distance 20 obtain 
20 alive nodes. For gamma distribution, the proposed FCR 
and FCGWO models achieve 4.35 and 4.38, respectively.

5.3  Convergence analysis

The convergence analysis of the proposed FCR and 
FCGWO model in terms of three distributions is repre-
sented in Fig. 3. At 2nd iteration, the convergence analy-
sis with respect to the uniform distribution of the pro-
posed model FCR attains 300 cost functions, while the 
proposed FCGWO model achieves the cost function of 
294. At 4th iteration, the proposed model FCR in terms 
of uniform distribution achieves 308 as cost function, 
whereas the implemented FCGWO model accomplishes 
the cost function of 294. In the normal distribution, the 
convergence analysis at 2nd iteration for the proposed 
FCR model provides the cost function of 287 and the 
proposed FCGWO model accomplishes the cost function 
of 295. Further, at 4th iteration, the proposed model FCR 
gains the cost function of 315 and the implemented model 
FCGWO achieves the cost function of 295. In gamma 
distribution, the implemented FCR and FCGWO models 
at 2nd iteration achieve the cost function as 275 and 340, 
respectively. At 4th iteration, the proposed FCR model 
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Fig. 4  Normalized Network Energy analysis in terms of three distribution, a FCR analysis with respect to distance, b FCGWO analysis with 
respect to distance, c FCR analysis with respect to the number of rounds, d FCGWO analysis with respect to the number of rounds

Fig. 5  Alive node analysis a GA, GSO, ABC, FABC, Firefly, GWO, PSO, ABC-ACO, OBC-WOA, FCR, FCGWO analysis with respect to the 
number of rounds, b GA, GSO, ABC, FABC, Firefly, GWO, PSO, ABC-ACO, OBC-WOA, FCR, FCGWO analysis with respect to distance



1483Evolutionary Intelligence (2022) 15:1471–1485 

1 3

Fig. 6  Convergence analysis of GA, GSO, ABC, FABC, Firefly, 
GWO, PSO, ABC-ACO, OBC-WOA, FCR, FCGWO model

Fig. 7  Normalized Network Energy analysis of GA, GSO, ABC, FABC, Firefly, GWO, PSO, ABC-ACO, OBC-WOA,FCR, FCGWO, a model 
with respect to distance, b Normalized Network Energy analysis with respect to the number of rounds

attains the cost function as 380, whereas the implemented 
FCGWO model obtains the cost function as 340.

5.4  Normalized network energy analysis

Figure 4 demonstrates the normalized network energy 
analysis in terms of three distributions. In Fig. 4a and 
b, the proposed model FCR in terms of three distribu-
tion is on the rise for the distance 2 as 0.1125, then for 
the distance 3 as 0.1585, and the distance 4 as 0.2. After 
the distance 4, the normalized network energy attains the 
maximum distance of 0.5765. Similarly, for the imple-
mented model FCGWO, the three distributions are on the 
raise up to distance 4 and is attained 0.113, 0.159 and, 
0.215 for distance 2, 3 and, 4 respectively. Subsequently, 

it increases rapidly and achieves 0.5815. Thus, proves that 
both the models are rising to the peak network energy at 
various distances.

5.5  Comparision results

5.5.1  Alive node analysis

Figure 5 shows the alive node analysis, in Fig. 5a Initially 
the nodes starts with less amount of energy and gradually 
increases for FCR and FCGWO comparing to GA, GSO, 
ABC, FABC, Firefly, GWO, PSO, ABC-ACO,OBC-WOA. 
In Fig. 5b at distance 20, the proposed FCR and FCGWO 
model accomplish 4 and 4.35 alive nodes, respectively.

5.5.2  Convergence analysis

Figure 6 shows the convergence analysis of GA, GSO, 
ABC, FABC, Firefly, GWO, PSO, ABC-ACO, OBC-WOA, 
FCR, FCGWO model. At 5th iteration, FCR achieves cost 
function of 350, FCGWO achieves the cost function of 
400. For 10th iteration FCR achieves cost function of 380, 
FCGWO achieves the cost function of 370. Other con-
ventional methods have less cost function than proposed 
methods.

5.5.3  Normalized network energy analysis

Figure 7 shows the normalized energy analysis of GA, GSO, 
ABC, FABC, Firefly, GWO, PSO, ABC-ACO, OBC-WOA, 
FCR, and FCGWO. In this the proposed model FCR and 
FCGWO is on the rise for the distance 4, it increases rapidly 



1484 Evolutionary Intelligence (2022) 15:1471–1485

1 3

 5. Mu-jingJIN Zhao-weiQU (2011) Efficient neighbor collabora-
tion fault detection in WSN. J China Univ Posts Telecommun 
18(1):118–121

 6. Han H, Shakkottai S, Hollot CV, Srikant R, Towsley D (2006) 
Multi-path tcp: a joint congestion control and routing scheme 
to exploit path diversity in the internet. IEEE/ACM Trans Netw 
14(6):1260–1271

 7. De, O.E.E.C.S., Utilizando, C.E.R.S.I. and De Optimización, 
U.E., “Optimal energy efficient cluster head selection in wireless 
sensor networks using optimization approach”.

 8. Lidstone DE, Werkhoven H, Needle AR, Rice PE, McBride JM 
(2018) Gastrocnemius fascicle and achilles tendon length at the 
end of the eccentric phase in a single and multiple countermove-
ment hop. J Electromyogr Kinesiol 38:175–181

 9. Wong AKC, Lee EA (2014) Aligning and clustering patterns to 
reveal the protein functionality of sequences. IEEE/ACM Trans 
Computat Biol Bioinformat 11(3):548–560

 10. MuthiaJothiprakasam CS (2018) A method to enhance lifetime in 
data aggregation for multi-hop wireless sensor networks. AEU - 
Int J Electr Commun 85:183–191

 11. MatthewBeerse JianhuaWu (2016) Vertical stiffness and center-of-
mass movement in children and adults during single-leg hopping. 
J Biomech 49(14):3306–3312

 12. Younis O, Fahmy S (2004) HEED: a hybrid, energy-efficient, 
distributed clustering approach for ad hoc sensor networks. IEEE 
Trans Mob Comput 3(4):366–379

 13. VishalKumar VK, Sandeep DN, Yadav S, Barik RK, TiwariTrip-
athi SR (2018) Multi-hop communication based optimal cluster-
ing in hexagon and voronoi cell structured WSNs. AEU - Int J 
Electr Commun 93:305–316

 14. Dattatraya, K.N. and Rao, K.R., 2019. “Hybrid based cluster head 
selection for maximizing network lifetime and energy efficiency in 
WSN”. Journal of King Saud University-Computer and Informa-
tion Sciences.

 15. Yu Z et al (2015) Adaptive fuzzy consensus clustering framework 
for clustering analysis of cancer data. IEEE/ACM Trans Comput 
Biol Bioinformat 12(4):887–901

 16. Singh SK, Kumar P, Singh JP (2017) A survey on successors of 
leach protocol. IEEE Access 5:4298–4328

 17. Kong HY (2010) Energy efficient cooperative LEACH protocol 
for wireless sensor networks. J Commun Netw 12(4):358–365

 18. Bai X, Chen Z, Zhang Y, Liu Z, Lu Y (2016) Infrared ship target 
segmentation based on spatial information improved FCM. IEEE 
Trans Cybernetics 46(12):3259–3271
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M. Hassaballah, Optimal sink node placement in large scale wire-
less sensor networks based on harris’ hawk optimization algo-
rithm," in IEEE Access. https:// doi. org/ 10. 1109/ ACCESS. 2020. 
29689 81

 22. Agnoletti M, Conti L, Frezza L, Monti M, Santoro A (2015) Fea-
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and achieves 0.5815 while other models achieves less than 
proposed methods.

Therefore by comparing the performance of GA, GSO, 
ABC, FABC, Firefly, GWO, PSO, ABC-ACO, OBC-WOA 
with FCR and FCGWO, the proposed method produces bet-
ter results.

6  Conclusion

The main objective of this proposed system is to analyze 
the FCR and FCGWO models for choosing the CH in WSN. 
By using the three distribution functions namely Uniform, 
Normal, and Gamma distributions, the randomly created 
solution is determined. Convergences analysis with respect 
to three distributions for the FCR model and FCGWO 
model were discussed. Normalized network energy analysis 
in terms of three distributions are also drawn. The perfor-
mance analysis of alive node analysis, convergence analy-
sis and normalized network energy analysis of GA, GSO, 
ABC, FABC, Firefly, GWO, PSO, ABC-ACO, OBC-WOA 
with FCR and FCGWO were discussed. From this result we 
can say that proposed method produces better results than 
conventional methods. Further, the analysis is made with 
respect to alive nodes, network lifetime, and energy effi-
ciency under three distributions. The simulation analysis was 
made for the three distribution functions and from the result, 
it was observed that for the round 1000, the proposed FCR 
model in terms of uniform distribution had attained 68 alive 
nodes, whereas the proposed FCGWO model had achieved 
56 alive nodes. The proposed FCR model for normal distri-
bution had accomplished 60 alive nodes, while the proposed 
FCGWO model had obtained 58 alive nodes in the round 
1000. In terms of the gamma distribution, the FCR model 
and FCGWO model had attained 58 and 59 alive nodes, 
respectively [47], [48], [49], [50], [51], [52], [53].
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