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Abstract
Recently, social media has become a part of daily people’s routine. People frequently share images, text, and videos in social 
media (e.g., Twitter, Snapchat, Facebook, and Instagram). Consequently, there is a demand for an automated method to 
monitor and analyze the shared social media content. This research developed a method that aims to detect any threat in the 
images or comments in the shared content. Instagram has gained popularity as the most famous social media website and 
mobile application for media sharing. Instagram enables users to upload, view, share, and comment on a media post (image 
or video). There are many unwanted contents in Instagram posts, such as threats, which may cause problems for society 
and national security. The purpose of this research is to construct a model that can be utilized to classify Instagram content 
(images and Arabic comments) for threat detection. The model was built using Convolutional Neural Network, which is a 
deep learning algorithm. The dataset was collected utilizing the Instagram API and search engine and then labeled manu-
ally. The model used was retrained on the images and comments training set with the classes of threat and non-threat. The 
results show that the accuracy of the developed model is 96% for image classification and 99% for comment classification. 
The result of this research will be useful in tracking and monitoring social media posts for threat detection.
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1  Introduction

Social media has changed the mode of communication 
between people. Most people frequently share text, images, 
and videos in social media (e.g., Twitter, Instagram, Snap-
chat and Facebook). Therefore, utilizing social media as a 
method of communication between people has become a part 
of their daily routine. Shared content in social media posts 
needs to be tracked to determine what they contain through 
post information extraction. Consequently, there is a demand 
for automated processes and methods to monitor and analyze 
social media content. The researchers in [39] presented the 
Extracting the Meaning of Terse Information in a Geo-Visu-
alization of Emotion (EMOTIVE) system, which is a project 

funded by the Defense Science and Technology Laboratory 
(DSTL), as a tool for national security and monitoring tasks 
to analyze emotional public responses to provide assistance 
regarding automation of the inefficient current monitoring 
tasks on Twitter. The researcher in [23] presented a tool to 
monitor and analyze social media, especially Twitter, which 
they named the Screening of New Media (SNM) tool. This 
tool helps the authorities understand citizens’ reactions to 
alert messages about crises by utilizing sentiment analy-
sis (SA) techniques for classifying emotional states. After 
reviewing the latest research, it is evident there is a lack of 
research on tracking shared social media posts that contain 
text and images, especially Arabic text.

Every day, billions of images and comments are uploaded 
and shared on social media. Instagram is a popular social 
media website and mobile application that is widely used 
for image and video sharing. It gives users an immediate 
way to capture and share images and videos of their life 
moments and add comments under those media. The num-
ber of users of Instagram is around one billion, and they are 
“Instagramming” more than 95 million posts per day [19]. 
Many people in Arabic-speaking countries utilize Instagram 
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frequently, which makes it suitable for this research. Due in 
part to its nature, Instagram has become an important means 
of communicating threat activity. The threat in Instagram 
posts has become one of the sources of threats that threaten 
any country’s national security or teenagers or children at 
home. This research aims to detect the threat in the Insta-
gram images and comments. To achieve this, deep learning 
techniques must be utilized. Generally, social media images 
have received little attention, and therefore there is a need to 
classify them. Consequently, a classifier will be developed 
that will assist in detecting the threat in the Instagram posts 
(images and text comments) automatically.

This research will help determine whether text and 
images shared between users in Instagram are relevant to 
the discussion between parties or not. To the best of the 
researchers’ knowledge, some threat detection techniques are 
utilized currently to analyze social media posts in English, 
but no efficient technique has been proposed for analyzing 
and monitoring Arabic content on social media (images, 
text, and videos). Therefore, this research will propose an 
approach to extract image content and classify it into threat 
and non-threat categories. Moreover, this research will 
detect any Arabic threat-related keywords in the comments. 
The results of this research will be useful in tracking and 
monitoring social media posts that contain images and com-
ments in Arabic for threat detection.

The paper is organized as follows. Section 2 discusses 
background work related to the current state of social media 
monitoring and threat detection, feature extraction and fea-
ture classification, image classification methods, and deep 
learning approaches. Section 3 outlines and illustrates the 
methodology and experiment. The results are presented in 
Sect. 4, and the conclusion and suggestions for future work 
are provided in Sect. 5.

2 � Background

2.1 � Current state of social media tracking 
and threat detection

Natural Language Processing (NLP) and Sentiment Analy-
sis (SA) tools were utilized in most of the previous studies 
on tracking and threat detection that focused on the social 
media text content. The researcher in [23] presented a tool 
that they referred to as SNM. The SNM tool is utilized for 
analyzing and tracking social media content in crises for the 

government authorities to analyze citizens’ responses to alert 
messages. To construct this tool, the researchers needed to 
utilize APIs and web scraping methods to retrieve the rel-
evant data. SA was then utilized for classifying posts’ emo-
tions. Twitter and Facebook were the primary social media 
websites considered in this study. However, the researchers 
in [24] proposed a method to detect users’ behavior toward 
the law and the Greek authorities in YouTube comments. 
Two categories of comments were classified based on words 
and phrases related to various Greek jargon terms: positive 
for neutral behavior and negative for reluctant behavior. The 
researchers utilized a machine learning algorithm, logistic 
regression (LR), to carry out the classification.

The researchers in [39] presented the EMOTIVE system, 
a project funded by the DSTL. The EMOTIVE system is a 
tool utilized to carry out national security and monitoring 
tasks. It is used to analyze emotional public responses to 
assist in automating the ineffective text-based monitoring 
tasks in Twitter. The steps in this system are as follows. First, 
by checking the Twitter trending topics, the keyword/key 
phrase is filtered and extracted. Next, the geolocation and 
the tweets’ emotion and tone need to be detected. Finally, a 
visualization of the user interface needs to be created.

The researcher in [32] aimed to gain an understanding 
of the social media power in the decision-making in the 
commercial industry to improve the quality of products 
and services and gain competitive advantage. The author’s 
work focuses on the usage of text mining in the pizza sec-
tor of Twitter and Facebook to study the loyalty between 
customers and three big pizza restaurants. The findings of 
his research showed that social media plays a significant 
role in ensuring customer loyalty and satisfaction. Although 
the above studies on social media monitoring and analysis 
achieved good results, they did not explore threat detection 
based on images and text content together.

2.2 � Feature extraction and feature classification

In the area of image processing, features play a vital role. 
Image classification involves classifying images into catego-
ries [41]. This study shows that there are specific steps when 
classifying images, as shown below in Fig. 1. The first step 
is preprocessing, which is applied before any image analy-
sis processes are performed. In this step, image normaliza-
tion is conducted, histogram equalization is carried out, and 
noise filtering and segmenting are performed. The next two 
steps, feature extraction and feature classification, are briefly 

Fig. 1   Image classification 
process
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explained in the next subsection. The basic step for classifi-
cation is feature extraction, which involves extracting a set 
of features. The feature extraction process aims to extract 
the most important information from an image [28]. This 
important information is known as a feature, and it will be 
retained for the classification step [25].

2.2.1 � Feature extraction

While classifying images, extracting the features is an essen-
tial step. In this step, the relevant data from the image are 
extracted and highlighted. Those relevant features form fea-
ture vectors that are fed into a suitable classifier. Features 
can include color, texture, and shape [42]. The major goal 
of feature extraction is maximizing the recognition rate with 
minimum elements [28]. Some of the widely used feature 
extraction techniques are described below.

2.2.1.1  Histogram oriented gradient (HOG) filter  This tech-
nique focuses more on shape and works as encoded edges of 
an image in conjunction with their directions. For example, 
it extracts the edges of the facial features in an image, such 
as brows, mouth, and nose. The HOG filter is applied after 
dividing the image into smaller sub-images. Then, within 
each sub-image, a histogram for gradient direction is com-
piled. Finally, one vector of histograms becomes the final 
HOG feature [7].

2.2.1.2  Local binary pattern (LBP)  This technique focuses 
more on image texture analysis. The image in this technique 
is split into small areas that the LBP histograms extracted 
into a single feature histogram. To extract the LBP features 
rapidly, a single scan through the image is carried out [14].

2.2.1.3  Haar‑like features  The Haar wavelet is a strong 
image feature descriptor that is used for object detection. 
The 2D Haar is decomposed of a square image with pixels of 
n2 size of. This square contains n2 wavelet coefficients, with 
each one corresponding to a separate wavelet. One wavelet 
is the whole image mean value of pixel intensity; the rest of 
the wavelets are computed by taking the difference in mean 
values of intensity for all adjacent squares horizontally, 
diagonally, or vertically. Every wavelet is restricted by the 
(x, y) wavelet location and the wavelet width and wavelet 
height to be aligned on a power of 2 [44].

2.2.2 � Feature classification

After feature extraction, the main phase in identifying the 
image class is feature classification. It is necessary for the 
extracted features to be categorized into a proper class. The 
input into this step is the output of the feature extraction 
step.

2.2.2.1  Support vector machine (SVM)  In the machine 
learning discipline, SVM is among the most common clas-
sifiers. It is usually more efficient than other classifiers. In 
[30], the authors explain that “Machine learning algorithms 
receive input data during a training phase, build a model of 
the input and output a hypothesis function that can be used 
to predict future data.” Figure 2 illustrates the structure of 
the SVM model utilized with a simple classification prob-
lem that has two classes.

2.3 � Hand‑crafted features image classification 
methods

2.3.1 � Viola–Jones algorithm

The researchers in [43] invented an algorithm for face detec-
tion. This detection technique is based on the Haar-like fea-
tures that are determined by scale, position, and shape. First, 
for fast feature evaluation, integral image, which is a new 
representation of the image, is introduced to allow fast fea-
ture extraction on many scales. Second, the most important 
features are selected from the large Haar-like features. This 
algorithm does not work on all face images, however, as it 
only detects the frontal upright faces, as illustrated in Fig. 3.

2.3.2 � Utilizing histogram oriented gradient (HOG)

Similar to the Viola–Jones algorithm, utilizing hand-coded 
features, the researchers in [7] studied the feature sets for 
human detection and found that HOG feature descriptors 
performed more efficiently than other feature descriptors 
available at that time. HOG works as follows. For every sin-
gle pixel, it looks at every surrounding pixel to check how 
dark the current pixel is by comparing it with the surround-
ing pixels. Then, this pixel is replaced by an arrow called 
a gradient, which points to the direction of darker pixels 

Fig. 2   SVM classifier for two classes (positive and negative). 
(Source: [12])



814	 Evolutionary Intelligence (2021) 14:811–822

1 3

starting from the current pixel. It repeats this process for 
each pixel. Subsequently, in the entire image, the gradients 
show the flow from light to dark. Finally, the original image 
is converted into a simple representation that looks like the 
structure of a face (see Fig. 4). A face is detected by compar-
ing this result with a known HOG pattern that was extracted 
from other training faces using the SVM classifier.

One problem with these traditional hand-crafted methods 
is that the feature extraction is separate and totally detached 
from the feature classification. This means that the classi-
fication is poor and suffers significantly if the chosen fea-
tures cannot be those that are needed to distinguish between 
categories. Another problem with traditional hand-crafted 
methods is that they do not work in the same way as humans 
learn to recognize things. While a child is growing up, they 
process data and learn to identify things. This is the idea 
behind deep learning, though there are no hand-crafted fea-
tures. The feature extraction and classification are combined 
to work as one system.

2.4 � Deep learning

The deep learning era began in 2012. It is a development of 
machine learning; however, to make a correct prediction, 
deep learning requires a large number of data, while machine 

learning needs less data. Deep learning is machine learning 
algorithms with more than two layers of neural networks that 
are utilized for complexity modeling of relationships and 
concepts [5, 34]. Recently, deep learning has been utilized 
in multiple areas and achieved a high level of performance 
in areas such as image recognition, filtering social networks, 
and speech recognition for performing various tasks, includ-
ing classification, clustering, detection, dimension reduction, 
and pattern recognition [11].

In the field of computer vision, deep learning is extremely 
useful. Different applications of deep learning have been 
utilized with computer vision, including image classifica-
tion, text recognition, object detection, gender classification, 
and facial recognition [20]. Based on the architecture, deep 
learning techniques are categorized into the three main cat-
egories [35], which are outlined below.

Generative deep learning
Generative deep learning, or unsupervised deep learn-

ing architectures, is utilized with unlabeled data. Recur-
rent Neural Networks (RNN) is an example of generative 
architecture.

Discriminative deep learning
Discriminative deep learning, or supervised deep learn-

ing architectures, is mainly utilized for pattern classification. 
CNN is the most common method in this category. CNN 
comprises several layers that perform feature extraction then 
classification. The layers of CNNs are composed of input, 
output, and one or more hidden layers. The hidden layers 
are convolutional, pooling, normalization, and optional con-
nected layers (see Fig. 5) [27]. Many weights are shared by 
the convolutional layer. The dimensionality of the features 
that are extracted by the convolutional layer is reduced by 
the pooling layer [8]. Compared with other standard feed-
forward neural networks that have layers of the same size, 
CNNs are easy to train and learn as they have fewer param-
eters and connections. Many studies [15] have shown that 
CNNs are the commonly used state-of-the-art architectures 
in the field of computer vision as they are highly effective. 
In the LSVRC-2010 competition, the researcher in [15] uti-
lized CNN to classify 1.2 million images in the ImageNet 

Fig. 3   Output of Viola–Jones 
face detector. (Source: [43])

Fig. 4   HOG face detection. (Source: [7])
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dataset into around 1000 different classes with a minimum 
error rate.

Hybrid deep learning
Hybrid deep learning, or semi-supervised architecture, 

is the integration of generative and discriminative architec-
tures. It takes the advantage in the early phases of the gener-
ative architecture and in the later stages of the discriminative 
architecture to recognize data. The most popular method in 
this category is Deep Neural Network (DNN).

2.4.1 � CNN in Image Classification

In computer vision tasks, CNN is particularly useful in 
image classification [35]. The first time CNN was utilized 
was in the research of [29] for handwritten character recog-
nition. ImageNet is a large-scale image dataset that can be 
used in the image classification and object detection research 
field [9]. It utilizes the WordNet hierarchy structure, with 
every node in this hierarchy represented by hundreds or 
thousands of images [37].

The top CNN image classification models that were 
trained on ImageNet are AlexNet, VGGNet, and Inception. 
AlexNet was conducted by the researchers in [27]. They 
trained their CNN on a subset of ImageNet for 6 days and 
achieved good results compared to other studies conducted 
at that time. The final error rate was 15.3% with about 60 
million parameters. VGGNet was developed by the research-
ers in [38]. Similar to AlexNet, VGGNet was also trained 
on ImageNet. The number of parameters was 138 million. 
VGGNet achieved a 7.3% error rate. The Inception model is 
a very deep network compared with AlexNet and VGGNet. 
It was developed by Google. The Inception model achieved 
a 6.67% error rate. It employed only five million param-
eters, which is much smaller than the number of parameters 

utilized in AlexNet and VGGNet. This allows for high-qual-
ity training [40].

2.4.2 � CNN in Text Classification

In recent years, deep learning models have achieved note-
worthy results in computer vision [27]. The researchers in 
[22] studied the CNN situation to work with text classifi-
cation, since CNN is commonly used in computer vision 
tasks. They utilized their findings to suggest improvements 
of CNNs to be used for text. The researcher in [26] presented 
some experiments with CNN built on top of pre-trained 
word2vec for sentence-level text classification tasks. Word-
2vec vectors were trained on more than 100 million words 
in a dataset of Google News by using the continuous bag-
of-words architecture [31]. The researchers in [3] trained 
the CNN model on two different datasets on top of word 
embedding. They employed CNN in classifying an open 
domain question answering system. The results were prom-
ising. Applying CNNs to text classification has shown that 
convolutional networks without any knowledge of the syn-
tactic or semantic structures of the languages can be applied 
to different sets of words [47].

Although recent studies on social media monitoring and 
analysis achieved good results, they failed to incorporate 
threat detection based on images and text content together. 
All the research studies discussed above focused on the 
social media monitoring and tracking; however, in this 
research, the objective is different. This research attempts 
to predict whether image content posted on social media 
contains any threat. Moreover, instead of only text informa-
tion, this research will utilize the image content in addition 
to the text content.

To the best of the researchers’ knowledge, there is no 
similar research based on image content in threat detection 

Fig. 5   CNN (neural network with many convolutional layers). (Source: [27])
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on social media. This research explores the existing image 
classification and object detection techniques related to deep 
learning. Therefore, it can fill a significant gap in this area 
of research.

3 � Methodology

The experiment for threat detection is conducted utilizing 
the CNN model on the TensorFlow platform. TensorFlow 
is a machine learning open-source platform developed by 
Google to support deep learning algorithms. TensorFlow 
assists in robust training and can run trained models in mul-
tiple platforms. Because of TensorFlow’s flexibility, research 
and experimentation with new models are supported [1]. To 
achieve the aims of the research, the methodology contains 
three main phases: data collection, data preprocessing, and 
classification (see Fig. 6).

3.1 � Data collection

This research focuses on pure images without any text 
embedded in images and posted comments in Arabic sepa-
rately. In the data collection stage, posts were collected from 
Instagram utilizing different tools, such as the Instagram 
API, which was available and open before April 2018. The 
new API platform was released in December 2018, and 
therefore, subsequently, the additional data were collected 
from Google search and changed to the same format. They 
were extracted to a Comma Separated Values (CSV) file 
with UTF-8 Unicode to support Arabic text. From the Insta-
gram posts, one dataset was collected manually that consists 
of 1000 images and more than 2000 Arabic comments from 
different accounts on different subjects.

3.2 � Preprocessing

In the past, researchers utilized different methods for Arabic 
text preprocessing [4, 13, 18, 21, 33] and Arabic text clas-
sification [2, 6, 36]. In this work, the author uses manual pre-
processing, which is explained in the steps outlined below.

Cleaning for comments

•	 Deleted the non-Arabic comments for the sake of sim-
plicity

•	 Ensured that each comment contains enough words for 
the purpose of classification

•	 Deleted all @mention
•	 Removed punctuation
•	 Imported tokenizer from keras.preprocessing.text.

Cleaning for images

•	 Deleted selfie images
•	 Deleted any images that contain only text.

3.2.1 � Data labeling

Manual data labeling was adopted instead of automatic 
data labeling algorithms to achieve more accurate classifi-
cation. The dataset comments and images were labeled in 
two classes (threat or non-threat) to create the training set. 
There were around 2000 comments: more than 1000 were 

Fig. 6   The methodology of the research
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threat comments, and the rest were non-threat comments. 
In addition, there were 1000 images: more than 600 were 
threat images, and the rest were non-threat images. Threat 
and non-threat dataset image examples are shown in Fig. 7.

3.3 � Classification

The purpose of this research is to create a model that can 
be utilized in image and text classification. This research 
is based on the TensorFlow framework. TensorFlow is an 
open-source platform developed to test with new models and 
then train them on different datasets [1].

3.3.1 � Image classification

In the image classification, the Inception v3 model was 
utilized in this research. It is a deep CNN that was pre-
trained on the ImageNet dataset, which contains more 
than 1000 different classes [40]. To make the training 
task easier and faster, transfer learning can be utilized to 
take advantage of the existing pre-trained models [45]. 
Since doing the training from scratch requires a large 
amount of computation power and a huge labeled data-
set, the researcher used the transfer learning technique 
by utilizing the Inception v3 model and performing the 
training on the collected dataset related to threat [46]. The 
dimension of the convolution filter was n_dim = 100 and 
the experiments were carried by taking the learning rate 
0.01. The number of training, validation and testing sam-
ples utilized for the experimental purpose of image clas-
sification was 700, 150, and 150, respectively. Figures 8 

and 9 show the accuracy and cross-entropy loss during 
transfer learning based on the collected image dataset. 
Validation accuracy is the percentage of the correctly 
detected samples from a random selection that was not 
in the original training dataset. Cross-entropy is a loss 
function that provides an insight into how the learning 

Fig. 7   Examples of threat and non-threat dataset images

Fig. 8   The accuracy on the Threat, Non-threat image dataset

Fig. 9   The cross-entropy on the threat, non-threat image dataset
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is progressing; lower numbers are better [16, 17]. The 
orange line represents the training set, and the blue line 
represents the validation set.

3.3.2 � Comment classification

The criteria for text classification in CNN are the same as 
those for image classification; the only difference is that 
instead of pixel values, the matrix of word vectors is used. 
The model was developed utilizing the Keras framework 
that employs TensorFlow as the backend. First, parameters 
such as how many unique words and their length were set up. 
Then, the tokenizer was imported from Keras, and tokeniza-
tion and padding were carried out. Subsequently, the datasets 
were split into train, validation and test datasets utilizing the 
function train_test_split imported from sklearn.model_selec-
tion. The number of training, validation and testing samples 
utilized for the experimental purpose of comment classifica-
tion was 1792, 384, and 384, respectively. Keras embedding 
layer was used for word embedding on text data (word2vec) 
[26]. Figures 10 and 11 show the accuracy and cross-entropy 
loss in the training and validation of the comment dataset, 
respectively. The training data set is illustrated in blue, and 
the validation dataset is depicted in red.

4 � Experiment results

This research was based on the TensorFlow framework 
and the hardware platform was a Huawei laptop: processor 
2.90 GHz Intel i7, RAM 8 GB.

Figure 12 shows the three images detected as threat 
images, and Fig. 13 shows non-threat images.

Figure 14 shows the threat comments marked as 1 in col-
umn E in the below figure, which means they are threat com-
ments. Figure 15 is the same as Fig. 14, but the comments 
are translated in column F for better understandability of 
non-Arabic speakers.

To verify whether the models achieve their objectives 
and aims, the results were evaluated. The confusion matrix 
was utilized to calculate the number of predicted images 

Fig. 10   The accuracy on the threat, non-threat comment dataset

Fig. 11   The cross-entropy on the threat, non-threat comment dataset

Fig. 12   Screenshot of detected 
threat images
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and comments that were counted as true positive, true nega-
tive, false negative, and false positive. The confusion matrix 
[10] can be described as a table that shows the classification 
model performance of a set of test data of which the true 
values are already known, as shown in Table 1. The basic 
terms in the confusion matrix are as follows:

•	 True positives (TP) The number of instances predicted 
to be positive, and they are really positive, so they are 
classified correctly.

•	 True negatives (TN) The number of cases predicted to be 
negative, and they are really negative, so they are classi-
fied correctly.

•	 False positives (FP) The number of instances predicted 
to be positive, but they are actually negative instances.

•	 False negatives (FN) The number of cases predicted to 
be negative, but they are actually positive cases.

The following is a list of parameters that are computed 
and derived from the confusion matrix for any classifier:

Fig. 13   Screenshot of non-
threat images

Fig. 14   Screenshot of detected 
threat comments
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•	 Accuracy, which is the overall success rate:

•	 Misclassification rate (error rate), which means how 
often the classifier is wrong:

•	 True positive rate (TPR), which is the percentage of posi-
tive instances predicted correctly, also known as “sensi-
tivity” or “recall:”

•	 Precision, which is the percentage of instances marked 
as positive and they are actually positive:

(1)Accuracy =
TP + TN

Total Instances
× 100

(2)Error rate =
FP + FN

Total Instances

(3)Recall =
TP

Actual Positive Instances

(4)Precision =
TP

Prdicted Positive Instances

•	 F-score, which is a weighted average of the precision and 
TPR (recall):

This research is related to Instagram posts and mainly 
focuses on threat detection in images and comments posted 
by users. Each post contains at least one image with com-
ments. Most of the time, the users discuss the image they 
posted in their comment (related), and sometimes the com-
ments are not related to the image. Therefore, the classifica-
tion is for the image and comments for that post, as shown 
separately in Table 2. The calculations in Table 2 derived 
from the confusion matrix demonstrated that the proposed 
technique for the image classification into threat and non-
threat images that was retrained utilizing the Inception v3 
model achieved a 96% accuracy rate, whereas the proposed 
technique for the comment classification into threat and 

(5)F − Score = 2 ×
(Recall × Precision)

(Recall + Precision)

Fig. 15   Translated comments

Table 1   Confusion matrix

Predicted Class

Negative Positive

Actual class
Negative TN FP
Positive FN TP

Table 2   Calculations of measures for image and comment detection

Measure Calculated value

Image Comment

Accuracy 0.96 0.99
Misclassification rate (error rate) 0.04 0.01
True positive rate (recall) 0.92 0.99
False positive rate 0.03 0.01
True negative rate (specificity) 0.97 0.98
Precision 0.92 0.99
Prevalence 0.26 0.55
F-score 0.92 0.99
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non-threat comments, which is the CNN model, achieved 
an overall accuracy rate of 99%.

5 � Conclusion

A significant amount of attention has been paid to deep 
learning for text classification along with computer vision 
tasks. Those tasks are enhanced by investigating the need 
for techniques for social media content analysis and track-
ing. Instagram is a popular social media website and mobile 
application, where users are allowed to upload, view, share, 
and comment on posts. It offers a wide variety of post 
content.

Analysis and tracking of social media content have been 
investigated by many studies in the past. However, to the 
best of the researchers’ knowledge, no research has focused 
on threat detection in Instagram image posts, especially for 
Arabic comments. To fill this research gap, this research 
aims to detect threats in Instagram image posts and Arabic 
comments by utilizing some deep learning algorithms. In 
this research, an image and text classifier model is built to 
detect threats in Instagram posts. The results show that the 
developed image classifier achieved 96% accuracy, and the 
comments classifier achieved 99% accuracy. This research 
work can be extended by classifying the posts based on the 
context of the conversation and the occurrence of any threat.
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