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Abstract
Sentimental analysis determines the views of the user from the social media. It is used to classify the content of the text into 
neutral, negative and positive classes. Various researchers have used different methods to train and classify twitter dataset 
with different results. Particularly when time is taken as constraint in some applications like airline and sales, the algorithm 
plays a major role. In this paper an optimization based machine learning algorithm is proposed to classify the twitter data. 
The process was done in three stages. In the first stage data is collected and preprocessed, in the second stage the data is 
optimized by extracting necessary features and in the third stage the updated training set is classified into different classes 
by applying different machine learning algorithms. Each algorithm gives different results. It is observed that the proposed 
method i.e., sequential minimal optimization with decision tree gives good accuracy of 89.47% compared to other machine 
learning algorithms.

Keywords Semantic analysis · Machine learning algorithms · Preprocessing · Accuracy · Optimization

1 Introduction

A series of tools, techniques and methods used to detect 
and extract information is defined as sentimental analysis. 
The information extracted includes attitudes and opinion of 
the users. The main objective is to know whether the user 
has negative, positive and neutral opinion towards a prod-
uct or something else. The numbers of papers on sentimen-
tal analysis have been increased drastically nowadays. It is 
one of the fastest growing research areas. It is observed that 
the public opinions, their motivation are political in nature. 
Later in mid-2000 the companies have mainly focused on 
reviews of the product which are available in web. This is 
very useful in the prediction of financial markets [1], reac-
tion of public to terrorist attacks [2].

But the natural language processing has been addressing 
many problems to applicability of sentimental analysis [3]. 
The efforts have been advanced from simple polarity detec-
tion to complex emoticons, differentiating negative emotions 
[4]. Decision making is one of the important factors “what 
other people are thinking”. For example while planning to 
vote in elections. By using internet it is possible to search the 
individual’s opinion from personal network. Furthermore, 
many individuals are making their opinions through internet 
such as from comments, blogs in social networking sites.

Large portion of our society is connected through social 
networks directly or indirectly. Anyone can express their 
opinions without any fear of undesirable consequences. To 
derive the opinion of users from lengthy comments, informal 
language such as emoticons, abbreviation will complicate 
the analysis. In this paper, machine learning algorithms were 
applied with optimization technique’s to extract features 
and opinions. The paper is organized as follows. Section 2 
describes the related work. Section 3 describes proposed 
algorithm. Section 4 describes algorithm, Sect. 5 the results 
and evaluation and finally Sect. 6 conclusion.
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1.1  sequential minimal optimization (SMO)

This is mainly used in training a support vector classifier which 
uses polynomial or RBF kernels. All the missing values will 
be replaced and also transforms nominal to binary attributes. 
It is more efficient algorithm to solve SVM problem when 
compared to generic quadratic program algorithms. It is con-
sidered as a method of decomposition where a multivariable 
optimization problem is decomposed into a series of sub prob-
lems. Each sub problem is optimized individually with small 
number of variables. Only one variable will be optimized and 
remaining variables are treated as constants. Consider  ai is 
a variable then a1 will be optimized and  a2,  a3,  a4 …  an are 
treated as constants. The condition is

Throughout the iterations which means whenever one mul-
tiple is updated at least another multiple should be adjusted to 
satisfy the condition. In each step SMO selects two elements 
ai and  aj to jointly optimize then finds optimal values for those 
two parameters and remaining all others are fixed.

Finally updates ‘a’ vector accordingly. The choice of two 
points is made by a heuristic approach where optimization 
is done analytically.

The advantage is it doesn’t use kernel matrix in the mem-
ory to store. Since there are no matrix operations it doesn’t 
require other packages hence easy to implement and increase 
space complexity.

1.2  Decision tree

The classification is built in the form of a tree structure. It 
breaks down the large dataset into smaller subsets and a 
relevant decision tree is developed incrementally. The final 
tree consists of decision nodes and leaf nodes. A decision 
node has two or more branches and leaf node is represented 
as a decision or classification. The topmost node in a tree 
is called as a root node. It can handle both numerical and 
categorical data. it uses entropy to calculate homogeneity 
of a sample. The entropy is zero if the sample is completely 
homogeneous and the entropy is one if the sample is equally 
divided.

2  Related work

In [5] knowledge based approach and machine learning tech-
niques were used for classification. It ensemble the appli-
cations common sense computing. This is also referred as 

(1)Yiai = 0

(2)Entropy(s) =

n
∑

i=0

−xi log2 xi

concept level analysis. In [6] a machine learning techniques 
have been used for polarity detection and to improve its 
accuracy. It combines lexical-based and machine learning 
techniques. It classifies the Facebook messages based on its 
polarity.

In [7] a lexicon based approach has been used for classi-
fication of twitter data which works on static polarity. In [8] 
a natural language processing method is used to extract the 
features from the reviews. A score value is given to all the 
features which help to analyze the reviews with high accuracy. 
In [1] a CNN with multiple filters have been used to extract 
features with varying the window size. It is an unsupervised 
learning method.

In [9] the features have been extracted from the text and 
then classified by using supervised learning classifiers such as 
support vector machine. In [10] a knowledge based approach is 
used to classify the sentiments from the social media.

An iterative algorithm was proposed in [11] to predict 
sentiment polarities in twitter data sets. The algorithm was 
performed in two stages. In the first stage, sentiment reversal 
was done to analyze the tweets and retweets. The tweets were 
constructed into a tree by splitting into tweet (parent node) and 
retweet (child node). Both will have different polarities i, posi-
tive, negative and neutral. In the second stage, the relationship 
between the diffusion and reversals was done to extract the 
patterns. Overall performance has been improved by 8.53% 
compared to other methods.

Multivariate vehicle regression models were applied on the 
values of stock market and social media to predict monthly 
sales of the vehicles in [12]. Three kinds of datasets were taken 
as inputs to analyze and predict the sales. They are values 
of stock market, scores of sentiments and hybrid model. By 
observation, it is noted that by applying regression models on 
three datasets, hybrid model is giving more accurate results 
compared to other datasets.

In [13] seven machine learning techniques were applied to 
classify the airline dataset into three sentiment classes i.e., pos-
itive, negative and neutral. The input data is preprocessed and 
the tweets were represented as vectors to perform deep learn-
ing concepts. The dataset was divided into 80% of train data 
and 20% as test data. By observation it is noted that AdaBoost 
is giving good accuracy of 84.5%. The main drawback is the 
limited numbers of tweets were considered. It would be good 
to get high accuracy if the number of tweets were increased.

3  Proposed methodology: sequential 
minimal based optimization decision tree 
(SMODT)

The features are extracted by an optimization algorithm 
and then classified the sentiments using machine learning 
algorithms for better accuracy. The following are the steps 
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followed. The step by step procedure is represented in the 
Fig. 1.

1. Data collection.
2. Data preprocessing.
3. Feature extraction by optimization.
4. Classification.

3.1  Data collection

The input data is collected from the twitter data source using 
API. Application program interface is used to collect the 
input data. It is an user interface between user and source. 
The source is a twitter website which consists of tweets of 
the users. The airline dataset is taken in the paper. It consists 
of many attributes like tweet_id, tweet sentiment, comments, 
tweet_created, tweet_count, negative reason, location, time 
zone etc., The Airline twitter dataset was taken as input.

3.2  Data preprocessing

After collecting the data, preprocessing is done by removing 
noisy, irrelevant data from the dataset. The collected tweets 
consist of many emoticons, hash tags, special symbols along 
with the comment (opinion). Those symbols are considered 
as noisy and irrelevant hence removed from the dataset. Pre-
processing of data is necessary to eliminate noisy, inconsist-
ent, incomplete data. The data before preprocessing and after 
preprocessing is shown in the Tables 1 and 2.

3.2.1  Removing of URL

To classify and to analyze the sentiment of the tweets, URLs 
will not be considered usually. For example ‘your chat is 
not working on your site: http://ecsta cy.com as she is feel-
ing excited”. In this URL by considering the word ‘not’ it 
can be referred to a negative sentiment but the word excited 
refers to a positive sentiment. Hence it will be considered 
as neutral. In order to remove such kind of sentiments the 
URLs are removed.

3.2.2  Removal of special characters

During the assignment of polarity the special characters like 
[], {}, () are removed to resolve logical and incompatibilities.

3.2.3  Removing re tweets

Copying of another user tweets and posting it into another 
account is considered as re tweeting. It is abbreviated as RT, 
in order to avoid redundancy, re tweets are removed.

3.2.4  Removal of hash symbols

These labels act as keywords and helpful in search of par-
ticular messages and posts. For example #guilty pleasures 
will produce tweets list which are related to #guilty pleas-
ures. These are not needed in polarity detection. Hence con-
sidered as irrelevant and removed.

Fig. 1  Classification process

http://ecstacy.com
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3.3  Feature generation

In this technique the preprocessed data is analyzed. The clas-
sification is done based on an optimization method called 
SMO (sequential minimal optimization) [14] and decision 
tree [15].

The input data is divided into smallest sub quadratic 
programming problems and they are solved analytically. It 
is mainly applicable for large datasets. The large datasets 
consumes more time to process. By applying SMO the total 
time taken can be optimized as the memory required is linear 
in SMO. In SMO matrix computation is avoided. Thus it is 
faster even for larger datasets.

The testing time is less when SMO is combined with 
Decision Tree.

The total data i.e., all the tweets are divided evenly 
according to the decision tree. The left sub tree belongs to 
one class and right sub tree belongs to another class. All 
the samples were trained at the same time. The SMO was 

applied during training time. Thus process is repeated until 
the leaf node is reached. IN the first step the SMO has to 
deal with entire data set. In the second step the SMO has 
to deal with only subset of data obtained from the first step. 
By parallel processing the data the time taken to train and 
test the data can be reduced dramatically and simplify the 
prediction process.

Consider the total data set as ‘a’ and it is divided into two 
datasets ai and aj. Then the data can be optimized as follows,

Only  a1 and  a2 are allowed to change.

where  Ei = f  (yi) − xi

4  Algorithm

Input: Set of tweets
Step1: Initialize the training set
Step2: consider two variables heuristically
Step3: optimize the two values
MaxW(a) =

∑n

i=0
ai − 1∕2

∑n

i=0

∑n

j=0
aiajxixjk(yi, yj)

Step4: Find out the new values

(3)MaxW(a) =

n
∑

i=0

ai − 1∕2

n
∑

i=0

n
∑

j=0

aiajxixjk(yi, yj)

Subject to

n
∑

i=0

aixi = 0

(4)anew
2

= aold
2

+ x2

{

E
(old)

2
− E

(old)

1

}

∕k

(5)Ei =

(

n
∑

j=0

ajxjkji − c

)

− xi

Table 1  Before preprocessing

Tweet_id sentiment Sentiment-confi-
dence

Tweet

570306133677760513 Neutral 1.0 @VirginAmerica What @dhepburn said
570301130888122368 Positive 0.3486 @VirginAmerica plus you’ve added commercials to the experience… tacky
570301083672813571 Neutral 0.6837 @VirginAmerica I didn’t today… Must mean I need to take another trip!
570301031407624196 Negative 1.0 it’s really aggressive to blast obnoxious ““entertainment”“ in your guests’ 

faces & they have little recourse
570301031407624196 Negative 1.0 @VirginAmerica it’s really aggressive to blast obnoxious ““entertain-

ment”“ in your guests’ faces &
570300817074462722 Negative 1.0 it’s a really big bad thing about it
570300616901320704 Positive 0.6559 Well, I didn’tâ€¦but NOW I DO!
570289584061480960 Positive 1.0 This is such a great deal! Already thinking about my 2nd trip
570289584061480960 Positive 1.0 This is such a great deal! Already thinking about my 2nd trip
570300248553349120 Neutral 0.634 Really missed a prime opportunity for Men Without Hats parody, there

Table 2  After preprocessing

Tweet_id Sentiment Tweet

1 Positive It was amazing, arrived early, too good
2 Positive It is a great deal
3 Positive Must mean to take another trip
4 Negative Really bit bad thing about it
5 Positive Thinking about second trip
6 Negative Could not fully sit in my seat
7 Negative Would u miss me will be there together
8 Positive This is a great news
9 Neutral Will flights be leaving for Dallas tonight
10 Neutral New marketing song. Let’s know what you 

think
11 Positive It was amazing, arrived early, too good
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anew
2

= aold
2

+ x2

{

E
(old)

2
− E

(old)

1

}

∕k

Ei = f(yi) − xi
Ei =

�

∑n

j=0
ajxjkji − c

�

− xi

Step5: Update new values.
Step6: Repeat steps 3, 4, and 5, to all values until the 

convergence is reached.
Step7: Update new training set.
Step8: Find the entropy value of each variable.
Step9: This process is repeated until the tree is 

constructed.
Step10: Calculate accuracy, prediction, recall, f-meas-

ure for the obtained classes.
Output: Accuracy, precision, recall, f-measure.

4.1  Algorithm

Result: Classification of tweets 

Input: Tweets of airline dataset 

While i = 0 to n  
do  
Initialize the training set 

Consider two variables heuristically 

Optimize the two values 

Max W (a)= ∑

Find out the new values 

a2
new = a2

old + x2{E2
(old) – E1

(old)}/k 

Ei = f(yi)-xi 

 Ei = (

end 
Calculate accuracy, precision, recall, f-measure, 

Compare the obtained accuracy with different algorithms 

Classify the tweets into different classes  

Output the classes and performance metrics 

end 
Algorithm 1: Prediction of sentiments 

5  Performance evaluation

The collected tweets are preprocessed and classified into 
different classes. The best features are extracted from the 
preprocessed data using SMO algorithm and then machine 
learning algorithm is ensemble to classify tweets into dif-
ferent classes. The tweets are mainly classified into three 
classes. The collected data consists of three sentiments posi-
tive, negative and neutral. The tweets are classified accord-
ingly. Table 4 shows the total number of tweets classified 
into different classes. 466 tweets are classified into positive 
class out of 1000 tweets, 277 tweets are classified into nega-
tive class and 255 tweets are classified into neutral class. 
Table 3 represents the performance metrics of different algo-
rithms. KNN algorithm has 67% accuracy, SVM has 68%, 
SVM + KNN has 76%, SMO has 86.23% and SMO + DT has 
highest accuracy of 89.47% compared to other algorithms.

The performance metrics can be described as following.
Accuracy: Accuracy can be defined as the ratio of true 

positives i.e., correctly classified samples to the total number 
of samples. The accuracy can be represented as,

Precision: It can be defined as the ration of correctly clas-
sified samples to the total number of positive samples.

Recall: It is the ratio of correctly predicted positive 
samples.

F-measure: It is the weighted average of recall and preci-
sion. F-measure is more useful compared to accuracy.

(6)Accuracy =
Correctly Classified samples

Total number of samples

(7)Precision =
True positives

True positives + False positives

(8)Recall =
True positives

True positives + False negatives

(9)F - measure = 2 ∗
(Recall*Precision)

(Recall + Precision)

Table 3  Performance metrics of different algorithms

Classifiers Accuracy(%) Precision Recall F-Measure

KNN 67 70.5 69.3 67.9
SVM 68 69 68.1 68.7
KNN + SVM 76 68.45 68.14 77.56
SMO 86.23 89.2 86.2 85.8
DT 80 81.4 81.4 80.95
SMO + DT 89.47 91.6 89.5 96.3
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The total number of tweets considered in the work is 
1000. These are classified into three classes positive, nega-
tive and neutral. By applying SMODT algorithm 466 are 
classified into positive class, 277 into negative class and 
remaining into neutral class. The results are represented in 
the Fig. 2 and in Table 4. The algorithm is evaluated using 
python. In the proposed method sequential minimal optimi-
zation and decision tree algorithms were used. It is a hybrid 
approach. The hybrid approach has many advantages like 
optimizing total training time. It is scalable i.e., more suit-
able for large datasets. Since twitter datasets are large in 
size, by applying SMODT the classification can be simpli-
fied with good accuracy.

Machine learning algorithms have been tested to check 
the performance. K-Nearest Neighbor algorithm with Sup-
port Vector Machine was applied on the airline dataset along 
with the proposed method. But the performance was less 
when compared to proposed method. Hence, it can be con-
cluded that the proposed method SMODT is giving good 
results.

The proposed method can be applicable in many fields.

• In market to know the customer feedback and to improve 
productivity. It may be seasonal or unseasonal, monthly 
or yearly.

• In travel’s like airline to know whether the customers are 
satisfied with the services provided or not.

6  Conclusion

In this paper, an optimization based machine learning algo-
rithm is proposed to classify the tweets into different classes. 
The proposed model is evaluated in three stages. First stage, 
the data is preprocessed to remove noisy data. In the second 
stage the features are extracted by applying an optimization 
technique and in the third stage the updated training set is 
classified into three different classes namely positive, nega-
tive and neutral. The proposed algorithm has got maximum 
accuracy of 89.47% compared to other machine learning 
algorithms. The algorithm is faster and reduces the over-
all time taken to process the data. This is most suitable for 
larger datasets. In the future work an efficient optimization 
technique can be applied to improve the performance.
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