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Abstract
The technical advances in the information systems contribute towards the massive availability of the documents stored in the 
electronic database, such as e-mails, internet and web pages. Thus, it becomes a complex task for arranging and browsing 
the required document. This paper proposes an incremental document clustering method for performing effective document 
clustering. The proposed model undergoes three steps for document clustering, namely pre-processing, feature extraction 
and Incremental document categorization. The pre-processing step is carried out for removing the artifacts and redundant 
data from the documents by undergoing stop word removal process and stemming process. Then, the next step is the fea-
ture extraction based on Term Frequency-Inverse Document Frequency (TF–IDF) and Wordnet features. Here, the feature 
is selected using support measure named ModSupport, and then, the incremental document clustering is performed based 
on the hybrid fuzzy bounding degree and Rider-Moth Flame optimization algorithm (RMFO) using the boundary degree. 
Here, the RMFO aims at the selection of the optimal weights for the boundary degree model and is designed by integrating 
Rider Optimization Algorithm (ROA) with Moth Flame optimization (MFO). The performance of the proposed RMFO out-
performed the existing techniques using accuracy, F-measure, precision, and recall with maximal values 93.98%, 94.876%, 
93.958% and 93.964% respectively.

Keywords  Incremental document · Stop word removal · Boundary degree · Stemming · Clustering

1  Introduction

The data is accumulated in different sets, which consist 
of documents. Each document comprises of the key-value 
pairs, and these values are compiled in nested subdocuments. 
The documents facilitate more flexibility in designing the 
schema, and they pose the capability to store multifaceted 

ordered data and assorted data into a single group. Moreover, 
the databases are affirmed as schema-less, and the schemas 
are used for conveying the data model [1]. The progression 
in technologies and organizations collects huge amounts of 
data, which poses different structures, speed, and types. The 
alteration of the proper way may lead to huge growth and 
enables the organizations to entirely change the information 
in the growing world that necessitates advanced data analy-
sis and help to enable the innovative systems for dealing 
with huge data and lack of structures [2]. The database offers 
a wrapper that can be utilized for retrieving the information 
with respect to the given query. The documents that are to 
be retrieved can be accessed from these huge datasets using 
the queries. In conventional databases, the documents are 
handled in a particular manner and content of the particular 
field is directly accessed on the basis of queries. The queries 
are formulated, and results are retrieved based on indexing 
relations amongst different fields [3].

The growing size of the documents persuades rehabili-
tated interest in retrieving huge documents. The existing 
methods enhance the retrieval results, and the documents 
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obtained through the retrieval results are precise and plays 
a significant role while retrieving documents from long and 
structured documents. Huge documents with multifarious 
structures and short documents briefing multiple subjects 
are the major challenges while retrieving the documents. The 
method that does not pose the ability to differentiate a few 
matches from a document may initiate several complexities 
while retrieving the documents and becomes complicated 
while retrieving huge documents [4]. Due to rapid increase 
in documents, the understanding of queries is important for 
obtaining the required information that is essential to ful-
filling the needs of the users. The conventional systems for 
retrieving the information relies on matching keywords and 
is adapted for indexing the documents from the database in 
which the documents are symbolized using certain mecha-
nisms, which involves Boolean model, vector space model 
and probabilistic model [5, 6], but the document clustering is 
an important problem while retrieving the information from 
huge documents. Moreover, the clustering of documents is 
considered as a significant tool for Web search engines to 
browse the required documents. The document clustering is 
utilized for learning information retrieval systems [7].

Document clustering is examined in different areas for 
retrieving crucial information. Previously, the document 
clustering was adapted to improve the precision or recall in 
different information retrieval techniques and is considered 
as an effective way of determining the relevant documents 
from the set of huge documents. Numerous clustering meth-
ods are devised for browsing the documents or arranging the 
results obtained by the search engine with respect to certain 
queries. K-means techniques and agglomerative hierarchi-
cal clustering are the commonly used methods for cluster-
ing the documents. Agglomerative hierarchical clustering 
is known for its quality, whereas a K-means technique is 
adapted due to its higher efficiencies [8]. However, the con-
ventional methods are expensive and need more effort for 
clustering the documents. Incremental clustering methods 
offer a reliable solution for reducing the cost of computation 
and make it applicable to huge datasets [9]. The incremen-
tal clustering techniques are processed in two stages. The 
first stage updates the micro-clusters in a real-time manner, 
and then in second stage, the clustering is carried out using 
stored synopsis when the request is initiated by the user [10]. 
The incremental PLSA algorithm is devised for estimating 
the parameters that help to update the incremental hyperpa-
rameters. Moreover, the parameters update and integrate the 
previous hyperparameters with statistics that are based on 
the current documents [9].

This paper aims to devise an incremental document clus-
tering method using the hybrid fuzzy bounding degree. The 
proposed model undergoes three steps for the document 
clustering, namely Pre-processing, feature extraction, and 
Incremental document categorization. In pre-processing the 

artifacts and redundant words from the document have been 
removed. Then, the next step is feature extraction using the 
TF–IDF and Wordnet features. The features are selected 
based on the support equation named ModSupport, and 
then, clustering is done using the Rn-MSA, which is the 
integration of ROA and the Moth Search Algorithm (MSA). 
Whenever new documents arrive then, the clustering of 
those documents is performed using the proposed incremen-
tal document clustering mechanisms. Here, the incremental 
document clustering is performed based on the hybrid fuzzy 
bounding degree that includes the Rider-Moth Flame Opti-
mization algorithm (RMFO) and boundary degree. Here, 
the RMFO aims at the selection of the optimal weights for 
the boundary degree model. The RMFO is the combination 
of ROA and MFO.

Proposed RMFO algorithm using a fuzzy boundary 
degree: The proposed RMFO is the integration of ROA in 
MFO in such a way that the developed algorithm aims at 
formulating the optimal weights for the boundary degree 
model.

The paper is structured in the following manner: Sect. 1 
provides the introductory part of the document clustering, 
and Sect. 2 discusses existing methods of Document cluster-
ing with challenges of the methods that remain the motiva-
tion for the research. The proposed method of routing is 
demonstrated in Sect. 3, and Sect. 4 demonstrates the results 
of the methods. At last, Sect. 5 concludes the research work.

2 � Motivations

This section illustrates the review of the existing methods 
along with the demerits, which highlight the challenges of 
the work, serving as the motivation for proposing a novel 
incremental document clustering scheme.

2.1 � Literature review

The review of the existing methods is given as follows: 
Sangaiah et al. [11] developed three methods, named semi-
supervised techniques, semi-supervised with dimensional-
ity reduction, and unsupervised techniques for constructing 
a clustering-based classifier using Arabic text documents. 
At first, the pre-processing was carried out for eliminating 
the stop words using incremental k-means and dimension-
ality reduction techniques. Then, a weighting method was 
applied for obtaining the weight of each term with respect 
to its corresponding document, and finally, a similarity 
measure method was utilized for measuring the similarities 
with respect to other documents. The method used entropy, 
F-measure, and support vector machine (SVM) for comput-
ing the accuracy. The datasets considered for the evaluation 
were online dynamic datasets, which were considered on the 
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basis of availability and credibility of internet. Moreover, the 
Arabic language was challenging while applied in inference-
based algorithm. Thus, choosing a suitable dataset was a 
prime factor for considering this research. The accuracy 
of these methods was compared with other existing meth-
ods, and this method yielded improved accuracy with fewer 
errors for classification. However, the method was unable 
to determine the reduction ratio and failed to calculate Chi 
Square similarity. Kotte et al. [12] developed an advanced 
similarity function for clustering the patterns of features 
based on the classification. The similarity function was uti-
lized for performing supervised learning based on dimen-
sionality reduction. The features considered in this work was 
word distribution and dimensionality reduction. The method 
attained optimal dimensionality reduction and retained the 
word distribution with improved classification accuracies 
as compared to other measures and obtained better classi-
fication accuracies. However, the method failed to devise a 
new membership functions and was unable to apply them 
on clustering to acquire clusters with improved cluster qual-
ity. Wan et al. [10] developed a method named incremental 
clustering approach using Gaussian mixture model (GMM) 
named incremental construction of GMM tree (ICGT) for 
building the data clustering on the obtained data. The ICGT 
constructs and adjusts the GMM tree in a dynamic manner to 
sequentially present the data. Here, each leaf node of the tree 
matches the dense Gaussian distribution and each non-leaf 
node corresponds to the GMM. Moreover, the tree update 
algorithm was adapted for defining the connectivity among 
nodes. The method was effective in creating the clusters but 
failed to design a clustering evaluation criterion and a search 
scheme for determining the final data partition using the 
constructed GMM tree. Li et al. [9] developed a weighted 
incremental PLSA algorithm named WIPLSA for discover-
ing the topics in a dynamic order and then incrementally 
learn the topics using the new documents. The experiments 
were conducted to validate that the WIPLSA was able to 
confine that the topics hidden in the dynamic updating data 
for mining huge data. The method proved to be better in 
bafflement of huge dataset, which made it relevant for big 
data mining. Moreover, the method provided improved per-
formance in application to document categorization, but the 
method was unable to detail the data with particular applica-
tions and generalizations.

Mulay and Shinde [13] developed a method named corre-
lation-Based incremental clustering algorithm (CBICA) for 
creating the clusters based on the data of diabetic patients 
and examining the relationships, which indicated the reason 
for the increase in diabetic level. The obtained results were 
compared with the existing methods in terms of accuracy 
parameter. The algorithm was parameter-free and the end 
user provides the input dataset, the clustering is performed 
automatically without any additional dependencies from the 

user and uses the assumption of centroids, cluster count, 
and distance measures for the evaluation. This method 
uses the new outliers to rank the clusters and its principal 
components. This approach provided poor scalability and 
accuracies and was unable to deal with other domains link 
juvenile diabetes or gestational diabetes. Madhusudhanan 
and Jaganathan [14] designed a framework named clas-
sification of unstructured data using incremental learning 
(CUIL), which clustered the metadata and assigned the label 
for each cluster and then constructed a model using extreme 
learning machine (ELM), and feed-forward neural network 
for each batch of the data. The method trained the batches 
in a separate manner and minimized the memory resources 
for providing greater accuracy and efficiency. However, the 
method contained certain limitations, which involved fix-
ing the random weights that were difficult for huge training 
dataset. Moreover, the method failed to redesign the model 
to address the issues of concept drift for unstructured docu-
ments. Kannan et al. [15] developed a method for deter-
mining the events in real-time and from the Cricket sports 
domain. The feature vectors of the live tweets were con-
structed using the TF–IDF representation, and the tweeted 
clusters were determined using the locality sensitive hashing 
(LSH) in which the post rate of each cluster was devised 
on the basis of volume of tweets computed. If the rate of 
post was above the specified threshold then, the key event 
was recognized from that cluster with specific event lexi-
con. Moreover, the specified threshold was used to filter the 
small spikes. The method provided effective clusters but 
failed to speed up the process using other data structures. 
Liu et al. [16] developed two incremental fuzzy clustering 
algorithms based on dynamic time warping (DTW) distance. 
For employing single-pass and online patterns, these algo-
rithms would handle huge-scale time-series by dividing it 
into different chunks, to process sequentially. Besides, these 
algorithms selected the DTW for measuring the distance of 
pair-wise time-series to provide higher clustering accuracy 
and in addition, to provide the optimal match between two 
time-series data. The method was better than other three 
algorithms based on F-Measure and Entropy and provided 
improved performance on these datasets.

2.2 � Challenges

The challenges faced by the existing method are illustrated 
as follows:

•	 In [12], a similarity function was developed for cluster-
ing huge data. Here, the clustering is an unsupervised 
learning method, which is used to place similar enti-
ties at a single place. However, the clustering process is 
considered as a major challenge to attain precise results. 
Furthermore, the accuracy is a barrier, as there is no prin-
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ciple to decide the correct clusters and efficiency is an 
obstacle due to the quality of the cluster, which affects 
the clustering performance.

•	 The two-stage strategy was employed in conventional 
methods for performing incremental clustering. In two-
stage strategy, the first stage updates data in real-time, 
and in second stage, the clustering process is carried out 
for processing data in quicker manner. The method is 
effective in dealing with huge datasets but takes more 
time to provide the clustering results [10].

•	 The incremental learning is employed for training the 
models based on acquired data and knowledge. However, 
the categorization of the data is considered as a major 
challenge due to high variations and missed labels. The 
variations in the data limit the computational resources, 
like time and memory [14].

•	 In [1], DTW-based fuzzy clustering was developed using 
the time-series data and devised three substitutes. This 
method used stretching or compressed variations using 
temporal data and is enviable for fuzzy clustering of 
time-series, but this method is not applicable for huge-
scale data processing.

•	 The TF–IDF was devised to determine key events in real-
time. However, the method poses many challenges, which 
involve limited length and noises, like types, grammar 
errors, and becomes complicated while dealing with huge 
volume of data [15].

3 � Proposed hybrid fuzzy boundary model 
for incremental document clustering

In this section, the proposed hybrid fuzzy boundary model is 
illustrated for performing incremental document clustering 
over large documents using a fuzzy bounding degree. In this 
model, the incremental clustering method is incorporated to 
provide higher cluster consistency, which is a brief statistical 
representation of pair-wise document similarities amongst 
the clusters. The clusters are required to uphold high cohe-
siveness, while new documents are being added. The model 
undergoes three stages for performing the document cluster-
ing, which involves pre-processing, feature extraction, and 
incremental document clustering. The pre-processing is car-
ried out for yielding effective management of the proposed 
incremental document categorization, which helps to enable 
the document clustering of the dynamic data. In pre-process-
ing, the stop word removal and stemming are carried out to 
speed up the task of clustering. At first, the keywords from 
the documents are subjected to pre-processing to eliminate 
redundant and superfluous words from the data using stop 
word removal and stemming. Thus, lot of CPU cycles and 
memory can be saved by pre-processing and gives better 
results. The next step is feature extraction using TF–IDF 

and WordNet for determining the keywords of the document 
and is highly recommended for the feature selection pro-
cess. Then the clustering is performed using the Rn-MSA, 
and the final step is incremental document clustering, which 
is devised on the basis of a hybrid fuzzy bounding degree 
designed by combining RMFO and boundary degrees. The 
goal of the proposed RMFO is to select the optimal weights 
for processing boundary degree model, which is designed 
by integrating ROA [17] and MFO [18]. Here, the cluster-
based indexing is carried out using the proposed RMFO, and 
hamming distance is employed for determining the similar 
documents on the basis of minimum distance measure, and 
finally, the document clustering is done. Figure 1 depicts 
the block diagram of the proposed method of incremental 
document clustering.

Consider the input data denoted as D containing various 
attributes, which is given as,

where Dgh denote the documents present in the database D 
specifying hth attribute in gth data. Here, K data points are 
considered with L number of attributes for each data point. 
The next step is to pre-process the documents for easier 
processing.

3.1 � Pre‑processing

In this section, the pre-processing is considered as a signifi-
cant step for organizing thousands of documents in a smooth 
manner to provide effective results. The pre-processing helps 
to describe the processing of documents to obtain better rep-
resentations. The database consists of unnecessary words or 
phrases, which impacts the clustering process. Thus, pre-
processing becomes an important process for eliminating 
inconsistent words from the database. In pre-processing, the 
stop words removal and stemming are carried for refining 
the documents.

	 (i)	 Stop word removal The stop words are the words, 
which do not carry any information. The stop word 
removal is the process of removing the stop words 
from the huge text documents. Here, the non-infor-
mation behavior words are eliminated to reduce the 
noise contained in the data. The removal of stop 
words can be used for saving large-space and to 
making the processing faster for acquiring effective 
results. Here, the stop words, such as auxiliary verbs 
or meaningless words are eliminated from the docu-
ment.

	 (ii)	 Stemming The stemming process is used to transform 
the words to its stem. In large documents, various 
words are utilized that conveys the same concept. 

(1)D = {Dgh};(1 ≤ g ≤ K)(1 ≤ h ≤ L)



501Evolutionary Intelligence (2020) 13:497–510	

1 3

The significant technique used for reducing the words 
to its roots is called stemming. For instance agree, 
agreeing, and disagree belong to the word agree. The 
process of stemming is compact, easier to use, and is 
relatively accurate and does not require the suffix list.

3.2 � Extraction of features for generating highly 
relevant features

The section deliberates the significant features extracted 
from the input document, and the significance of feature 
extraction is to generate the highly relevant features that 
enable the better clustering of the available documents. On 
the other hand, the complexity of analyzing the document is 
minimized as the document is represented as a reduced set 
of features. The feature extraction is carried out after pre-
processing by removing the keywords from the documents 
using TF–IDF. TF is adapted for computing the frequency 
of occurrence of each word in a document. IDF is used for 
computing imperative word that rarely occurs in the docu-
ment. Moreover, the accuracy associated with the clustering 

is assured through the effective feature extraction and the 
selected features using the input documents. Moreover, the 
feature extraction is initiated by parsing the input document 
using TF–IDF and WordNet strategies.

(a)	 TF–IDF The TF–IDF [11] is a measure, which aims 
to reveal the importance of the word in a document. 
The value of the TF–IDF increases with the number of 
words appears in the document and helps to adjust the 
appearance of words. The TF–IDF is formulated as,

where Fg,a denote the frequency of term Ta in the docu-
ment Dg and 

∑n

g=1
Fg,a is the total frequencies of all 

terms contained in the document Dg , and the term 
DgTa ∈ Dg ∈ D represents the number of documents 
containing the term Ta.

(b)	 WordNet The WordNet [19] is utilized for measuring 
the relation between the terms from the given set of 

(2)ThDa,g =
Fg,a

∑n

g=1
Fg,a

× log
�D�

�(DgTa ∈ Dg ∈ D)�
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Fig. 1   Block diagram of proposed hybrid fuzzy boundary model using proposed RMFO for incremental document clustering
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words. The WordNet strategies can be utilized for com-
puting the scores of semantic relations. The WordNet 
is used for covering a particular term from each subject 
related to its terms. WordNet is a lexical database that 
contains the standard documents into its specific lexical 
categories. WordNet is adapted for adding synonyms 
and hyponyms to improve the feature extraction pro-
cess.

3.3 � Feature selection based on ModSupport 
function for clustering

The next step is feature selection, which is an important step 
for solving the issues of document categorization. However, 
many feature selection methodologies are applied for feature 
selection. In this method, the selection of features is done using 
the ModSupport function. The function is utilized for evaluat-
ing the frequently appeared data items. It is a generic function 
to count the support of given data from a given database. Here, 
the support function is modified and is represented as,

where t is the length of the frequent words, Yr represents the 
total rules that are covered by Wr with rth length sequence, 
Xr is the total rules in the rth length sequences, and Mr is the 
average value of support of Wj in the rth sequences. Based 
on the ModSupport function, the top y features using the 
highest selection metric scores are selected to represent the 
intended document in the document representation phases. 
The selected features are represented at feature vector, which 
is provided to the clustering, in which the documents are 
grouped into various clusters.

3.4 � Clustering using the Rn‑MSA for the selection 
of the relevant documents

This section briefly explains the Rn-MSA [20] algorithm for 
clustering the documents. Rn-MSA is developed through the 
hybridization of the MSA and ROA, which aim at rendering 
the optimal centroids. Here, the update equation of ROA is 
integrated with the update equation of MSA for initiating the 
clustering process. Thus, the obtained equation of Rn-MSA 
algorithm is given by,

where the steering angle of jth rider in kth coordinate is 
represented as Pi

j,k
 , and the distance travelled by jth rider in 

kth coordinate is denoted as, �i
j,k

 . The scaling factor is 

(3)S(Wj) =
1

t

t∑

r=1

Yr

Xr

×Mr

(4)Yi+1
j,k

=

1 + cos
(
Pi
j,k

)
∗ �i

j,k

1 + cos
(
Pi
j,k

)
∗ �i

j,k
− ��

[
(� − ��)Yi

j,k

]

denoted as � , and the acceleration factor is denoted as � . The 
distance is measured based on the product of the off-time 
and velocity, and Yi

j,k
 denote the position of riders at current 

iteration. Based on the proposed Rn-MSA, the optimal cen-
troids are derived. The clusters or the centroids determined 
using Rn-MSA is given as,

where ci denote the ith cluster centroid, and o is the total 
centroids.

3.5 � Incremental document clustering using 
proposed RMFO‑based hybrid fuzzy boundary 
approach

The final step is incremental document clustering, which 
is devised based on hybrid fuzzy bounding degree that 
includes the RMFO and boundary degree, and particularly, 
RMFO aims to select the optimal parameters for the bound-
ary degree model. The proposed RMFO is the combina-
tion of ROA [17] and MFO [18]. ROA is motivated by the 
behaviors of riders, who race toward the target position by 
updating its positions. The ROA is highly efficient and per-
forms effectively in the fictional computing for solving the 
optimization issues, but possesses lower convergence and 
it is highly sensitive to the hyperparameters. The demerits 
of ROA are overcome using MFO that offers better conver-
gence rate while obtaining global optimal solution. MFO is 
duly based on the behavior of the moth flames that changes 
its position for navigation. Moreover, it poses the ability 
to balance exploration and exploitation in a proper man-
ner. Integrating the ROA with MFO outperforms the draw-
back associated with the standard optimizations, ROA and 
MFO regarding the optimal solution. Furthermore, the fuzzy 
bounding model is used for setting the boundary threshold in 
order to place the document in a specific cluster. The steps 
involved in the training algorithm are discussed below:

3.5.1 � Index matching for document retrieval using 
hamming distance

When a keyword or document is given as the query, it is 
matched with the centroids initially and then, with each 
document in the corresponding cluster using Hamming 
distance [21]. Here, the centroids are formed using the 
Rn-MSA algorithm. At first, the features selected from the 
query document or query word are subjected to the matching 
process by calculating the Hamming distance between the 
query and the centroid. In the estimation, the Hamming dis-
tance is computed between the query and the individual cen-
troids, and the centroid that acquired the minimal Hamming 
distance is selected as the best centroid in relevance with 

(5)C =
{
c1, c2,… , ci,… , co

}
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the query. Then, the individual document in the selected 
centroid is matched with the query based on the hamming 
distance in such a way to retrieve the relevant documents. 
Thus, the incremental data is handled effectively based on 
the hamming distance using the incremental clustering 
approach named, RMFO-based fuzzy bounding approach. 
Accordingly, in the first-level match, the selection of the 
centroid is based on the minimal distance calculated between 
the centroid and the query. The second level of matching is 
done by computing the distance between all the documents 
in the matched centroid and the query. Thus, the documents 
relevant to the search or the input query are retrieved using 
the Hamming distance measure, given as,

where ci is the current centroid, MA represents the member-
ship of A , and MB denote the membership of B , and A and 
B indicates the centroid and individual document and it is 
peculiar to note that the membership functions are computed 
based on fuzzy. Here, the boundary is set to threshold ‘T’. 
If the hamming distance, D(A,B) < T  , or in other words, 
if the distance between two membership-based on fuzzy is 
less than the specified threshold, then the new document 
belongs to the cluster that rendered minimal distance, or 
else the new document is placed in new category cluster. 
The new category remains as another centroid such that 
the clustering in future includes the clustering based on the 
newly updated centroid in addition with the already avail-
able centroids, which marks the effective management of 
the incremental data.

3.5.2 � Centroid update based on the proposed RMFO 
algorithm

The centroid update is essential for processing the incre-
mental documents. As the important documents arrive 
incessantly without a particular boundary, managing the 
documents becomes complex. Thus, the incremental docu-
ment clustering is employed for updating the cluster centroid 
based on proposed RMFO algorithm. For inheriting the cen-
troid update, the obtained equation is given by,

where Ci is the current centroid, and dnew is the new docu-
ment. The value of � and � is the constants, which is deter-
mined optimally using the RMFO algorithm, which sets the 
effectiveness of the proposed RMFO-based fuzzy bounding 
approach.

Evaluation of fitness function The fitness function is 
computed for all the solutions to acquires the optimal 

(6)D(A,B) =

n∑

i=1

MA(ci) −MB(ci)

(7)C
update

i
= �Ci + �dnew

values of � and � . The fitness is calculated between the 
centroid and the data point using the euclidean distance. 
The fitness constraint equation is given below,

3.5.3 � Proposed RMFO algorithm for centroid update

The incremental document clustering is performed by updat-
ing the centroids of the clusters using the proposed RMFO 
algorithm, which is designed by combining MFO and ROA. 
The proposed RMFO algorithm inherits the advantages of 
both ROA and MFO and provides best performance of docu-
ment clustering. MFO is an algorithm developed based on 
the behavior of moths, while ROA is inspired on the basis 
of group of riders, which race towards a target location. 
Moreover, the ROA uses fictional computing and follows 
the procedure of fictional computing for solving the prob-
lems of optimization on the basis of imaginary ideas and 
thoughts. The inclusion of MFO in the update process of 
ROA enhances the convergence and thereby, improves the 
performance of the algorithm.

(a)	 Computation of update equation

Here, the update position of the overtaker is used in the 
update process for maximizing the success rate by determin-
ing the position of overtaker. ROA enhances the convergence 
and improves the performance of the algorithm. Thus, the 
expression according to the update process of the overtaker 
using the ROA is given by,

where Bv,w(k) represents the current solution, and Fv(k) rep-
resents the direction pointer of vth rider at time k and B∗

w
 is 

the best solution.
The MFO algorithm updates the solution space on the 

basis of flame intensity. The alterations in the flame intensity 
make the moth move in one direction. Thus, the update solu-
tion of MFO is given by,

where Ev is the distance between vth moth and wth flame, o 
represents the constant for describing the shape of the loga-
rithmic spiral, q specifies the random number in the range 
[− 1, 1], Pw represents the wth flame. Equation (10) is modi-
fied with the ROA in order to enhance the effectiveness of 
the algorithm and to find solutions to various optimization 
issues, and the modified equation is given by,

(8)Fitness =

√
|(z2 − z1)|2 + |(y2 − y1)|2

(9)Bv,w(k + 1) = Bv,w(k) +
[
Fv(k) ∗ B∗

w

]

(10)Bv,w(k + 1) = Ev.e
oq. cos(2�q) + Pw
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As Pw and B∗
w
 are same, both represent the best solution. 

Thus the Eq. (10) can also be written as,

Substituting Eq. (11) in Eq. (12), the update equation 
derived is,

After rearranging the above equation,

The final equation is given by,

The steps involved in the proposed RMFO are illustrated 
as follows:

Step 1: Initialization
The first step is to initialize the solution space with the 

position of the riders. The solution of ROA is in the form of 
a vector is given by,

where Bk
vx

 represents the steering angle of vth rider vehicle 
at xth coordinate and C represents the total riders and the J 
denote total coordinates.

Step 2: Evaluation of success rate
The success rate or fitness of the solution is computed on 

the basis of the distance measure. The Euclidean distance 
is employed for computing the distance between the cen-
troid and the document. Thus, the fitness of the solution is 
depicted in Eq. (8).

Step 3: Position update of the rider groups:
The bypass riders follow a common path without tracking 

the leading rider. The equation of the bypass rider is given 
by riders,

(11)B∗
w
=

Bv,w(k + 1) − Bv,w(k)

Fv(k)

(12)Bv,w(k + 1) = Ev.e
oq. cos(2�q) + B∗

w

(13)Bv,w(k + 1) = Ev.e
oq. cos(2�q) +

Bv,w(k + 1) − Bv,w(k)

Fv(k)

(14)

Bv,w(k + 1) −
Bv,w(k + 1)

Fv(k)
= Ev.e

oq. cos(2�q) −
Bv,w(k)

Fv(k)

(15)Bv,w(k + 1)

[
1 −

1

Fv(k)

]
= Ev.e

oq. cos(2�q) −
Bv,w(k)

Fv(k)

(16)Bv,w(k + 1)

[
Fv(k) − 1

Fv(k)

]
= Ev.e

oq. cos(2�q) −
Bv,w(k)

Fv(k)

(17)Bv,w(k + 1) =
Fv(k)

Fv(k) − 1
Ev.e

oq. cos(2�q) −
Bv,w(k)

Fv(k) − 1

(18)Bk =

{
Bk
v,x

}
; 1 ≤ v ≤ C; 1 ≤ x ≤ J

where � denote random number ranging from 0 and 1, � is 
random number, � is a random number ranging from 0 and 
1, and � is a random number.

The attacker tends to seize the position of leaders by fol-
lowing the update process of leader, but the attackers update 
the values in the coordinates rather than the selected values, 
and thus, the update process of the attacker is given by,

where B∗
w
 denote the position of the leading rider, Wvw(k) 

denote the steering angle of the vth and wth coordinate, and 
Iv(k) is the distance travelled by vth rider.

The follower tends to update the position using the posi-
tion of leading rider in order to reach the target in a quicker 
manner and the equation of the follower is given by,

where w is the coordinate selector, B∗
w
 is the best position, 

Wvw(k) denote the steering angle of the vth and wth coordi-
nate, and Iv(k) is the distance travelled by vth rider.

Step 4: Determining the best solution
The solution is best if it acquired minimal fitness value. 

In addition, the update of the rider parameters is essential to 
determine the best solution.

Step 5: Termination
The steps are repeated until the iteration reaches the 

maximum count. Thus, the optimization renders the opti-
mal values for the centroid update that is eminent to note 
that the proposed approach is effective in dealing with the 
incremental data.

4 � Discussion of results

This section illustrates the results and discussion of the tech-
niques for incremental document clustering is illustrated in 
this section with an effective performance analysis by com-
paring the methods with conventional methods.

4.1 � Experimental Setup

The execution of the proposed technique is performed in the 
PC with Windows 10 Operating System, 2 GB RAM, Intel 
i-3 core processor. The proposed method is executed in the 
MATLAB platform.

(19)Bb
v,x
(k + 1) = �

[
B�x(k) ∗ �x ∗ ��,x(k) ∗

[
1 − �x

]]

(20)Ba
v
(k) = B∗

w
+
⌊
cos

(
Wvw(k)

)
∗ B∗

w
∗ Iv(k)

⌋

(21)Bf
v,w

(k + 1) = B∗
w
+
⌊
cos(Wvw(k)) ∗ B∗

w
∗ Iv(k)

⌋
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4.2 � Database description

The experimentation is conducted on two datasets, namely 
Reuter database and 20 Newsgroups database for performing 
the big data clustering.

4.2.1 � 20 Newsgroups database

This dataset [22] is taken from 20,000 newsgroup docu-
ments, which is divided into twenty different newsgroups. 
The dataset is collected by Ken Lang and became popular 
in the experimentation for text applications using machine 
learning techniques, like classification of texts and cluster-
ing texts.

4.2.2 � Reuter database

The Reuter dataset [23] contains documents, which are 
linked with the stories of news. Here, the documents are 
partitioned into PEOPLES, TOPICS, ORGS, PLACES, and 
EXCHANGES.

4.3 � Performance metric

The metrics employed for the analysis are F-measure, accu-
racy, recall, and precision they are formulated as,

Accuracy The accuracy indicates the accurate detection 
process that is calculated as,

where TP is true positive, TN  denote true negative, FP 
represents false positive and FN  indicates false negative 
respectively.

F-measure It is defined based on the harmonic mean of 
the recall and precision for evaluating the clustering perfor-
mance and is expressed as follows,

where Pi and Ri represent the precision and the recall.
Precision It is the ratio of true positives and total positive 

class and is given by,

Recall It is the ratio of the true positives to the total num-
ber of the positive class and is given by,

(22)Accuracy =
TP + TN

TP + TN + FP + FN

(23)Fm = 2
Pi ∗ Ri

Pi + Ri

(24)P =
TP

TP + FP

(25)Recall =
TP

TP + FN

4.4 � Performance analysis

The performance analysis using two datasets is illustrated in 
this section. The analysis is performed based on accuracy, 
F-measure, recall, and precision by varying chunk size.

4.4.1 � Analysis using Newsgroup dataset

Figure 2 illustrates the analysis of the proposed RMFO in 
terms of accuracy, F-measure, precision, and recall using 
newsgroup dataset. The analysis has been performed by var-
ying the population size from 0 to 50. The analysis based on 
the accuracy parameter by varying the chunk size from two 
to ten is shown in Fig. 2a. When the size of chunk is 2, the 
corresponding accuracy parameter for RMFO with popula-
tion = 10 is 89.84%, population = 20 is 90%, population = 30 
is 90.12%, population = 40 is 91.332%, and population = 50 
is 93.155% respectively. The performance of the proposed 
method has been increased when the population size 
increases. The analysis based on F-measure parameter with 
varying chunk size is depicted in Fig. 2b. For chunk size 
10, the corresponding F-measure parameter for RMFO with 
population = 10 is 72.096%, population = 20 is 78.957%, 
population = 30 is 83.683%, population = 40 is 90.248%, and 
population = 50 is 91.615%, respectively. The analysis based 
on precision parameter with varying chunk size is depicted 
in Fig. 2c. When the size of chunk is 2, the correspond-
ing precision parameter for RMFO with population = 10 
is 86.409%, population = 20 is 91.68%, population = 30 is 
91.693%, population = 40 is 92.544%, and population = 50 is 
92.549%, respectively. The analysis based on recall param-
eter with varying chunk size is depicted in Fig. 2d. When 
the size of chunk is 2, the corresponding recall parameter 
for RMFO with population = 10 is 89.828%, population = 20 
is 90.032%, population = 30 is 90.151%, population = 40 is 
91.325%, and population = 50 is 93.149%, respectively.

4.4.2 � Analysis using Reuter’s dataset

Figure 3 illustrates the analysis of the proposed RMFO 
in terms of accuracy, F-measure, precision, and recall 
using Reuter’s dataset. The analysis based on accuracy 
parameter by varying the chunk size from two to ten is 
shown in Fig. 3a. For chunk size 10, the corresponding 
accuracy parameter for RMFO with population = 10 is 
80.823%, population = 20 is 81.727%, population = 30 is 
90.5%, population = 40 is 90.8%, and population = 50 is 
93.168%, respectively. The analysis based on F-measure 
parameter with varying chunk size is illustrated in Fig. 3b. 
When the size of chunk is 2, the corresponding F-measure 
parameter for RMFO with population = 10 is 89.797%, 
population = 20 is 93.833%, population = 30 is 94.214%, 
population = 40 is 95.069%, and population = 50 is 96%, 
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respectively. The analysis based on precision parameter 
with varying chunk size is demonstrated in Fig. 3c. For 
chunk size 10, the corresponding precision parameter for 
RMFO with population = 10 is 80.846%, population = 20 
is 88.190%, population = 30 is 91.023%, population = 40 is 
91.659%, and population = 50 is 92.473% respectively. The 
analysis based on recall parameter with varying chunk size 
is shown in Fig. 3d. When the size of chunk is 2, the corre-
sponding recall parameter for RMFO with population = 10 
is 89.135%, population = 20 is 90.684%, population = 30 is 
92.144%, population = 40 is 93.970%, and population = 50 
is 95.25% respectively.

From Figs. 2 and 3, it can be shown that the proposed 
RMFO algorithm has the high performance for the maxi-
mum population size and minimum chunk size.

4.5 � Comparative analysis

The comparative analysis using two datasets is illustrated in 
this section. The analysis is performed on the existing and 
proposed methodologies in terms of accuracy, F-measure, 
precision, and recall parameters by varying the chunk size.

4.5.1 � Analysis using Newsgroup dataset

Figure 4 elaborates the comparative analysis of proposed 
RMFO with existing WPLSA, ICGT, and CBICA in terms of 
accuracy, F-measure, precision, and recall using newsgroup 
dataset. The analysis based on the accuracy parameter by 
varying the chunk size from two to ten is shown in Fig. 4a. 
When the size of chunk is 2, the corresponding accuracy 

Fig. 2   Performance analysis using Newsgroup dataset in terms of a accuracy, b F-measure, c precision, d recall
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parameter measured by the proposed algorithm is 93.98%, 
whereas the accuracy values of the existing WPLSA, 
ICGT, and CBICA are 93.457%, 92.918%, and 90.06%, 
respectively. Here, the performance of the proposed RMFO 
algorithm is 0.56%, 1.13%, and 4.17% higher than the per-
formance of the existing methods, such as WPLSA, ICGT, 
and CBICA. The analysis based on F-measure parameter 
with varying chunk size is illustrated in Fig. 4b. When the 
size of chunk is 2, the corresponding F-measure parameter 
computed by existing methods, such as WPLSA, ICGT, and 
CBICA and the proposed RMFO are 94.801%, 93.976%, 
92.269% and 94.875%, respectively. Here, the best perfor-
mance has been achieved by the proposed method while the 
worst has been achieved by the CBICA.

The analysis based on precision parameter with varying 
chunk size is demonstrated in Fig. 4c. When the size of 

chunk is 2, the corresponding precision values computed 
by existing WPLSA, ICGT, and CBICA and the proposed 
RMFO are 92.5198%, 60%, 60%, and 93.958%, respec-
tively. Here also, the proposed method shows the best per-
formance than the existing methods by having the high 
precision value. Among the existing methods, WPLSA 
has the best performance. However, the performance 
of WPLSA is 1.53% lower than the performance of the 
proposed RMFO algorithm. The analysis based on recall 
parameter with varying chunk size is shown in Fig. 4d. For 
chunk size 10, the corresponding recall values computed 
by existing WPLSA, ICGT, and CBICA and the proposed 
RMFO are 91.135%, 90.436%, 76.371%, and 92.064%, 
respectively. From Fig. 4, it is exposed that the proposed 
RMFO has the maximum performance by obtaining the 
high values for accuracy, F-measure, precision, and recall.

Fig. 3   Performance analysis using Reuters dataset in terms of a accuracy, b F-measure, c precision, d recall
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4.5.2 � Analysis using Reuter’s dataset

Figure 5 elaborates the comparative analysis of proposed 
RMFO with existing WPLSA, ICGT, and CBICA in terms 
of accuracy, F-measure, precision, and recall using Reu-
ters dataset. The analysis based on accuracy parameter by 
varying the chunk size from two to ten is shown in Fig. 5a. 
When the size of chunk is 2, the accuracy value obtained 
by the proposed method is 93.407%, which is 0.33%, 0.7%, 
and 2.24% higher than the accuracy of the existing meth-
ods, such as WPLSA, ICGT, and CBICA, respectively. The 
analysis based on F-measure parameter with varying chunk 
size is illustrated in Fig. 5b. When the size of chunk is 2, 
the corresponding F-measure parameter computed by exist-
ing WPLSA, ICGT, and CBICA and proposed RMFO are 
93.407%, 92.994%, 87.210%, and 93.645%, respectively. 
Likewise, for chunk size 10, the corresponding F-measure 

parameter computed by existing WPLSA, ICGT, and CBICA 
and proposed RMFO are 91.884%, 90.226%, 60% and 
92.132%, respectively. When the chunk size increases the 
performance of the comparative methods decreases. How-
ever, the proposed algorithm has the high performance than 
the existing method by obtaining the maximum F-measure.

The analysis based on precision parameter with vary-
ing chunk size is demonstrated in Fig. 5c. When the size of 
chunk is 2, the corresponding precision values computed by 
existing WPLSA, ICGT, and CBICA and proposed RMFO 
are 92.626%, 60%, 60%, and 93.649%, respectively. When 
the chunk size is 2, the proposed method shows 1.09% 
improvement than the WPLSA and 35.93% improvement 
than ICGT and CBICA. The analysis based on recall param-
eter with varying chunk size is shown in Fig. 5d. When the 
size of chunk is 2, the corresponding recall values computed 
by existing WPLSA, ICGT, CBICA, and proposed RMFO 

Fig. 4   Comparative analysis using Newsgroup dataset in terms of a accuracy, b F-measure, c precision, d recall
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are 92.392%, 92.041%, 90.919%, and 92.949% respectively. 
Likewise, for chunk size 10, the corresponding recall values 
computed by the existing methods, such as WPLSA, ICGT, 
and CBICA, the proposed RMFO are 91.031%, 90.961%, 
76.581%, and 91.372%, respectively. From Fig. 5, it can be 
seen that the proposed RMFO algorithm has the high per-
formance than the existing methods.

4.6 � Comparative discussion

Table 1 depicts the comparative discussion of the existing 
WPLSA, ICGT, CBICA, and proposed RMFO in terms 
of accuracy, F-measure, precision, and recall parameters. 
Here, the Table has been filled with the maximum per-
formance obtained by the comparative methods. The 
maximum performance measured by the proposed RMFO 
in terms of accuracy parameter is 93.98%, whereas the 

accuracy values of existing WPLSA, ICGT, and CBICA 
are 93.458%, 92.919%, and 91.317%, respectively. Here, 
the accuracy of the proposed method is 0.56%, 1.13%, and 
2.83% higher than the accuracy of the existing methods, 
such as WPLSA, ICGT, and CBICA, respectively. Simi-
larly, the proposed RMFO has the maximum F-measure, 
precision, and recall than the exiting methods.

Fig. 5   Comparative analysis using Reuters dataset in terms of a accuracy, b F-measure, c precision, d recall

Table 1   Comparative discussion

Metrics WPLSA ICGT​ CBICA Proposed RMFO

Accuracy (%) 93.458 92.919 91.317 93.98
F-measure (%) 94.802 93.976 92.269 94.876
Precision (%) 92.626 60 60 93.958
Recall (%) 93.525 92.994 90.919 93.964
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When compared to the existing methods, such as WPLSA, 
ICGT, and CBICA, the proposed RMFO algorithm offers 
high performance by obtaining the maximum accuracy, 
F-measure, precision, and recall values. One of the reasons 
for the high performance of the proposed method is that it 
has the advantages of both ROA and MFO. The ROA is 
highly efficient and performs effectively in the fictional com-
puting for solving the optimization issues. MFO offers better 
convergence rate, while obtaining global optimal solution. It 
poses the ability to balance the exploration and exploitation 
in a proper manner. Another reason is that, the use of the 
fuzzy bounding model for setting the boundary threshold 
to place the document in a specific cluster. The concept of 
fuzzy set promises a more appropriate representation of the 
decision processes. Also, the fuzzy decision making pro-
cesses the uncertainty more accurately.

5 � Conclusion

This paper presents an effective incremental document clus-
tering method using the hybrid fuzzy bounding degree. The 
proposed model undergoes three steps for the document 
clustering, namely Pre-processing, feature extraction, and 
Incremental document categorization. The pre-processing 
step is a significant step for the effective management of 
the proposed incremental document categorization, which 
enable the research to concentrate on the document cluster-
ing of the dynamic data. The processes associated with the 
pre-processing step are stop-word removal and stemming. 
The second step is the feature extraction using the TD-IDF 
and Wordnet features. Finally, the incremental document 
clustering is performed based on the hybrid fuzzy bound-
ing degree that includes the RMFO and boundary degree, 
RMFO aims to select the optimal weights for the bound-
ary degree model. The RMFO is the combination of ROA 
and MFO. The experimentation is performed using two 
databases, namely 20 newsgroup databases and the Reuter 
database. In addition, the proposed RMFO outperformed 
other existing methods based on accuracy, F-measure, preci-
sion, and recall with maximal values of 93.98%, 94.876%, 
93.958%, and 93.964%, respectively. The future dimension 
of the research will be based on the enhanced algorithms 
for document retrieval mechanisms, which would render a 
higher retrieval accuracy.
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