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Abstract

This paper presents an improved elephant herding optimization (IEHO) to solve the multilevel image thresholding problem for
image segmentation by introducing oppositional-based learning (OBL) and dynamic cauchy mutation (DCM). OBL acceler-
ates the convergence rate and enhances the performance of standard EHO whereas DCM mitigates the premature convergence.
The suggested optimization approach maximizes two popular objective functions: ‘Kapur’s entropy’ and ‘between-class
variance’ to estimate optimized threshold values for segmentation of the image. The performance of the proposed technique
is verified on a set of test images taken from the benchmark Berkeley segmentation dataset. The results are analyzed and
compared with conventional EHO and other four popular recent metaheuristic algorithms namely cuckoo search, artificial bee
colony, bat algorithm, particle swarm optimization and one classical method named dynamic programming found from the
literature. Experimental results show that the proposed IEHO provides promising performance compared to other methods
in view of optimized fitness value, peak signal-to-noise ratio, structure similarity index and feature similarity index. The
suggested algorithm also has better convergence than the other methods taken into consideration.

Keywords Multi-level thresholding - Nature inspired optimization - Elephant herding optimization - Image segmentation -

Opposition based learning - Cauchy mutation

1 Introduction

Image segmentation is an important step in pattern recogni-
tion, computer vision and image processing. It is a process of
partitioning different non-overlapping regions of an image.
Many segmentation techniques like threshold based, edge
based, region based, graph cut based, connectivity-preserv-
ing relaxation techniques, etc. have been proposed to seg-
ment different objects of an image. Threshold-based seg-
mentation among them has become popular to the research
community because of its simplicity, accuracy, and robust-
ness. However, the primary challenge for this category of
segmentation is to find out the best optimized threshold val-
ues to partition the different regions with sufficient accuracy.
In most of the cases, the traditional optimization algorithms
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are inefficient to solve major real-world problems because of
their failure to search the best set of optimized threshold val-
ues. Nature inspired metaheuristic optimization algorithms
are thought recently to be a promising solution in this regard.

The real-world problems are somehow associated with
some optimization problems. Hence, optimization has got
tremendous importance as an area of research in the course
of time. However, it has now become a large area of mathe-
matics and encompasses a lot of techniques to solve different
types of problems. These techniques are broadly categorized
into classical algorithms [1, 2] and evolutionary algorithms
[3, 4]. The classical algorithms are particularly gradient-
based, and the optimized values are estimated by evaluating
the derivatives of the objective functions. The evolutionary
algorithms are metaheuristic and inspired by the nature or
biological behavior of the living entities. Since the objec-
tive functions of many real-world problems are multimodal,
the gradient-based classical methods fail to assure global or
near global solutions. There is a high chance that the solu-
tions will stick at the local optima depending on the assump-
tion of the initial solutions. Moreover, the derivative based
algorithms unsuitable for those problems whose objective
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functions are not differentiable. These factors lead us to
search for new algorithms for finding global or near global
solutions for a given problem. Evolutionary algorithms have
become potential solutions for these cases.

Recently, a wide range of nature inspired metaheuristic
evolutionary algorithms have been proposed and applied to
solve different types of large-scale optimization problems.
Some examples of such algorithms are: genetic algorithm
(GA) [5-7], biogeography based optimization (BBO) [8],
particle swarm optimization (PSO) [9, 10], artificial bee col-
ony (ABC) [11], modified ABC [12], differential evolution
(DE) [13], bacterial foraging optimization (BFO) [14], ant
colony optimization (ACO) [15], cuckoo search (CS) [16],
honey bee mating optimization (HBMO) [17], social spider
optimization (SSO) [18], flower pollination [18], BAT algo-
rithm [19] etc. These algorithms are successfully applied to
solve the complicated and challenging engineering problems
in different fields. Some good references in this regard are
Bhandari et al. [12], a multilevel thresholding algorithm for
segmentation of gray-level satellite image using a modified
artificial bee colony algorithm (MABC), Ouadfel et al. [18],
social spiders optimization (SSO) and flower pollination
algorithm for multilevel image thresholding, Agrawal et al.
[16], Tsallis entropy based optimal multilevel thresholding
using cuckoo search algorithm, Bakhshali et al. [20], seg-
mentation of color lip images using BFO, Khairuzzaman
et al. [21], multilevel image thresholding using grey wolf
optimizer, Aziz et al. [22], Whale Optimization Algorithm
and Moth-Flame Optimization for multilevel thresholding
image segmentation, etc. Moreover, in line with the no free-
lunch theorem [23], a particular metaheuristic algorithm
may not be able to produce the best result in the solution of
all types of problems. This leads us to develop and/or search
a metaheuristic algorithm or enhance the performance of
the existing algorithm by various hybrid or improved ver-
sion. Some such hybrid algorithms are: enhancing particle
swarm optimization using generalized opposition-based
learning [24]; opposition-based artificial bee colony with
dynamic Cauchy mutation [25]; opposition-based kill herd
algorithm with Cauchy mutation and position clamping [26];
opposition-based differential evolution [27] etc.

EHO is newly developed metaheuristic algorithm, pro-
posed by Wang et al. [28] This algorithm has been inspired
by the herding behaviour of the elephant in nature and is
applied to improve the solutions of many real-life prob-
lems. Meena et al. [29] have used improved elephant herd-
ing optimization for multi-objective DER accommodation
in distribution systems. Tuba et al. [30] have applied EHO
to obtain optimal parameters for the support vector machine
to determine the exact erythemato-squamous diseases. How-
ever, though EHO has shown its potential performance with
better results in many cases; sometimes premature stagna-
tion at local optima makes it inferior with respect to other
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contemporary evolutionary algorithms. To combat it, we
propose a variant of EHO by incorporating opposition-
based learning (OBL) [31] and Dynamic Cauchy Mutation
(DCM) [32-34] to EHO and use it to obtain the improved
optimal threshold in multilevel image thresholding with
higher speed.

The opposition based learning (OBL) was first proposed
by Tizhoosh [31]. The key concept of OBL is to search for
better candidate solutions by the simultaneous evolution of
an estimate and its corresponding opposite estimate which
is closer to the global optimum. According to central oppo-
sition theorem [35],the probability that the opposite can-
didate solution is closer to the global optimum is greater
than the probability of a second random presumption. Many
researchers have utilized the concept of OBL in combination
with different soft computing algorithms. These include par-
ticle swarm optimization (PSO), artificial bee colony (ABC),
Krill Herd algorithm (KH) and Differential Evolution (DE)
to solve the real-life complex optimization problems. In this
paper, OBL and DCM have been incorporated in the con-
ventional EHO to accelerate the convergence rate as well as
to enrich the performance of standard EHO in terms of the
optimized threshold values.

We organize the article as follows: Sect. 2 presents the
basic EHO and OBL theory, Sect. 3 proposes the improved
EHO. Section 4 represents the mathematical model for
image segmentation. Section 5 demonstrates the applica-
tion of the proposed algorithm to solve the image thresh-
olding problem. Section 6 describes the simulation results
of the proposed improved EHO on multilevel thresholding
in image segmentation. Finally, the conclusions are drawn
in Sect. 7.

2 Elephant herding and opposition based
learning algorithms

This section presents a brief overview of elephant herding
and opposition based learning algorithm.

2.1 Elephant herding optimization (EHO) algorithm

In Wang et al. [28] developed a new metaheuristic algorithm
called elephant herding optimization (EHO) algorithm. The
EHO algorithm is developed from the natural behaviour
of elephant herding. An elephant group is composed of a
number of clans headed by a matriarch. A clan consists of
females with their calves. Female members prefer to live
with family members whereas the male members prefer to
live a nomadic and solitary life. Therefore, they will gradu-
ally become independent of their families until they break
away the relationship with their families completely to either
roam alone or find a small group of male elephants.
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Wang et al. have modelled this herding behaviour of ele-
phant into clan updating and separation operator to solve an
optimization problem. For solving an optimization problem
using this herding behaviour of the elephant, the following
assumptions are considered.

e Each elephant group is composed of some number of clans
and each clan consists of a fixed number of elephants under
the headship of a matriarch

e In each generation, a fixed number of male elephants live
away from the clan and they are considered as minimum
fitness value (for the maximization problem).

e The matriarchs are represented by the maximum fitness
value.

2.1.1 Clan updating operator

As matriarchs are the leaders of the elephant group, all the
members of a particular clan c; are influenced by the matriarch
of the clan ¢;, so in each generation the next position of the
member’s jth elephant of the clan c; is calculated as

Xnew,cj = X, +aX (xbest,c, - xc[,/') xXr @))]

where x,,,, ; is the fittest elephant of the clan is ¢;, X, .
represents the new updated position of jth elephant in clan
c; respectively. Matriarch influence to the jth elephant of the
clan c; is determined by the control parameter & € [0, 1]and
r € [0, 1], is a random number taken from a set of uniformly
distributed numbers. The next updated position of fittest

elephant for x;; = X, .; is calculated as follows
xnew,c,-,/‘ = ﬂ X xcenter,c, (2)

where § € [0, 1]is a control parameter which determines the

influence factor of Xz, .; ON X,y i - THE Xegpzer. o OF the clan
c; can be determined by the following equation.
j=1
Xeenter,cpd = n_ X Zxc[ 3
Ci ne.

i

where n, is the number of elephants of each clan;1 <d <D
represents the dth dimension and D is the total dimension.

2.1.2 Separating operator

In the elephant group, young male elephants prefer to leave
alone so, they leave their family members. This characteris-
tic is implemented in this optimization technique as separat-
ing operator. In each generation worst elephant of each clan
updates its position by the following.

X ) X rand )

wrost,c; = Xmin + (xmax = Xomin
where xworst,ci
group x, X,

‘max? “*min

is the worst elephant of the clan c; of elephant
are the maximum and minimum value of

the search space and rand € [0, 1] follows the uniform
distribution.

2.2 Opposition-based learning (OBL)

Generally, the initial population for all the evolutionary algo-
rithms is generated randomly and gradually they reach to the
optimal solution in subsequent iterations and stop at the pre-
defined condition. The convergence time of the algorithms
are linked to the distances of these initial guesses from the
optimal solution. If the selection of the initial solution is
closer to the optimal solution then it converges quickly,
otherwise, it takes a longer time to converge. Opposition
based learning (OBL) [29] is one of the efficient concepts
to improve the initial solution by simultaneously evaluat-
ing the current candidate solution and its opposite solution
and choose the more fitted one as the initial solution. The
underlying concept is that as per probability theory any pre-
dicted solution is 0.5 times far away from the actual solution
than its contrary solution. The method is useful not only for
starting population but also for each iteration to improve the
final solution.

The concept of OBL in optimization problem is based
on simultaneously evaluation of current candidate solution
and its opposite solution. Some definitions related to OBL
are given below:

2.2.1 Opposite number

Opposite number (X ) of a real number (x) is express as
X =a+ b —x, where x € [a,b]. The same concept may be
applied for generating opposite number in multidimensional
problem.

2.2.2 Opposite point

Let P = (x;,x,, ...,Xxp) be a point in D-dimensional space,
where x; €R and x; € [a;,b;] and {i=1,2,...,D}. The

1°
opposition point P,(x;, X, ..., Xp) can be defined as

X=a;+b,—x; )
The concept of this opposition based optimization by using
the idea of opposite point is defined as follows:

Let P = (x;,x,,...,xp) be the candidate solutions in
D-dimensional problem space and f{(P) be the fitness func-
tion for measuring the candidate fitness. The point P, is the
opposite point of the point P. In maximization problem,the
point P is replaced by the point P, if f(P,) > f(P). Hence,
a point and its opposite point are evaluated at the same time
and choose the fittest one.
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3 Proposed opposition based EHO
with DCM

The basic operations of all evolutionary algorithms are
divided into two parts, initialization and produced a new
population in the subsequent generations. In the proposed
algorithm we will enhance these two sections by embed-
ding the concept of opposition based learning and dynamic
Cauchy mutation into the standard EHO to improve the per-
formance of the EHO as well as convergence speed. Details
of the proposed algorithm ae shown in Fig. 1.

3.1 Opposition based initial population

The literature review of evolutionary algorithms reveals that
almost all evolutionary algorithms are started with the ran-
domly generated initial population without prior information
of the problem area. Here, the concept of OBL can be useful
to create fitter starting population without prior knowledge
of the problem field. In the proposed algorithm a population
is produced by the conventional random number generator,
and then the opposite population is produced and combined
with the original population. Finally, the initial population
is taken by selecting the best subpopulation depending on
the fitness value.

3.2 Opposition based generation by jumping
probability

The similar concept may be used in each iteration to improve
the solution by forcefully changing the current population
to its opposite population by using generation jumping (J,)
concept, which may be fitter than the old population. After
generating a new population by the IEHO in each iteration,
the opposite population is formed and combined with the old
population. Then we select the fittest population from the
merged population as a new population for the next iteration.

According to the literature, generation jumping (J,) dur-
ing exploration is more desirable than during exploitation
[36]. In our segmentation problem if we set the value of
jumping rate (J,) to 0.4 or 0.2 we see premature conver-
gence for some images. We observed that if we set the value
between 0.2 and 0.4, we get desired results for a large num-
ber of image data.

3.3 Dynamic Cauchy Mutation (DCM)

Various mutation operators are proposed in the literature of
evolutionary optimization to improve the performance by
avoiding premature convergence. Among them, Gaussian and
Cauchy distribution have become popular. Compare to the
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Gaussian probability distribution, Cauchy probability distribu-
tion has more possibility to escape from local optima because
of its longer tail probability distribution function. This moti-
vates us to used Cauchy probability distribution as a mutation
operator to enrich the performance of the conventional EHO.

In the conventional EHO, an elephant group is composed
of a number of clans headed by a matriarch (global best). The
other members of the clan update them by the influence of
matriarch to reach better position. Hence matriarch can guide
when the other member of the clan tends to be trapped.

In this algorithm, the DCM is applied on matriarch to
enhance the performance of EHO.We apply the DCM opera-
tor on the matriarch as follows:

.xL.i'M = xci'M + 5 X CM() (6)

where x.. ), is the matriarch of clan ¢;; 6 is the dynamic
weight and CM() is the random number generator by the
Cauchy probability distribution.

Dynamic weight 6 is calculated as follows

MI -1

where 6, = 0.01; MI is the maximum number of iteration; /
is the current iteration; 6, is calculate as follows

5 N, max ~ N, min 5 8
=—X

1 1000 1 (8)
where N___, N, _. are the maximum and minimum value of

max>* Y min

problem domain.

4 Mathematical model of thresholding
problem

Thresholding is a method of dividing an image into dissimilar
regions based on the intensity level (L).In bi-level threshold-
ing, the background and foreground of an image may be sepa-
rated by a threshold value by the following rules.

R,<P if 0<P<T

Ry«P if T<P<L-1 ©)

where threshold value T divides the image into two regions
and is the one of the value of the pixel in L-level gray scale
image. Multiple threshold value require more than one
threshold values, which divided the whole image into multi-
ple regions. The idea of bi-level thresholding can be express
to multilevel thresholding techniques also by the following
rules:

R «P if0<P<T,

R, <P ifT,<P<T,

R, <P ifT,_, <P<T, (10)
R,«—P ifT,<P<L-1
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[ s ]

Read the control parameters of the algorithm such as maximum iterations (Imax), max no of clans
(Cmax), population size (n), dimension of each population (D) and a, 3 and Jumping rate (J)

v

Generate uniformly distributed random population PO
v

Generate the opposite population P1, and merge with the PO then select the fitter
population from the marge population based on objective function

>
Divide the total numbers of population into fixed number of clan (Cmax)

i=1
i=1
:v
Select the best Elephant (Xuest, ci) of i clan
A 4

Update the position of j* Elephant (Xuew, ci) of i Clan by equation (1)

IF (Xnew, Ci== Xbes!,Ci )

| Update the position of j® Elephant (Xpew, ci) of i Clan by equation (2) |
A 4

| Replace the Worst elephant of i® clan by equation (4) |
A 4

| Implement DCM to change best Elephant (Xpest, ci) of i clan |

Select the best elephant

(e )

Fig. 1 Details of improved EHO(IEHO) algorithm
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where T'| < T, < --- < T,_; < T, are the threshold value.
Let assume an L number of grey image in the range

{0,1,2,....(L — 1)} with n + 1 number of objects or regions.
{h(1),h(2), ..., h(L — 1)} be the grey level frequency of gray
level {0, 1,2, ....(L — 1)}, N be the total number of pixel in

that image. Where it is required to find n number of thresh-
old values by optimizing one (or more) objective function(s).
If an objective function is f{.), the optimal threshold values

Tl*, T;, ..., T can be computed as follows:
(T}, T5,...T;) = argmax(f(T}, Ty, ..., T,)) (11)

The choice of objective functions is one of the important
issues in finding out the optimal threshold values. Otsu [37],
Kapur’s entropy [38] method are some examples of popular
objective functions which are widely used in image segmen-
tation problems discussed in the next subsection.

4.1 Otsu’s method

This is one of the most popular methods, proposed by Otsu’s
[37], for both bi-level and multiple thresholding, it is based
on finding the optimal thresholding by maximizing the
between-class variance of the segmented region which can
be defined as the sum of sigma functions of each region by
the equation given below:

f®=0,+0, (12)
where
o1 = wy(Hy — #T)2 and 6, = w(py — ,“T)2 (13)

where p; in Eq. 13 represents the mean intensity of the
whole image, and for bi-level thresholding. Mean of each
class can be defined as

-1, L1,
Ip; p;

Ho = Z (ja”dlh = a?l (14)
1

i=0 0 i=t

The optimal threshold can be obtained by maximizing
between-class variance.

(") = argmax(f(1)) (15)
This method can be express for multilevel thresholding prob-
lem by the following function

f =730 (16)
i=0
The sigma function can be express through Eq. 17

o, = (g — #7)2 » 0y = wy(py — #T)Z,

a7
o; = a)j(ﬂj - ,"fT)2 s O = @ (U — ,UT)2

And mean level van be defined as
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t lp th—1 lp L-1 lp
=y Xz =y Z = )
MO_ZC(}’”I_ZC{I’M] . wi’
= = =lj

18)

Optimal threshold value can be obtained by maxizing the
objective function of the Eq. 19

@) = argmax(Z ai) (19)

i=0
4.2 Kapur’s entropy method

The most popular and widely used entropy-based method
is Kapur’s entropy-based [38] thresholding. It describes the
method to maximize the entropy of the segmented histogram
in order that each segmented section has a more centralized
distribution [38].

Optimal threshold for bi-level thresholding by Kapur’s
entropy can be defined as maximizing the following function

f(®) =Hy+ H,; (20)
where

-1
Hoz—Z—ln—anda)O—Zp,

i=0 @0

< p

d H, = — ZimZl and
an ] zwln and o, = Zpl

1=t

This entropy method can also be express for multilevel
thresholding by maximizing the following equation

Sty t5 ..., ) =Hy+H +Hy+ -+ H, 21
wheret; <t, <t3-- <t, and

Hy=— Ly anda)o—Zpl
i=0 @0 @o i=0
wl, -1
H =-Y Z“Lpp=t =
| Z 2 and o, Zp,
=t 1 1 =t
fig—1 » p; tig—1
=— Ly P —
H, = Z a)zl . and w, = ZP’
l=l} l:tj
s S -1
H,= —Z—’ln—l and w,, = Zpl
1) ,
i=t, N n i=t
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Fig.2 (a—j) original images and (a’—j’) are the histogram of the images respectively
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Table 1 Parameters used for EHO, ABC, CS, BAT and, PSO

Algorithms Parameter Value Algorithms Parameters Value
EHO Population size 30 ABC Swam size 30
No. of iterations 100 No. of iterations 100
Matriarch influence parameter (o) 0.9 Lower bound and upper bound 1256
Influence factor of clan canter(f) 0.4 Value of Fi (¢) [0, 1]
CS Number of nests 30 PSO Population size 30
No. of iterations 100 No. of iterations 100
Step size 1 Maximum Inertia weight 0.4
Mutation probability value 0.25 Minimum Inertia weight 0.2
Scale factor 1.5 Maximum velocity +1.0
Minimum velocity -1.0
Cognitive coefficient(c1) 1.429
Cognitive coefficient(c2) 1.429
BAT Number of Bat 30 BAT Minimum and maximum Pulse emission 0,1
No. of iterations 100 Minimum and maximum Loudness 1,2
Maximum frequency 1.5 Minimum and Maximum wavelength 0.9, 0.99
Minimum frequency 0

5 Improved EHO and multilevel image
thresholding

The IEHO has been used to find the optimal threshold
values for multilevel image thresholding of the images
taken from well-known benchmark dataset. The steps for
implementing IEHO for multilevel image thresholding are
as follows:

Step 1 Select the initial population based on the concept
of OBL of size n, each of the member of the population
is of dimension D

Step 2 Divide the total population into a fixed number
of clans.A matriarch controls every clan. Since it is a
maximization problem, the matriarch gives the high-
est fitness value. For each clan c;, calculate the fitness
function of the jth elephant by the Kapur’s or Otsu’ s
method

Step 3 In each generation, the next position of the jth
member of each clan ¢, is updated by the Eqs. 1 and 2.
Step 4 The worst member of each clan is updated its
position by the Eq. 4.

Step 5 Implement the OBL based on jumping rate (J,).
Step 6 Implement the DCM to update matriarch

Step 7 Select the best elephant as the best threshold
value from the group in each iteration.

Step 8 Repeat Step-2 to Step-7 until the maximum
iteration is reached.
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6 Experiment
6.1 Experiment and setup

This section describes the computational environment
used for simulation and experiment of the proposed algo-
rithm; the results are analysis by defining some well-
known quality metrics; the stability and the performance
of the proposed algorithm in comparison to the other
popular algorithms.

Simulation and experiments are carried out in a PC
with 2.30 GHz CPU and 4.00 GB RAM in Windows 8
environment. Tests are performed on more than fifty dif-
ferent images collected from the database of Berkeley Seg-
mentation Dataset, out of which the results of ten images
are shown in Fig. 2. The same number of iterations and
stopping criteria are used for all algorithms to assess the
performance without any bias. The parameters used in
simulations are given in Table 1. The performance of the
proposed algorithm is compared with five recently devel-
oped evolutionary algorithms namely, CS, ABC, BAT
and, PSO and one classical method DP. Kapur’s entropy
and Otsu’s between-class variance are used as the objec-
tive fnction for calculating the threshols value of images
for all metaheuristic algorithm, In case of DP Modified
Otsu Criterion [2] proposed by the Mohamed H. Merz-
ban, Mahmoud Elbayoumi is considered for calculating
the threshold values.
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Table 2 Threshold values for ten images in different optimization techniques taking Kapur’s entropy as optimization function

Threshold Values
Image K IEHO EHO ABC CS PSO BAT
Airplane 5 6595127 157187 6595127 157 187 6595 127 157 187 6595127 157 187 5077 110 149 185 6595 127 157 187

Baboon 5

Bird 5

Fishing 5

Lake 5

Lena 5

Peppers 5

Snake

Starfish 5

Women 5

4974102 131 160
189

48 71 96 123 148
173 195

235895132168

234879 110 142
174

234876 105 133
161 189

60 103 146 184 212

5185118 152 184
212

4271101 130 159
187 212

48 100 150 197 242

3873113 154 198
242

34 68 102 136 169
204 241

66 100 134 167 198

3972105 137 168
198

154273105 137
168 198

63 94 127 163 194

61 89 116 142 168
196

60 86 112 136 160
181 203

4275110 144 181

4275108 140 174
199

12 50 77 109 141
174 199

65 104 143 180 219

5587122162 187
221

5180110 140 168
195 224

5694 133172 211

49 81 115 149 181
215

4777107 136 165
193 222

4273105 136 170

396795 122 150
178

365561 108 132
155180

4974102 131 160
189

477196 122 147
174 198

235895132168

234879 110 142
174

2348 77 106 135
162 190

60 103 146 184 212

5185118152 184
212

4271101 129 159
186 212

48 100 150 197 242

3873 113 154 199
241

3467102 135 169
204 241

6697 131 165 198

3972105 137 168
198

154274106 138
168 198

6394127 163 194

6189116 142 168
196

60 86 112 136 159
180 202

4275110 144 181

4275107 139 174
199

265078 111 142
174 199

65 104 143 180 219

5587122 155 187
221

5180110 134 167
195 224

5694 133172 211

49 81 115 149 181
215

4676 105 134 163
191 221

4273105 136 170

396795122 150
178

3356 81 107 132
156 181

5074100 131 160
188

477095 120 142
167 191

235796 134 170

235384114 144
178

234879 108 134
162 191

60 103 146 184 212

5185118152 184
212

4475102 128 158
184 212

48 100 150 197 242

3873 113 154 198
242

3468 103 137 169
204 241

6796 128 163 196

4172104 136 168
198

154471101 130
164 196

6394127 163 194

61 89116 141 168
197

64 88 113 137 160
179 201

4175110 144 181

4273106 138 174
199

255077 107 142
175 200

65 103 143 180 219

55 88 125 157 187
221

5078 110 139 167
195 225

5187131169 210

49 81 115 149 181
216

46 76 107 136 166
194 223

4274105 136 170

396796 122 151
178

356085108 133
157 178

4874102 131 159
188

477096 121 148
172 192

235593132168

234980111 143
175

2348 78 104 132
161 189

58 100 144 184 212

5487123 153 184
212

48 82113 152 184
211233

48 101 150 197 242

3471112 154 198
242

3871107 143 176
204 241

65 103 136 167 198

4276108 139 168
198

1544 69 104 136
166 198

64 94 127 163 195

62 88 114 139 166
197

63 87 111 135 156
179 204

4175112 146 181

4374 108 137 174
201

224976 107 141
174 199

65 105 144 181 219

5891 126 160 195
224

5379109 138 165
192 221

5794133172210

5082116 149 182
216

4574105 136 165
193 222

4273106 137 171
396695 122 151
179

335983105133
157 181

4774101 131 156
187

477196 124 151
177 197

235895132168

235082 113 147
184

234978 107 135
163 191

59102 145 182212

5182115151 184
212

5185118152 184
211228

48 100 150 197 242

3873113 154 199
241

34 68 102 137 169
204 241

68 109 141 168 196

3972104 136 168
198

154576 107 138
168 198

6394127 161 192

6189 116 142 169
198

61 88 114 139 164
189 216

4175110 144 181

3674 107 141 174
199

255077 109 141
174 198

65 104 143 180 219

5892126 159 191
221

5281112142170
198 224

56 95135176 213

4982116 151 182
215

4575106 135 165
195 223

4273105 136 170

396796 123 152
180

335582106130
157 180

4974101 131 161
189

4771 96 120 145
170 193

235493131 167

234980111 141
173

2348 78 107 134
162 190

61 103 146 184 212

5183115147 184
212

396798 128 158
185212

46 99 150 197 242

3571 110 155 198
242

3871 107 143 176
204 241

66 99 134 167 198

4272105 137 168
198

154272102 135
167 199

98 166 237 28 121

61 89 115 142 168
196

62 88 113 136 160
181 203

4275109 144 181

4274 106 138 174
198

275179 109 143
175 199

65 103 143 180 219

53 86 122 155 187
221

5282110 139 166
195 224

56 94133 172 211

49 82 116 149 182
216

46 76 106 136 166
194 222

4374106 138 172
40 68 96 123 151
179

36 60 84 108 132
157 181
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Table 3 The highest objective

. Kapur’s Method
function values of Kapur’s
method for the ten test images Image K IEHO OEHO DCEHO EHO ABC CS BAT PSO
Airplane 5  20.7868  20.7868  20.7868  20.7868 20.7868 20.7868  20.7868  20.6992
6 232116 23.2116 23.2116 232116 23.2032 23.2073 23.2111 23.1913
7 254889 254836 254828 254828 254773 254680 254855 25.4810
Baboon 5 206171 20.6171 20.6171 20.6171 20.6123 20.6150 20.6136 20.6171
6  23.1574 23.1574 23.1574  23.1574 23.1414 23.1553 23.1544 23.1315
7 255816  25.5811 25.5808  25.5808  25.5737 25.5736 25.5802 255782
Bird 5 20.8648 20.8648 20.8648  20.8648 20.8648 20.8606 20.8629  20.8621
6 234979 234979 234979 234979 234979 234813 234825 23.4939
7 259218 259209 259206 25.9206 259031 25.8838 259116 25.9039
Fishing 5 19.8621 19.8621 19.8621 19.8621 19.8621 19.8619 19.8605 19.8621
6 226694 22.6689 22.6676 22.6676 22.6694 22.6675 22.6615 22.6676
7 252951 25.2937 252937  25.2937 25.2936 252938 25.2938  25.2931
Lake 5 209166 20.9092 20.9092 20.9092 20.8915 20.9031 20.9159 20.8661
6 234122 234122 234122 234122 234109 23.4046 234106 23.4119
7 25.8589 25.8582 25.8579  25.8579 25.8230 25.8235 25.8510 25.8545
Lena 5 206154 20.6154 20.6154 20.6154 20.6154 20.6128 20.6154 20.6142
6 229940 229940 229940 229940 22.9927 229831 229919 22.9918
7 252015 25.2013 25.2013 252013  25.1773  25.1603 25.1984  25.1712
Peppers 5 214475 214475 214475 214475 21.4473 21.4435 214468 21.4473
6 239143 239138 239138 239138 239076 23.8965 239111 23.8920
7 263119 263113 263108  26.3108 263010 26.2920 26.2995  26.3105
Snake 5 215046 21.5046 21.5046  21.5046 21.5046 21.5034 21.5046 21.5046
6 241183 24.1182 24.1182 24.1182 24.1113 24.1064 24.1149 24.1110
7 265874 26.5865 26.5842  26.5842 26.5736  26.5598 26.5831 26.5754
Starfish 5 218775 21.8775 21.8775  21.8775 21.8631 21.8760 21.8775 21.8679
6 244659 244659 244659 244659 244659 244646 244651 24.4626
7 269090 26.9090 269080  26.9080 26.9052 26.9038 26.9064 26.9033
Women 5 207722 20.7722  20.7722  20.7722  20.7719 20.7702  20.7715  20.7722
6  23.1691 23.1691 23.1691  23.1691 23.1665 23.1649 23.1676 23.1660
7 254313 254308 254215 254215 254109 254072 254206 25.4021
6.2 Metrics for quality evaluation 2
PSNR = 10Log,, <£> (22)
. . . . . MAE
Three widely used quality metrics, e.g., peak signal to noise
ratio (PSNR), structural similarity index metric (SSIM) [39]  where MSE is mean absolute error, formulated as:
and feature similarity index metric (FSIM) [40] are used
to quantify the performance of different algorithms. PSNR Zi” Z’\i G ) = SG )
measures the pixel-to-pixel intensity similarity between the ~ MSE = = (23)

reference and the processed image is obtained by computing
the mean square error (MSE) between the original image
and segmented image whereas SSIM and FSIM are used to
verify the structure and feature similarity of the segmented
images in comparison of original images. The definition of
the metrics are given in the subsequent parts of this section.

6.2.1 Peak signal to noise ratio (PSNR)

Peak signal to noise ratio in dB is defined as, PSNR meas-
ures in decibel (dB) as

@ Springer

M = N

where I(i, ) and S(i, j) in Eq. (23) denote the original image
and segmented images of size(M * N) respectively.Higher
value of PSNR implies better performance

6.2.2 Structural similarity index metric (SSIM)

SSIM is largely used to measure the structural similarity
between original and segmented image. Highest value of
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Table 4 The highest objective

: ; Otsu’s Method
function values of Otsu’s

method for the ten test images Image K IEHO

EHO

ABC CS BAT PSO DP

1980.1921
1994.5697
2004.6735
1616.2309
1632.2973
1643.2574
2764.1810
2776.0910
2784.7716
5355.8555
5376.4220
5390.2085
3987.9685
4007.5480
4020.1786
2218.8381
2239.4996
2250.3379
3197.0538
3223.6905
3241.3072
1317.0273
1336.1718
1348.9271
2912.8589
2941.7280
2960.1581
1964.8183
1987.7105
2002.5204

Airplane
Baboon
Bird
Fishing

Lake

Peppers
Snake
Starfish

5
6
7
5
6
7
5
6
7
5
6
7
5
6
7
Lena 5
6
7
5
6
7
5
6
7
5
6
7
Women 5
6

7

1980.1921
1994.5697
2004.6923
1616.2309
1632.2959
1643.2854
2764.1810
2776.0883
2784.7671
5355.8555
5376.4197
5390.2012
3987.9685
4007.5480
4020.1731
2218.8381
2239.4996
2250.3379
3197.0538
3223.6850
3241.2994
1317.0273
1336.1718
1348.9246
2912.8452
2941.7280
2960.1422
1964.8183
1987.7105
2002.5142

1980.1921
1994.5579
2004.6481
1616.2309
1632.2480
1643.0157
2764.1810
2776.0591
2784.6361
5355.8555
5376.3996
5390.1333
3984.2283
4007.5364
4020.1440
2218.8381
2239.4517
2250.0341
3197.0355
3223.6570
3241.0721
1317.0273
1336.0328
1348.8866
2909.5771
2941.5888
2960.1015
1964.6736
1987.3671
2002.4219

1980.1921
1994.5579
2004.6478
1616.2309
1632.2641
1643.2199
2764.1810
2776.0363
2784.7158
5355.8555
5376.4115
5390.1641
3987.8894
4007.4406
4020.1620
2218.8381
2239.4928
2250.2688
3197.0538
3223.6085
3241.1450
1317.0273
1336.0917
1348.9027
2912.7638
2941.7167
2960.0516
1964.8183
1987.5968
2002.4146

1980.1921
1994.5660
2004.6509
1616.2309
1632.2025
1643.1284
2764.1810
2776.0259
2784.6513
5355.8555
5376.4116
5390.1365
3987.8939
4007.4667
4020.1620
2218.8381
2239.4313
2250.142

3197.0538
3223.5282
3241.0759
1317.0273
1336.1275
1348.8533
2912.8589
2941.6628
2960.1015
1964.8183
1987.6400
2002.3428

1980.1921
1994.5493
2004.6478
1616.2309
1632.2725
1643.2222
2764.1810
2776.0625
2784.7671
5355.8555
5376.4115
5390.1692
3983.9939
4007.5088
4020.1413
2218.8381
2239.4928
2250.3019
3197.0538
3223.6850
3240.8894
1317.0273
1336.1608
1348.9194
2912.4055
2941.6506
2960.1188
1964.7721
1987.7092
2002.3595

1980.1277
1994.4211
2004.4846
1616.1575
1632.2025
1643.1223
2764.1404
2776.0161
2784.5354
5355.8233
5376.3448
5390.1196
3987.7022
4007.3063
4019.5827
2218.7615
2239.3588
2250.1420
3197.0355
3223.5282
3240.1492
1317.0066
1336.0682
1348.4956
2912.4118
2941.6417
2959.9376
1964.7253
1987.0521
2002.1116

SSIM represents the better performance. SSIM is defined
as follows:

(zﬂxﬂy + C])(ny + C2)
W+ ul+c)(o} +07 +cy)

SSIM(x,y) = (24)

where p, and p, mean intensity of original image and seg-
mented image o,, o, are the standard deviation of original
and segmented image;o,, is the covariance of original and
segmented image. ¢, and c, are two constant, such that C,

=0.01 and C,=0.03.

6.2.3 Feature similarity index metric (FSIM)

FSIM is, largely used to find the feature similarity between
original and segmented image for two images f;(X) and
>, (X), the FSIM is given by,

Yy 0 SLXOPC,(X)

FSIM =
ZXE QPC, (X)

(25)

where Q means spatial domain of whole image and
S, (X) = Spc(X)SG(X) SpC(X)SG(X) are given by,

2PC,(X)PCy(X) + T
S,c(X) = 1OPC(X) L and
PCi(x)+ PC; + T,
2G,X)G,(X)+ T, (26)
GX(X) + GX) + Ty

So(X) =

where PC, and PC, are the phase congruency maps take out
from two images f,(X) and f,(X) respectively; T} and T, are
constants and taken as 7}, = 0.85, T, = 160. Higher value of
FSIM indicates better performance.

@ Springer
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Table 5 (continued)

Image

FSIM

SSIM

PSNR(dB)
IEHO

K

ABC CS BAT PSO IEHO EHO ABC CS BAT PSO IEHO EHO ABC CS BAT PSO

EHO

Starfish

0.8336

0.8353

0.8386 0.8359 0.8234 0.8358
0.8672 0.8672 0.8663

0.982

0.9827 09823 0.9778 0.9822 0.9823
0.9861 0.9861

22.3513

22.4251

22.1770  22.4251

22.5054 22.4423

5

0.8657 0.8652

0.8657

0.986

0.9859 0.9857 0.9858

23.7415

23.6543

6 237429 23.7429 23.6976 23.6811

0.8679 0.8679 0.8674 0.8672 0.8671 0.8681

0.8457 0.8455

0.8455

226182 0.8452 0.8452 0.8451

22.6223

22.6222  22.6217

22.6251

22.6251

7

‘Women

0.7877

0.7893

0.7879  0.7893

0.7893
0.8123
0.8531

0.8587 0.7893
0.8123

0.8827

0.8577
0.8843
0.9815

0.8556 0.8597

0.8597

22.6484 22.6484 22.6236 22.6484 22.6342 22.6164 0.8597

5

0.8089 0.8110 0.8116 0.8110

0.8521

239685 0.8864 0.8864 0.8850 0.8827

23.9431

239170  23.9685

24.0085

6 24.0085

0.8517 0.8519 0.8528

0.9816 0.8541

0.9810 0.9811

0.9817

257429 257690 25.7154 25.7967 0.9818

25.8438 25.8338

7

6.3 Simulation results

We have simulated five other popular meta-heuristic algo-
rithms along with the proposed one to compare them with
the proposed algorithm. The performance is compared in
view of solution quality, the stability of the algorithms, con-
vergence speed, and execution time.

6.3.1 Solution quality

The optimized thresholds value of Kapur’s entropy for
5-level, 6-level and 7-levels of all the images are listed in
Table 2 and the objective function values of Kapur’s entropy
and Otsu’s between class variance are presented in Tables 3
and 4. In Table 3 we have also compute the individual
performace of the OBL and DC with EHO, and shown as
OEHO and DCEHO column in the Table 3. These results
confirm that the proposed IEHO algorithm gives better
objective functions values with respect the other methods.
As the individual performance of the OBL and DC with
EHO is not better,we did not consider this two technique in
others tables. It is also observed that the performance the
proposed algorithm is gradually improving with the increase
of the number of threshold levels. This means that the IEHO
can cover larger domain of the problems with respect to the
other algorithms.

Segmented images obtained after 5-level, 6-level and
7-levels segmentation of lake, peppers and women are
shown in Figs. 3, 4 and 5. The quality of the segmented
images is then evaluated by calculating PSNR, SSIM, and
FSIM. The measured values of PSNR, SSIM, and FSIM
by the Kapur’s entropy and Otsu’s between class variance
objective function are shown in Tables 5 and 6 respectively.
We see from the table that, [IEHO shows better performance
in terms of PSNR, SSIM, and FSIM value than the conven-
tional EHO and the other algorithms.

6.3.2 Steadiness of the algorithm

Since the optimization problems are random in nature and
the initial population is produced through a random search,
the value of the optimized objective function may slightly
vary in each execution. Hence, the performance of the algo-
rithms must be verified by computing mean and standard
deviation of the values of optimized objective functions
through several executions of the algorithm. A higher mean
value indicates the better accuracy and a lesser value of the
standard deviation suggests higher stability of the algorithm.
Incorporation of DCM into the standard EHO has elevated
the possibility of producing the same result in each run. It
increases the mean value, whereas it decreases the value of
standard deviation of the results compared the conventional
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Table 6 (continued)

Image

FSIM

SSIM

PSNR(dB)
IEHO

K

ABC CS BAT PSO IEHO EHO ABC CS BAT PSO IEHO EHO ABC CS BAT PSO

EHO

Starfish

19.8976  0.7850 0.7850 0.7850 0.7837 0.7850 0.7850 0.7879 0.7879 0.7879 0.7867 0.7879 0.7879

19.8976 19.8976  19.8425 19.8976
21.1901

21.1973

19.8976

5

0.8147 0.8182 0.8180 0.8254 0.8254 0.8249 0.8254 0.8247 0.8244
0.8371

0.8187

21.1414  21.1424 21.1354 0.8187 0.8187

6 21.1973

0.8505

0.8375 0.8370 0.8526 0.8526 0.8496 0.8504 0.8517

0.8386 0.8386 0.833

22.0896 22.0896 21.9830 22.0230 22.0654 22.0591

7

‘Women

0.7711
0.7931

0.7710  0.7694 0.7711

0.7711

0.7711

0.8369 0.8372 0.8375 0.8375

0.8375

22.1369 22.1814 22.1814 0.8375

23.1759 23.1974 23.1317

22.1814 22.1814 22.1771

5

0.7938

0.7941
0.8183

0.7952 0.7952 0.7948

0.8195 0.8193

0.8561

0.8566 0.8566 0.8562 0.8569 0.8563

232129  23.1693

6 23.2129

0.8172 0.8160

0.8191

0.8882 0.8881

0.8791 0.8865

0.8883

245132 24.6754 24.4887 0.8883

24.5390 24.4078

24.8235

7

EHO. Tables 7 and 8 display the values of mean and stand-
ard deviation for two optimized objective functions by exe-
cuting each algorithm 30 times (i.e.30 runs).For example,
in case of airplane image with 7-level,the mean of objective
function values are 25.4804, 25.4739, 25.433, 25.3866, and
25.4413 and standard deviations are 0.0007474, 0.0087591,
0.0460967, 0.0587565, and 0.010462 respectively. Hence,
the proposed IEHO algorithm performs better with respect
to the others in segmentation with higher number of thresh-
old levels.

6.3.3 Convergence and computational Time

The convergence graph for different algorithms using two
objective functions are shown in Fig. 6 for lena and fishing
images. From this figure we find that the convergence rate
of conventional EHO has dramatically increased after incor-
porating the OBL and DC into the conventional EHO. The
improved EHO has been converged within 20 to 30 iterations
whereas average convergence rate of standard EHO together
with other algorithms is above 50 iterations.

The average execution time is measured to compare the
computational complexity of the different algorithms used
for multilevel thresholding. The average execution time of
IEHO, EHO, ABC, CS, BAT and, PSO are shown in Table 9.
Each of the algorithms is executed 30 times to calculate
the average execution time. It is evident from the table that
IEHO base segmentation is faster than other.

7 Conclusions

This paper proposes an OBL based improved elephant
herding algorithm incorporating dynamic Cauchy muta-
tion to enrich the performance of the standard EHO. OBL
is employed to accelerate the conventional EHO, and DCM
is incorporated to reduce the possibility of being confined
in local optima. The proposed IEHO is applied to multilevel
thresholding for image segmentation. The images under test
are taken from standard Berkeley Segmentation Dataset. The
performance of IEHO is compared with some recently pro-
posed evolutionary and classical optimization algorithms.
From the experimental results, we notice that the proposed
IEHO outperforms the conventional EHO, ABC, CS, PSO
and DP both in terms of quality at higher level threshold-
ing and convergence rate. This suggests that we can use the
proposed algorithm effectively for multilevel thresholding in
image segmentation for different applications.

@ Springer
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Table 9 Average executing
time in seconds of IEHO, EHO,
ABC, CS, BAT, and, PSO

@ Springer

Image K IEHO EHO ABC CS BAT PSO
Airplane 5 95.4 98.5 99.2 96.4 100.1 102.5
6 118.2 122.3 129.7 121.3 120.4 123.3
7 124.3 127.8 132.3 126.4 126.9 128.6
Baboon 5 75.6 78.3 80.6 77.4 82.4 79.8
6 100.1 102.6 104.7 101.5 106.3 104.8
7 111.5 115.7 117.5 113.6 119.4 117.6
Bird 5 60.7 65.7 67.8 63.2 69.7 68.9
6 85.3 87.8 89.5 86.7 89.7 89.6
7 102.5 106.7 105.6 104.8 105.1 107.6
Fishing 5 44.6 46.8 48.7 453 49.4 48.9
6 62.6 64.8 66.7 63.2 65.3 68.9
7 76.1 78.8 80.2 76.6 71.3 80.1
Lake 5 131.1 137.2 138.9 132.1 135.3 139.8
6 152.3 154.8 156.8 153.8 155.4 155.8
7 164.2 166.9 167.8 165.3 171.3 170.8
Lena 5 342 379 38.5 36.8 379 39.7
6 40.1 43.7 46.7 42.1 44.6 45.7
7 49.8 53.7 56.8 51.3 55.2 56.8
Peppers 5 31.6 35.7 37.6 335 36.5 38.6
6 532 56.7 57.8 55.7 56.4 58.6
7 85.3 89.6 90.5 87.4 89.3 90.3
snake 5 41.5 42.5 44.6 42.5 419 43.7
6 53.5 57.6 62.1 56.8 57.5 58.5
7 100.9 103.8 104.3 102.7 104.7 105.7
Starfish 5 125.5 131.6 132.2 128.8 136.7 137.2
6 143.5 145.5 147.6 144.9 145.8 147.7
7 163.7 165.7 166.3 164.7 167.9 168.5
women 5 25.2 28.6 30.4 27.4 27.8 30.4
6 43.7 45.7 46.7 45.1 46.9 47.8
7 65.7 67.8 70.2 66.7 67.5 70.2
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Fig.3 Images of a—f are the
5-level thresholded lake images
using IEHO, EHO, ABC, CS,
BAT, and, PSO taking Kapur’s
entropy as objective function.
(a’—f”) represents the histogram
with the threshold values of lake
images respectively
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Fig.4 Images of a—f are the
6-level thresholded pepper
images using IEHO, EHO,
ABC, CS, BAT and, PSO taking
Kapur’s entropy as objective
function.(a’—f”) represents the
histogram with the threshold
values of pepper images respec-
tively
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Fig.5 Images of a—f are the
7-level thresholded women
images using IEHO, EHO,
ABC, CS, BAT, and, PSO
taking Otsu’s between-class
variance objective function.a’—
f* represents the histogram with
the threshold values of women
images respectively
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Fig.6 a 6-level convergence
graph of lena image by kapur’s
objective function. b 6-level
convergence graph of lena
image by Otsu’s objective
function. ¢ 7-level convergence
graph of fishing image by
kapur’s objective function. d
7-level convergence graph of
fishing image by Otsu’s objec-
tive function
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