
Vol.:(0123456789)1 3

Evolutionary Intelligence (2021) 14:1213–1231 
https://doi.org/10.1007/s12065-019-00235-4

SPECIAL ISSUE

An efficient hybrid PSO polygamous crossover based clustering 
algorithm

Manju Sharma1  · Jitender Kumar Chhabra1 

Received: 31 August 2018 / Revised: 6 April 2019 / Accepted: 13 April 2019 / Published online: 30 April 2019 
© Springer-Verlag GmbH Germany, part of Springer Nature 2019

Abstract
Clustering of data into cohesive groups is an open area of research with lots of applications in different domains. Many 
traditional and metaheuristic algorithms have been proposed in the literature, but the main inherent problem with most of 
these algorithms is that they can easily get trapped in local optima and can lead to premature convergence. Thus a significant 
balance is required between exploration and exploitation to find a near optimal solution. This paper attempts to resolve this 
problem by proposing a real encoded hybrid algorithm (PSOPC) using PSO for global search and polygamous approach for 
crossover in order to refine the exploration and exploitation strategy. Parameters like inertia weight, crossover probability and 
alpha values in arithmetic crossover are also tuned dynamically to refine the optimization process. The Proposed hybrid algo-
rithm is simulated on seven real life data sets. It has also been compared with other four standard well known metaheuristic 
clustering algorithms i.e. Particle Swarm Optimization, Genetic Algorithm, Differential Evolution, Firefly Algorithm and 
Grey Wolf Optimization. The computational results demonstrate that the PSOPC outperforms other approaches in context 
of within cluster distance, cluster quality measures and convergence speed to find the near optimal solutions. Simulation 
results clearly reveal that the proposed algorithm PSOPC is able to generate compact clusters. Various external quality evalu-
ation measurements (like Precision, Sensitivity, Accuracy and G-measure) used for quality evaluation demonstrated that the 
proposed algorithm is able to perform better clustering than the other compared algorithms.

Keywords Clustering · PSO · Polygamous · Crossover · Metaheuristics

1 Introduction

Clustering is an unsupervised learning method that groups 
data sets items into clusters so that there must be more intra 
class similarity or more cohesiveness within cluster and low 
inter class similarity or uniqueness between clusters [1]. 
Many real world problems can be either declared as of this 
type or can be transformed to this type of problem. It has 
been used in various applications like medical and life sci-
ences, data mining, machine learning, artificial intelligence, 
economics, social sciences and earth sciences [2]. During 
last few years, a large number of clustering algorithms has 
been developed which can be roughly categorised into two 

categories: Partitional and Hierarchal Clustering [3]. Hier-
archical clustering build a tree like hierarchical structure for 
partitioning the data whereas partitional clustering divides 
the big data into non-overlapping clusters such that each 
data item belongs to only one cluster. As reported in the 
literature, partitional clustering is mostly used clustering 
technique for data partitioning. K mean algorithm [1, 4] 
is the most influential partitional clustering technique as 
it is simple and scalable. But, this algorithm can be easily 
trapped to local minima as its convergence speed depends 
on the initial clusters state. If the initial states are not chosen 
appropriately then the K mean algorithm leads to premature 
convergence. In case of large number of data sets, the search-
ing cost of K-mean algorithm is also large for finding the 
global optimal solution [5].

During past few decades, enormous metaheuristics and 
evolutionary approaches have been developed to overcome 
the above mentioned problem. Evolutionary algorithms are 
heuristic searches that never promise to give the accurate 
optimal results, but will definitely generate near optimal 
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solutions in less time. Still, the performance of metaheuristic 
algorithms requires more refinement for solving the cluster-
ing problems [6]. All the metaheuristic techniques based 
on the concept of randomization and local search. The two 
main components of metaheuristic algorithms are explora-
tion and exploitation. Exploitation generally searches around 
the currrent solution and selects the better solution whereas 
exploration increases the diversity of candidate solutions. 
A perfect combination of these component is needed for 
obtaining the best solution. Most popular metaheuristic 
algorithms are Genetic Algorithm, Differential Evolution, 
Particle Swarm Optimization, Ant Colony Optimization, 
Artificial Honey Bee Algorithm [7, 8], Firefly Algorithm, 
Grey Wolf Optimization [9], Harmony Search [10, 11] etc.

The main contribution of this paper is to provide a hybrid 
algorithm using Particle Swarm Optimization (PSO), polyg-
amy concept and crossover operator. This approach uses 
PSO algorithm for global search and a hybrid polygamous 
approach for crossover so as to refine the search process. 
The hybridization has been attempted to ensure diversifica-
tion as well to maintain the balance between exploration and 
exploitation phase. Two concepts i.e. crossover alpha value 
updation and inertia updation have been introduced in order 
to enhance the searching capability. The performance of the 
proposed PSO polygamous crossover (PSOPC) approach 
has been evaluated using the datasets from UCI repository 
[12] and is compared with other clustering approaches like 
PSO, Genetic Algorithm, Differential Evolution, Grey Wolf 
Algorithm and Firefly Algorithm.

Firstly, the performance of PSOPC and other algorithms 
are evaluated based on the intra cluster distance or we can 
say sum of within cluster distance as an objective function 
as well as based on their convergence speed. Then in order 
to evaluate the quality of clustering internally, some qual-
ity measurements like Precision, Recall, Accuracy and G 
measures are used to check whether the prediction of allo-
cating a point to a cluster is correct as per the actual class 
or not. Simulation results clearly indicate that the proposed 
PSOPC algorithm outperforms other techniques in terms of 
generating well compact cluster and as well as solving the 
problem of premature convergence. Simulation results of 
quality measurements shows that PSOPC is more efficient as 
compared to other algorithms in generating efficient clusters 
that has more similarity with the benchmark results.

1.1  Organization of paper

The rest of the paper is organized in the following sections. 
Section 2, describes the background details related to clus-
tering problem and the brief literature review of existing 
work in the area of evolutionary and metaheuristic cluster-
ing algorithms. Particle swarm optimization, Genetic algo-
rithm and polygamy concepts are described in Sect. 3 and 

proposed PSOPC Algorithms is presented in Sect. 4. Real 
life datasets, parameters initialization and simulation results 
are given in Sect. 5 and Sect. 6 summarizes the findings of 
work presented in paper as well as future work.

2  Background

This section firstly describes the basic concepts regarding 
clustering problem as well as its properties and thereafter 
gives the brief overview of related work already performed 
by various researchers in this area.

2.1  The clustering problem

The data clustering in d- dimension Euclidean space is a 
method of partitioning n data patterns/points/items sets into 
numerous clusters say (k clusters) depends on some simi-
larity pattern. Let the set of n data patterns be defined as 
S = {x1,  x2, …,  xn}. The Cluster set (P) be represented by 
P = {P1,  P2….Pk}, such that the data points belong to same 
cluster should have more cohesion and data patterns belongs 
to dissimilar clusters should have more separation and clus-
ters should satisfy the following properties [2, 9, 13].

1) Cluster should not be empty i.e. every cluster should 
contain at least one data pattern.

2) Each data pattern should belong to only one cluster i.e. 
two different clusters should not contain a common pat-
tern.

3) Each and every pattern must be absolutely attach to a 
cluster i.e.

If we want to apply a metaheuristic or evolutionary algo-
rithm for clustering, we need to state the problem as an opti-
mization problem. For solving an optima problem, a suitable 
objective function or fitness function needs to be defined. 
The partitioning of specified data sets can be done in numer-
ous ways so as to maintain the above mentioned proper-
ties. Also suitable fitness or objective function is required 
to compute the value of partition. The most commonly used 
fitness function is mean square error and is defined as [14]:

(1)i.e.,Pj ≠ �, ∀j ∈ {1, 2, 3… k}

(2)i.e.,Pj ∩ Pi = �, ∀j ≠ i and j, i ∈ {1, 2, 3… k}

(3)
k⋃

j=1

Pj = S

(4)f (S,P) =

n∑

j=1

min{||xj − Pi||2{i = 1, 2, 3… k}



1215Evolutionary Intelligence (2021) 14:1213–1231 

1 3

where min term represents the similarity between data point 
 xj and cluster center  Pi. And a well known similarity meas-
ure used in this paper is Euclidean distance, presented as:

where xim and xjm represents the value of data points xi and 
xj in mth dimension.

2.2  Related works

K-means (KM) is mainly used conventional clustering 
algorithm by virtue of its ease and effectiveness. But this 
algorithm usually converges in a finite number of steps and 
hence leads to local optima. Hence, a number of evolution-
ary clustering approaches have been designed by researchers 
in the past few decades. Shokhri and Alsultan [15] designed 
a new algorithm using simulated annealing meta-heuristic 
approach and theoretically proved the efficiency of their 
algorithm towards convergence to global solution. The main 
disadvantage of this approach was that no stopping point 
is computationally available. Maulik and Bandyopadhyay 
[16] developed a clustering technique based on Genetic 
Algorithm (GA). GA increased the searching capability by 
providing a good combination of exploration and exploi-
tation parameters. This approach provided better cluster 
centers than the existing approaches. Krishna and Murty 
[17] presented a new hybrid genetic KM algorithm using 
KM operator instead of crossover in genetic algorithm and 
a distance based mutation operator. They proved that the 
proposed algorithm leads to better optimal solution than 
other evolutionary algorithms. Sung and Jin [18] formulated 
a heuristic approach for clustering problem, by combining 
two functions i.e. packing and releasing procedures with the 
tabu search. This algorithm prevented the searching capabil-
ity from being stuck to local optima and it outperformed the 
other heuristic algorithm like simulated annealing (SA), k 
mean algorithm etc.

Cura [19] developed a novel Particle swarm optimiza-
tion (PSO) based clustering approach and results revealed 
that the proposed approach was comparatively more effec-
tive and applicable when the number of clusters not known 
in advance. To decrease the degeneracy arosen by differ-
ent chromosomes on relating the same cluster center, a new 
clustering algorithm based on gene rearrangement has been 
developed by Chang et al. [20]. The proposed algorithm also 
incorporated a new crossover operator based path that made 
it more exploratory efficient than KM, GA, KGA algorithm. 
Shelokar et al. [21] presented an Ant Colony Optimization 
(ACO) technique for optimal partitioning of different objects 
into separate clusters. This algorithm mimiced the behaviour 

(5)d(xi,xj) =

√√√√
d∑

m=1

|xim−xjm|2

of real ants for finding a shortest path from source to destina-
tion and then back to source. This approach was compared 
with other stochastic methods like GA, simulated annealing 
and tabu search and found more promising in terms of per-
fect quality solution, processing time and average number 
of evaluation.

Nehsat et al. [22] presented a hybrid PSO and K mean 
technique (PSOK) for generating the better cluster centers. 
PSO provides the global search and then the KM algorithm 
provides the local search. This algorithm outperformed KM, 
PSO and other hybrid approaches. [23] simulated the behav-
ior of Artificial bee colony (ABC) with DE, PSO, and other 
evolutionary algorithms for multimodal problems and found 
that the ABC is better than the others and this behavior of 
honey bee can be used for solving the clustering problems. 
Fathian et al. [24] extended the behavior of Artificial Bee 
Colony (ABC) for data clustering. They proposed honey 
bee mating algorithm and compared their results with SA, 
GA TS and ACO by simulating them on various data sets. 
The main strength of this technique was its capability of 
finding better solution, and better processing time. Kwedlo 
[25] described a hybrid Differential evolution with K mean 
algorithm (DE-KM) to generate quality clusters in terms of 
sum of square errors (SSE) criteria. They incorporated the K 
mean algorithm in the steps of DE algorithm and compared 
their simulation results with K mean and DE algorithm. The 
hybrid one was found better than K mean as well as DE.

Another nature inspired recently developed optimization 
algorithm that simulates the flashing action of fireflies was 
Firefly Algorithm [26]. Senthilnath [27] used firefly algo-
rithm for data clustering and compared its behavior with 
ABC and PSO based on classification error percentage 
performance measure. The results described that the firefly 
approach used by them is more reliable, efficient and robust 
in generating the optimal cluster centers. Hassanzadeh and 
Meybodi [28] also used the concept of firefly algorithm to 
remove premature convergence of k mean algorithm. They 
used a hybrid approach by incorporating the FA in K mean 
algorithm (KFA). Firstly FA was used to find the cluster 
centers and then the refinement was done by using k mean 
algorithm for finding the optimal cluster centers. The experi-
mental results revealed that the KFA algorithm improved 
efficiency than k mean, PAO and KPSO.

Membrane computing is a class of distributed parallel 
computing motivated by actions of membranes and cells. 
The objects in cells are evolved by evolution mechanism 
mainly provided by selection, crossover and mutation opera-
tor and they are the candidates of cluster centers and are 
communicated with each other by two rules—antiport rule 
and symport rule [29]. Peng et al. [30] used this behavior 
of tissue like P system to generate better cluster centers 
and simulation results showed that the P system provides 
good quality clusters and high robustness. Harmony Search 
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(HS) proposed by Geem et al. [31] is a global optimization 
approach that is motivated by musician’s harmony improvi-
sation process. Alia et al. [32] proposed a new method using 
this approach that consists of two stages. Firstly, the HS 
explored the search space from the given data items in order 
to discover the better cluster centroid. Then the cluster cen-
troid discovered by HS was evaluated by drafting a c-means 
function. Their experimental results showed that the pro-
posed approach may decrease the complexity of choosing 
an initialization population for C mean algorithms. Kumar 
et al. [9] developed a grey wolf based clustering technique 
(GWO) and used its search features for finding the better 
cluster centers. The computational results showed that the 
developed algorithm provides better values in terms of clus-
ter quality metrics.

Although the above mentioned meta-heuristic evolution-
ary approaches have been successfully applied on clustering 
problem, still they are not able to maintain balance between 
exploration and exploitation. As discussed earlier, a large 
number of metaheuristic algorithms like GA, DE, PSO, FA, 
GWO, HS etc. and their hybrid combination with other algo-
rithms have been proposed by different authors. Still, a lot 
of refinement is required to improve their performance. In 
this paper we have refined the exploitation behaviour of PSO 
algorithm with crossover operator of GA and polygamous 
selection. The shortcomings of GA and PSO algorithms as 
well as the benefits of polygamous selection have been dis-
cussed in next sections that provoke the authors in proposing 
a new PSOPC hybrid evolutionary algorithm.

3  GA, PSO and polygamy

This section describes the concepts as well as limitation of 
GA and PSO algorithm that urges the author to describe a 
new algorithm.

3.1  Genetic algorithm

Genetic algorithm proposed by Holland [33] is a globally 
optimized search technique based on the mechanism of 
genetics and natural selection [34]. GA works on the popu-
lation of fixed length strings and the strings are analogous 
to chromosomes in genetics. Chromosomes are made up 
of genes and the values of genes are called alleles. There 
is a fitness value associated with each chromosome. The 
sequence of operations in GA include: Initialization, Selec-
tion followed by Reproduction and Replacement. Initializa-
tion step uses suitable encoding scheme for initialization of 
population. Then selection operator selects the individual 
according to specific mating technique. After that repro-
duction operators are used to preserve trade-off between 
exploitation and exploration. Thereafter the replacement 

step replaces the old population with the new one [35]. The 
execution stops after fixed generations. The Pseudo code of 
GA is given in Fig. 1.

3.2  PSO

PSO proposed by Eberhart and Kennedy [36] is one of the 
evolutionary optimization and swarm intelligence based 
technique. It is a global search approach that searches the 
search space simultaneously using multiple individual par-
ticles that can better investigate the search space for finding 
the better optimal solution. PSO uses the global best solu-
tion, individual particle’s best local solution and its inertia 
to find out the direction of movement of each particle within 
the search area [37, 38]. Flow chart showing the sequence of 
PSO Algorithm is shown in Fig. 2.

Let p be the number of individuals/Particles in the 
d-dimensional search space. For each particle i at time 
period q, the current position is represented as  pi(q) and 
the velocity is  Vi(q). The updated position and velocity of 
every individual during optimization steps is specified by 
Eqs. 6 and 7

where  Vi(q + 1) is the updated velocity and  pi(q + 1) repre-
sents ith particle updated position at time period q + 1.  pi, is 
the position of particle i. w is the inertia coefficient (It can be 
a constant number). r1 and r2 are the two random uniformly 
distributed numbers in interval (0–1). c1 and c2 are learning 
coefficients.  Pbesti(q) indicates particle i local best position 
at time (q + 1) and the Gbest (q) is the global best position 
for all the particles at time q. After each iteration, the local 
particle best solution is specified by Eq. 8.

Here, f(p) represents the fitness function and the global 
best particle solution is represented by Eq. 9:

3.3  Polygamy

Polygamy is a crossbreed concept where one individual has 
multiple mates to generate favourable offspring’s. Polygamy 
is found to be valuable genetically in a variety of species 
[39] like Buffalo, Cows, lion, elk, fur seals etc. Polyandry is 
an additional form of polygamy in which female entity mates 
with multiple male entity during reproduction season e.g. 
honey bees are polyandrous as a queen bee usually mates 

(6)
Vi(q + 1) = wVi(q) + r1c1(Pbesti(q)

− pi(q)) + r2c2 (Gbest (q) − pi(q))

(7)pi(q + 1) = pi(q) + Vi(q + 1)

(8)

Pbesti(q + 1) = Pbesti(q), if f(pi(q + 1)) > = f(Pbesti(q))

pi(q + 1), if f(pi(q + 1)) < f(Pbesti(q))

(9)Gbest(q + 1) = argmin f(Pbesti(q + 1), (1 < i <= n) )
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with more than one male that generates diversity in the col-
ony. Similar idea can be used in genetic algorithm, where 
polygamy is a special case of elitism that selects the best 
chromosome from each generation and participated in the 
crossover with all other chromosomes present in the mating 
pool generated by any of the selection technique [40]. The 
pseudocode of Polygamous selection for better crossover is 
shown in Fig. 3:

Above sections clearly describe the concept of GA, PSO 
and Polygamy. Both GA and PSO are the powerful algo-
rithms but they have their own limitations. GA mainly looses 
the data regarding unselected individuals [41]. So in order to 
save the data about all individuals PSO has memory compo-
nent and can solve that problem. But if the value of particle’s 
position is same as that of local and global best solution, 
then PSO can also be trapped into local optima. So in order 
to remove these limitations we have proposed a hybrid algo-
rithm using GA and PSO and also incorporated the concept 
of polygamous selection before crossover.

The major contributions of the projected algorithm are:

• A discrete hybrid approach named as PSOPC is formu-
lated as an evolutionary data clustering technique using 
the concept of PSO, GA and polygamous selection.

• Due to limited exploitation capability PSO usually stick 
into local optima. Hence, we incorporate a polygamous 
selection based crossover operator at updation step of 
PSO to maintain an efficient stability between exploita-
tion and exploration.

• In the proposed PSOPC, parameters like inertia weight 
and alpha values for arithmetic crossover are dynamically 
updated for further improving the exploration behaviour 
of PSO.

• To verify the supremacy of proposed approach, this 
algorithm is compared with recent well known evolu-
tionary algorithms (like GA, FA, DE, GWO, PSO) on 
seven real-life data sets. Statistical test over results and 
graphs clearly reveals that the proposed approach is bet-
ter than other compared approaches in terms of sum of 
within cluster distance (SWCD), Precision, Sensitivity, 
Accuracy, G Measure and convergence speed.

GA Algorithm

Begin 
Input:
Define  fitfxn- fitness function (related to specific problem)   to evaluate chromosome
Define  n – size of population in each generation
Define Pc – crossover probability
Define Pm – mutation probability
Define Maxgen- maximum number of generations

Output: Optimal solution 

Encode the solution space  
P = Initialize the population 
Initialise Gen=1
Begin while Gen <= Maxgen

// Call selection operator  to create mating pool of   size
L= SELETION (P, n) 
// Apply crossover n/2 times 

C = Crossover (L, n, Pc)  
//Apply Mutation  operation  
M= Mutation (C, Pm)
//Apply generational replacement

Replace(P, M, n)
//Find best individual in generation 
z(gen):=min(P)
gen = gen+1

end while
best =min(z)
// Optimal solution

end

Fig. 1  Pseudo code of GA
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4  Proposed algorithm (PSOPC)

GA is good global optimal technique but it suffers from 
some difficulties [36] like it sometimes distracts from pro-
gress towards better solution due to mutation operators and 
the change in genetic population leads to the destruction 
of previous knowledge (except in elitism). The complica-
tions of GA can be overwhelmed by PSO as it has memory 
component. In PSO there is always an interaction within 
the particles of a group that enhances the progress towards 
best global solution, and that best global solution is always 
retained by all the particles [36] but, still PSO algorithm 
is not capable in preventing from being trapped into local 
optimal solution and usually converges after a short period 

of time. So to overcome the above difficulties a novel hybrid 
algorithm PSOPC is proposed here that uses the concept 
of PSO along with polygamy and crossover operator. The 
flowchart of the proposed algorithm is as shown in Figs. 4 
and 5 shows the applicability of the proposed approach in 
clustering problem.

The details of all steps of PSOPC are described below:

4.1  Solution space encoding

Every particle is represented as search agent and every agent 
is represented as a string of real numbers that represents k 
number of cluster centroid. In case of d-dimensional search 
space, length of every particle is represented in terms of 
2D matrix k × d. Here each row specify the cluster center 

Fig. 2  Flow chart code of PSO

Yes
Is Last 
Iteratio

n
reache

Is Last 
particle 
reached

Initialize the position and velocity of each particle in population

for each iteration( Repeat for N iterations)

For each particle (p)

Evaluate the fitness function fx(p)

If fx(p)>fx(Pbest) then Pbest=p

If fx(p)>fx(Gbest) then Pbest=p

Update velocity and position of each particle according to Eq 6 and 7

Start

No

No

Yes
Stop

Fig. 3  Pseudo code of polygamy
Begin while Gen <= Maxgen

// Select the best individual from the population P
king=min(fitfxn(P))
// other individual is selected randomly
L= SELETION (P)
// Apply crossover between the best and other one with crossover probability Pc

C = Crossover (King, L, Pc)  
Replace(P, C, n)
//Find best individual in generation 
z(gen):=min(P)
gen = gen+1

end while
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Apply Eq 8 and 9 to generate Pbest and Gbest in itera�on

Evaluate the fitness of new par�cles and replace the exis�ng ones.

Is Last 
par�cle 

reached?

Termina�
on 

Condi�on 
Reached?

Start

Ini�alize iner�a weight (w)

for each itera�on( Repeat for N itera�ons)

For each par�cle (p)

Update velocity and posi�on of each par�cle according to Eq 6 and 7

Apply polygamy  

No

No

Yes

Yes
Stop

Update Pbest and Gbest and decrease the value of iner�a weight(w) gradually

Perform Arithme�c Crossover by gradually changing the value of crossover 
probability

Fig. 4  Flow chart of PSOPC approach
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and the column specify the attributes of data sets from any 
clustering problem.

Consider the example: Let k = 2 and d = 4, (i.e. problem 
has four attributes and the number of clusters being consid-
ered as two). Then each particle is shown as

5.1 3.5 1.4 0.2 Cluster 
center 1

4.9 3.0 1.4 1.3 Cluster 
center 2

4.2  Population initialization

First of all, each particle is initialized and encoded with k 
arbitrarily selected data points from data sets as cluster cent-
ers. The above initialization step is repeated for each particle 
of population (npop), where npop is the maximum number 
of particle’s population.

4.3  Fitness function

Clustering is an unsupervised learning technique. But, if we 
want to use an evolutionary or metaheuristic algorithm to 

PSOPC Clustering Algorithm

Input:
Define the Maximum Clusters: k;
Swarm or Population Size: nPop;
Maximum Number of Iterations: Maxit;
Arithmetic crossover parameter: alpha;       
Personal and Global Learning Coefficient c1, c2;     
Population Dimension: Varsize;  
Crossover probability: Pc

Output: Optimal Cluster Centers and intra clusters distance (Cost)

Begin
Generate the initial swarm particles population npop with k randomly selected cluster center.  
Initialise the velocity of every particle.
Compute the distance of every particle from the centroid and assign it to cluster. 
Evaluate the particle’s fitness using the fitness function used in equation 10.
Update the individual Particle’s best (Pbest ) as well as best global solution (Gbest) using Eq 8 and 9

for it=1 to MaxIt
Initialise the Pc=m and inertia weight w= q;          
for i=1:nPop

Update Velocity of each particle using Eq 6
Gradually decrease w up to a limit.
Apply Velocity max and min Limits.
Update Position of each particle using Eq. 7
Apply Position Limits
Evaluate the particle’s fitness using the fitness function 

% Apply polygamy and perform Crossover
Prand: generate a random particle/ cluster center
P: :Select the best solution  
Perform Crossover( Prand, P)        
Gradually decrease the value of Pc upto a limit and then stop performing crossover 
Evaluate the new clusters centres and replace the existing ones
Update Personal Best (Pbest) and Global best (Gbest)using Eq 8 and 9

End for
Best=Gbest;

End for
. End

Fig. 5  Pseudocode of PSOPC clustering algorithm
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perform clustering, we should state the problem as an opti-
mization problem. Hence, we need an objective function or 
fitness function. Fitness computation consists of two tasks:

First of all Euclidean distance of each data points to all 
clusters centroid is computed. Then, every data point is allot-
ted to corresponding cluster that has minimum Euclidean 
distance. Subsequently, the centroid of a cluster is replaced 
with the calculated mean of all data points belong to that 
cluster.

Then the fitness function is calculated as SWCD that is 
the most commonly used evaluating criteria for determin-
ing the cluster quality. Lower the value of the SWCD, better 
will be the cluster quality. The objective function is given 
in equation

Here  Zi represents cluster centroid of cluster  Pi.

4.4  Inertia coefficient, particle position and velocity 
updation

The inertia coefficient w is fixed in the beginning of PSOPC. 
This inertia value plays a crucial role in updating the veloc-
ity and selection of a good particle position; hence as the 
search proceeds, PSOPC gradually changes the alpha value. 
Initially the value of w is set to 2, and then it iteratively 
decreases to 0.1, till it reaches a threshold of 0.4. Thereafter, 
it will remain same for remaining iterations.

Then, velocity and position of each particle is updated 
using Eqs. 6 and 7.

4.5  Apply polygamy and perform crossover

Polygamous selection selects the best particle from each 
generation and this particle will participate in the crossover 
with all other chromosomes present in the mating pool gen-
erated by any of the selection technique. In PSOPC we per-
form the arithmetic crossover [42] by passing two parents, 
one is the best particle (Pbest) of the iteration generated by 
Eq. 8 and other is randomly generated (Prand). Pseudocode 
of the arithmetic crossover is given as:

Arithmetic Crossover (x1, x2)
    Input:
    Define alpha coefficient
    Output:
    Child particles: PChild1, Pchild2

(10)F(P1,P2 …Pk) =

k∑

i = 1

∑

xj∈Pi

||zi − xj||

  Begin
  PChild1 = alpha.*x1 + (1-alpha).*x2;
  PChild2 = alpha.*x2 + (1-alpha).*x1
  End

The value of alpha is gradually decreased by some 
constant factor until it reaches the threshold. In proposed 
approach the value of alpha is primarily set to 0.8, and for 
every iteration it gradually decreased with 0.01 values, till 
it reaches a threshold of 0.3. After that, its value will remain 
unchanged for the remaining generations. Then the existing 
particles are replaced with the generated offspring’s as well 
as the value of particle local best and global iteration best 
is also updated.

4.6  Termination condition

In this algorithm the computation is performed for the pre-
determined number of iterations. The best cluster centroid 
or particle generated after last iteration gives the solution of 
the clustering problem.

5  Implementation and observations

The proposed algorithm has been implemented in MAT-
LAB and compared with the recent well known algorithms 
reported in literature, like GA [16], PSO [19, 43], DE [25], 
FA [28] GWO [9, 43] using standard benchmark datasets.

5.1  Data set used

To analyse the efficiency of PSOPC, the author has per-
formed experiments on seven benchmark datasets obtained 
from UCI repository [12]. Table 1 shows the properties of 
datasets used for simulation.

Table 1  Data set properties

Name Instances Attributes Classes

Wine 178 13 3
Haberman 306 3 2
Glass 214 9 6
Bupa 345 6 2
Iris 150 4 3
CMC 1473 9 3
Cancer 683 9 2
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5.2  Parameter setting

GA parameters
∙ Population size: 30
∙ Number of Generation: 200
∙ Crossover: PMX crossover
∙ Probability of Crossover: 0.8
∙ Probability of Mutation: 0.01

PSO parameters
∙ No of particles: 30
∙ Number of Generation: 200
∙ Inertia Weight (w) = 1 with 

gradual decrease by 0.01 and 
Velocity max = 255;

∙ Personal and Global Learning 
Coefficient 2.0;

DE parameters
∙ Population size: 30
∙ Number of Generation: 200
∙ Scaling Factor Lower Bound: 

0.2
∙ Scaling Factor Upper Bound: 

0.8
∙ Probability of Crossover: 0.2

FA parameters
∙ No of Fireflies: 30
∙ Number of Generation: 200
∙ Light Absorption Coefficient 

gamma = 1
∙ Attraction Coefficient beta = 2
∙ Mutation Coefficient alpha = 0.1

PSOPC parameters
∙ No of particles: 30
∙ Number of Generation: 200
∙ Initial Inertia Weight (w): 2
∙ Global Learning Coefficient: 

2.0
∙ Personal Learning Coefficient: 

2.0
∙ Gradually decreasing Crosso-

ver Probability pcmin = 0.2, 
pcmax = 1, Pdec = 0.02

GWO parameters
∙ Population size: 30
∙ No of Generation: 200
∙ Alpha linearly decreasing from 

2 to 0

5.3  Cluster quality metrics

To analyse the effectiveness of the proposed algorithm, the 
simulation results are compared using some extensively 
used cluster quality measurements [44, 45] i.e. Precision, 
Senstivity, Accuracy and G-Measure (Fowlkes–Mallows 

index) by comparing each point’s obtained cluster with the 
corresponding actual cluster. For each such pair, these met-
rics indicate whether the prediction of allocating a point to 
a cluster is correct as per the actual class. Larger values of 
these measures are indicators of improved clustering. These 
metrics are mathematically defined as follows [9, 45]:

Precision Represents the fraction of relevant datapoints 
among the retrieved datapoints.

where Mij is the number of data sets of class j belongs to ith 
cluster. Mi is the total number of data sets of cluster i.

Sensitivity/Recall: represents the fraction of retrieved rel-
evant datapoints over the total number of relevant datapoints.

where Mj is the total number of data sets of Class j.
Accuracy: represents the fraction of retrieved relevant 

datapoints over the total number of cases.

where Mj is the total number of cases.
Fowlkes–Mallows (FM) index Also known as G Measure.

Also the results are compared with other metaheuristic 
algorithms in terms of intra cluster distance as shown in 
Eq. 10. Lower the value of the SWCD, better will be the 
cluster quality.

5.4  Simulation results

Table 2 indicates the mean and standard deviation com-
putational results of different stochastic approaches for 

(11)Prec(i,j) = Mij / Mi

(12)Senstivity(i,j) = Mij / Mj

(13)Accuracy(i,j) = Mij / MT

(14)
√
Pr ec(i, j) × Senstivity(i, j)

Table 2  Best, (mean) and [SD] 
values of SWCD obtained by 
simulation of algorithms

SWCD Wine Glass Haberman Bupa CMC Iris Cancer

GA 16,315.18
(16,348.75)
[44.35332]

244.75
(248.974)
[4.467573}

2566.993
(2571.496)
[13.36826]

9856.594
(9903.735)
[54.72817]

5577.585
(5737.524)
[89.70322]

96.8322
(100.8978)
[6.698758]

2982.766
(3051.275)
[84.22881]

FA 16,294.78
(16,302.72)
[6.406055]

265.78
(273.045)
[11.11685]

2566.989
(2567.157)
[0.343001]

9852.081
(9852.082)
[0.00129]

5568.315
(5671.362)
[54.28282]

96.677
(97.09106)
[1.175816]

2964.491
(2964.586)
[0.097491]

DE 16,304.5
(16,316.74)
[7.903596]

269.46
(283.694)
[5.977748]

2566.989
(2566.992)
[0.005711]

9851.722
(9853.501)
[2.97553]

5553.96
(5580.137)
[13.73894]

97.7523
(100.4732)
[1.867642]

2966.483
(2981.682)
[13.48269]

PSO 16,310.35
(16,338.83)
[22.90948]

215.095
(230.031)
[14.83343]

2566.989
(2567.473)
[0.574505]

9851.723
(9912.65)
[62.36535]

5704.635
(5876.24)
[120.5661]

96.6555
(100.1428)
[6.515229]

3003.477
(3211.054)
[159.01]

GWO 16,315.0
(16,339.0)
[13.846]

246.77
(249.089)
[3.4333]

2567.3
(2590.8)
[24.456]

9875.66
(9895.95)
[19.3049]

5823.7
(5823.8)
[90.735]

96.885
(99.812)
[7.7482]

2964.642
(2964.882)
[0.10452]

PSOPC 16,292.184
(16,292.54)
[0.60747]

210.433
(219.28)
[11.32426]

2566.989
(2566.989)
[9.33E−13]

9851.721
(9851.721)
[3.66E−05]

5532.1847
(5532.197)
[0.011096]

96.6555
(96.6555)
[2.92E−14]

2964.387
(2964.387)
[4.67E−13]
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20 independent runs. The main aim of this simulation is 
to check whether the proposed algorithm is able to gener-
ate compact clusters or not. As shown in Table 2, values 
attained by PSOPC outperform the other algorithms. For 
wine dataset, the SWCD optimal value obtained from pro-
posed approach is 16,292.184 with very small standard 
deviation and for glass dataset optimal value obtained from 
PSOPC is 210.433 which is better than the other approaches. 
For IRIS dataset, the optimal value obtained from PSOPC is 
96.5403 which is comparable with that of PSO and FA but 
convergence speed of PSOPC is better as compared to PSO 
and FA as shown in Fig. 16. For Haberman dataset, the opti-
mal value obtained from PSOPC is 2566.9889 which is same 
as that of PSO, FA and GA. But, in context of mean and 
standard deviation results, PSOPC is much better than other 
ones. For Bupa and CMC dataset, the optimal value obtained 
from PSOPC is 9851.721 and 5532.1847 respectively which 
is comparable with other algorithms but PSOPC is faster in 
terms of convergence towards optimal solution as shown 
in Fig. 17. For Cancer dataset, the mean value of SWCD 
in PSOPC is 2964.387 with 4.67e−13 standard deviation 
which is much better than other algorithms. As discussed 
in Sect. 4.2, lower the value of SWCD better will be the 
clustering. Simulation results in Table 2 clearly show the 
value of SWCD for PSOPC is lower in most of the cases. In 
some cases, mean SWCD value of PSOPC is similar to other 
algorithm but PSOPC is found to be better in these cases 
with zero or negligible standard deviation. For PSOPC, best 
and mean value are exactly same for Haberman, Bupa, Iris, 
Cancer. In order to test the robustness of these clustering 

algorithms, we repeated the experiments 20 times for each 
data set. In each run we have performed 200 iterations, The 
Best value taken here is value corresponding to 200th itera-
tion of each run. Consider the case for IRIS dataset, value of 
SWCD at 200th iteration is 96.6555 for each 20 runs. But if 
we consider the values for all iterations of each run and then 
calculate its mean, then it comes out to be different. Mean 
value of simulation result for 4000 iterations (200 × 20) is 
99.370, but best value is 96.655 in case of Iris. Similar is the 
case with Haberman, Bupa and Cancer datasets also.

The analysis of the clusters quality in terms of precision, 
sensitivity, accuracy and FM index is provided in Tables 3, 
4, 5, 6, 7, 8 and 9 and Figs. 6, 7, 8 and 9. The main aim 
of these simulations is to check whether the prediction of 
allocating a point to a cluster is correct as per the actual 
class. Larger values of these measures are the indicators 
of improved clustering. Results have been simulated for 
20 independent runs for PSOPC and other corresponding 
algorithms for iris, Bupa, Haberman, Breast Cancer, CMC, 
Wine, and Glass datasets respectively. Simulation results 
indicate that the PSOPC performs better in most of the 
cases than other algorithms in terms of precision, sensitiv-
ity, accuracy and FM index. The Proposed algorithm PSOPC 
is found to be better in almost all the cases with zero or 
negligible standard deviation

Table 3 shows the values of cluster quality metrics for Iris 
datasets. Precision values for different algorithms indicate 
the probability of correct assignment of data points in the 
same clusters. Sensitivity is the probability that specifies that 
we have predicted correctly. The G measure is the geometric 

Table 3  Mean [SD] of IRIS 
cluster quality metrics

PSO GA DE FA GWO PSOPC

Precision 0.859336
[0.0106955]

0.911284
[0.00971]

0.913005
[0.013308]

0.91111
[0.004726]

0.887466
[0.017346]

0.9119
[1.17028E−16]

Sensitivity 0.89
[0.020668]

0.9
[0.010887]

0.902667
[0.013771]

0.89
[1.17E−16]

0.8
[0.020668]

0.9
[1.17E−16]

Accuracy 0.880667
[0.034634]

0.9
[0.010887]

0.902667
[0.013771]

0.88
[1.17E−16]

0.870776
[0.034634]

0.9
[1.17E−16]

G measure 0.899265
[0.014549]

0.905621
[0.00997]

0.905816
[0.013153]

0.905025
[0.002341]

0.8912278
[0.015244]

0.9059
[1.17E−16]

Table 4  Mean [SD] of Bupa 
cluster quality metrics

PSO GA DE FA GWO PSOPC

Precision 0.568029
[0.015834]

0.564729
[0.002819]

0.574494
[0.002221]

0.570368
[0.002178]

0.52438
[0.06178]

0.575761
[1.17028E−16]

Sensitivity 0.540586
[0.011674]

0.544741
[0.002011]

0.545983
[0.001748]

0.542578
[0.001576]

0.52456
[0.05576]

0.546983
[1.17E−16]

Accuracy 0.487246
[0.015304]

0.484741
[0.002011]

0.494493
[0.002027]

0.490435
[0.001833]

0.48012
[0.0548]

0.495652
[0]

G measure 0.554135
[0.013705]

0.559534
[0.002271]

0.560057
[0.001979]

0.556299
[0.001846]

0.47005
[0.01812]

0.561188
[0]
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Table 5  Mean [SD] of 
Haberman cluster quality 
metrics

PSO GA DE FA GWO PSOPC

Precision 0.494124
[0.01211]

0.494971
[0.013515]

0.505
[0.0012]

0.503151
[0.005848]

0.50520
[0.0131]

0.515
[1.17028E−16]

Sensitivity 0.505333
[0.015506]

0.50642
[0.01728]

0.508259
[0.0034]

0.516889
[0.007496]

0.5064
[0.0164]

0.519259
[1.17E−16]

Accuracy 0.518301
[0.00675]

0.516993
[0.007193]

0.519608
[0.0051]

0.519608
[1.17E−16]

0.5080
[0.0198]

0.519608
[1.17E−16]

G measure 0.504726
[0.013807]

0.505691
[0.015399]

0.517125
[0.0132]

0.515016
[0.006671]

0.4888
[0.0257]

0.517125
[1.17E−16]

Table 6  Mean [SD] of Breast 
Cancer cluster quality metrics

PSO GA DE FA GWO PSOPC

Precision 0.94974
[0.005163]

0.920781
[0.003205]

0.943098
[0.001308]

0.964020029
[0.00322]

0.883980
[0.00512]

0.964020029
[1.17028E−16]

Sensitivity 0.948088
[0.012793]

0.939568
[0.008969]

0.94681
[0.002375]

0.947574
[0.00246]

0.94011
[0.0011]

0.958484
[1.17E−16]

Accuracy 0.948126
[0.008172]

0.929297
[0.005556]

0.94369
[0.001662]

0.964861
[1.17E−16]

0.94870
[0.00611]

0.964861
[1.17E−16]

G measure 0.943889
[0.008963]

0.931154
[0.006076]

0.949949
[0.001843]

0.941248
[0.001348]

0.94380
[0.001380]

0.961248
[0]

Table 7  Mean [SD] of CMC 
cluster quality metrics

PSO GA DE FA GWO PSOPC

Precision 0.278508
[0.002726]

0.276951
[0.002197]

0.289354
[0.003381]

0.285917
[0.002862]

0.31201
[0.00427]

0.3196
[5.85E−17]

Sensitivity 0.302197
[0.003758]

0.303416
[0.004107]

0.302541
[0.004232]

0.301404
[0.002243]

0.311425
[0.00347]

0.327301
[5.85E−17]

Accuracy 0.306301
[0.004573]

0.306925
[0.00201]

0.305431
[0.004104]

0.305567
[0.001614]

0.31683
[0.00822]

0.321113
[0]

G measure 0.301023
[0.001431]

0.299886
[0.002569]

0.300722
[0.003579]

0.298386
[0.002261]

0.3143
[0.00482]

0.323428
[0]

Table 8  Mean [SD] of Wine 
cluster quality metrics

PSO GA DE FA GWO PSOPC

Precision 0.729621
[0.003244]

0.71742
[0.002258]

0.721097
[0.00446]

0.721268
[0.002262]

0.69268
[0.0326]

0.732727
[0.002709]

Sensitivity 0.708492
[0.005362]

0.704992
[0.003227]

0.700541
[0.00675]

0.701201
[0.003728]

0.681201
[0.004637]

0.711317
[0.006189]

Accuracy 0.701798
[0.004625]

0.698989
[0.002369]

0.703483
[0.005922]

0.704045
[0.003189]

0.64045
[0.004576]

0.714607
[0.005163]

G measure 0.718978
[0.004308]

0.716118
[0.002738]

0.710745
[0.005606]

0.711165
[0.003001]

0.70123
[0.00223]

0.721122
[0.005006]

Table 9  Statistical unpaired t 
test based on mean of SWCD 
between best and second best 
algorithm

Data set SE t CI P (two-tailed) Significance

Wine 1.439 7.0788 − 13.09820698760 to − 7.27255301240 < 0.0001 HSS
Glass 4.173 2.5764 − 19.1986693522 to − 2.303330647 0.0140 SS
Haberman 0.001 2.5175 − 0.00580029418 to − 0.00062970582 0.0162 SS
Bupa 0.000 1249.5466 − 0.36127936307 to − 0.36011063693 < 0.0001 HSS
CMC 12.138 11.4653 − 163.73760594171 to − 114.59338205829 < 0.0001 HSS
Iris 0.263 1.6566 − 0.96781452316 to 0.09669452316 0.1058 NSS
Cancer 0.022 9.1426 − 0.24343593715 to − 0.15517406285 < 0.0001 HSS
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mean of both Precision and Sensitivity. It is the single term 
used to measure the clustering quality. Accuracy is the close-
ness of the result to the actual result. The values of Preci-
sion, Sensitivity, Accuracy and G Measure for PSOPC are 
0.9119, 0.9, 0.9 and 0.9059 respectively, which are better 
than the corresponding values of other algorithms. Table 4 
shows the values of cluster quality metrics for Bupa datasets. 
The values of all the quality measures for PSOPC are more 
than other algorithms. The values of FA are approximately 
similar to PSOPC algorithm but PSOPC is better in terms of 
negligible standard deviation. For Haeberman, the values of 
Precision, Sensitivity and G Measure for PSOPC are 0.515, 
0.5192 and 0.5171 respectively with almost zero standard 

deviation. Overall performance of PSOPC is better that oth-
ers, although accuracy of FA is also same as PSOPC, as 
shown in Table 5. Similarly Table 6 indicates that the preci-
sion and Accuracy value for both PSOPC and FA are 0.9640, 
0.9640 and 0.9648, 0.9648 respectively. But PSOPC is better 
in terms of Sensitivity and G Measure.

Tables 7 and 8 show the Precision, Sensitivity, Accuracy 
and G Measure value for CMC and Wine datasets. Values 
clearly indicate that the value of all the cluster quality meas-
ures is better for PSOPC as compared to other algorithms. 
For example as shown in Table 7, Precision value for PSOPC 
is 0.3196 with 5.85e−17 deviation which is far much better 
than other algorithm.

Fig. 6  Comparison of precision quality for glass dataset

Fig. 7  Comparison of senstivity quality for glass dataset
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Figures 6, 7, 8 and 9 show the graphical representation of 
cluster quality metrics for glass dataset. As shown in Fig. 6, 
Precision value for glass dataset for PSOPC is highest and 
GWO, and DE are next. This simulation result clearly indi-
cates that the probability of correct assignment of data 
points in the same clusters by PSOPC is more than that of 
the other algorithms. Sensitivity is the fraction of actual 
pairs that has been identified. Figure 7 shows that the value 
of sensitivity for PSOPC, GWO, FA, DE, GA and PSO. It 
can be observed from Fig. 7 that PSOPC predicted the pair-
ing of data points more correctly than the other algorithms. 
The values of accuracy of various algorithms are repre-
sented in Fig. 8, indicates that the clustering performed by 
PSOPC is more close to actual dataset than the other clus-
tering techniques. One common term used to describe all 
the above measurements is G measure that is the geometric 
mean of both precision and recall. Figure 9 clearly indicates 

that PSOPC is more favourable to determine the similar-
ity between the actual and the clustered datasets. Value 
of G measure for PSOPC is much higher than the other 
compared algorithms. Higher value of G measure indicates 
the more similarity between the benchmark and clustered 
classification.

Overall it can be analysed from various tables shown 
above that corresponding to most of the datasets the per-
formance of PSOPC in terms of accuracy and G measure 
is better than other algorithms. In some cases, the perfor-
mance of PSOPC has not improved, but is comparable with 
other algorithms. For example in Tables 2, 3, 4, 5, 6, 7 and 
8, the performance of PSOPC is comparable to FA but is 
better than other algorithms. But since, in this work we are 
working on improving the convergence speed. So, it will be 
interesting to note, whether PSOPC can perform better than 
FA algorithm in terms of Convergence speed. In the next 

Fig. 8  Comparison of accuracy quality for glass dataset

Fig. 9  Comparison of G measure quality for glass dataset
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section we will study the performance of various algorithms 
in terms of convergence speed.

5.5  Best cluster centers

The best cluster centroids generated by PSOPC algorithm 
are shown in Figs. 10, 11, 12, 13, 14, 15 and 16. Values of 
cluster centers are plotted by taking d = 2 (attributes) for all 
the datasets. Dark Black circle is representing the centre of 
Cluster and the data point in one specific colour indicates 
one cluster. Data sets taken for simulation are having differ-
ent number of instances, attributes and classes. Figures 10, 
11, 12, 13, 14, 15 and 16 clearly show that the proposed 
PSOPC is able to perform clustering on different types of 
datasets.

Figures  17, 18 and 19 show the convergence graph 
between PSOPC, GA, FA, DE, GWO and PSO for some 
datasets. Algorithms are simulated for 200 iterations. For 

Fig. 10  IRIS best cluster center

Fig. 11  Bupa best cluster center

Fig. 12  Glass best cluster center

Fig. 13  Wine best cluster center

Fig. 14  Haberman best cluster center
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Iris and glass datasets, PSOPC converges at faster rate as 
well as providing the better results for SWCD than the other 
algorithms. As shown in Fig. 17 for CMC dataset, FA con-
verges earlier than the PSOPC but it leads to premature con-
vergence, Hence PSOPC is providing more optimal solution 
and converges faster than other algorithms.

Figures and tables demonstrate that the PSOPC per-
forms better than other metaheuristic approaches in con-
text of proper combination of exploration and exploitation 
for almost all the datasets. The results obtained by this 
algorithm may not be the globally best, but the proposed 

algorithm has been found to perform better in most of the 
data sets. Performance of our designed approach is better in 
one or more ways such as optimality, convergence speed, 
standard deviation and cluster quality metrics.

Although the experimental results given in various 
tables clearly indicate that the PSOPC is optimal than the 
other simulated approaches, but statistical evaluation of the 
results can be quite useful to validate the supremacy of this 
approach. The section below reports about the statistical 
tests and their interpretation details.

5.6  Statistical significance test

For statistical testing of best algorithm, an unpaired t test 
has been performed between the mean SWCD results of 
best algorithm over other contender algorithm. Size of data 
taken for this statistical test is 20 and Confidence Interval 
(CI) between the two mean is calculated by taking 95% of 
confidence level (0.05% significance level). The two paired 
P value [46] of the t test represents the probability of sup-
porting the alternate hypothesis, when the null hypothesis is 
true -type I error. For each data set, P value and confidence 
interval is interpreting the significance level of PSOPC com-
pared to the second best contender algorithm.

If P ≤ 0.01 then results are Highly Statically Significant 
(HSS), else if P ≤ 0.05, then results are Statically Signifi-
cant (SS), if P > 0.10 then results are Not Statically Sig-
nificant (NSS). Unpaired T test is performed between the 
best and the second best algorithm for all the datasets. In 
case of Wine as well as Cancer datasets, proposed PSOPC 
is highly statically significant than the FA as its P value is 

Fig. 15  CMC best cluster center

Fig. 16  Cancer best cluster center
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less than 0.0001. In case of Glass dataset, the two tailed P 
value is 0.0140 that indicates that the PSOPC is statically 
significant than PSO algorithm. For Haberman dataset, P 
value Between PSOPC and DE is 0.0162 that indicates that 
PSOPC is statically significant than DE. In case of Bupa and 

CMC datasets, two tailed P value is less than 0.0001 that 
indicates that the PSOPC is highly statistically significant 
than the FA and DE respectively. For Iris dataset, PSOPC is 
not statistically significant than PSO. So results of Table 9 
clearly signify that the proposed approach has been found 

Fig. 17  Convergence result for iris

Fig. 18  Convergence result for CMC

Fig. 19  Convergence result for glass
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to be statistically significant on most of the data sets except 
for IRIS data set.

6  Conclusion and future scope

Over the last decades, many metaheuristic algorithms are 
widely used in unsupervised data clustering problems. Two 
most powerful techniques are GA and PSO. But they have 
their own limitations. GA mainly looses the data regarding 
unselected individuals and PSO gets easily trapped into local 
optima, if the value of particle’s position is same as that of 
local and global best solution. This paper presented a hybrid 
metaheuristic approach PSOPC that depends on the inte-
grated concept of PSO, genetic algorithm and the polyga-
mous concept for mating. Polygamy is a special case of elit-
ism where the best individual is used for mating with other 
individual for the refinement of population. The proposed 
algorithm was applied on seven real clustering datasets and 
was analysed with other metaheuristic approaches like Par-
ticle Swarm optimization, Genetic Algorithm, Differential 
Evolution, Firefly Algorithm, Grey Wolf Optimization. The 
simulation results revealed that PSOPC outperforms other 
approaches in context of convergence speed, as well as 
optimality of the solution. Further the proposed approach 
is more efficient in generating well separated clusters. Sim-
ulation results of cluster quality measures like Precision, 
Senstivity, G measure and Accuracy clearly reveal that the 
proposed algorithm is better in performing data clustering 
than the other compared algorithms. Statistical upaired t test 
demonstrated that PSOPC is statistically more significant in 
most of the cases. The present paper focused on clustering 
by knowing number of clusters in advance, future work will 
aim to do the clustering over dynamic data for which the 
number of clusters cannot be predetermined. The work can 
also be extended for automatic clustering in various applica-
tions like image segmentation, protein synthesis etc. There 
is also a possibility of designing the multiobjective version 
of this proposed approach for solving the suitable problems 
having multiple objectives of optimization.
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