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Abstract
Learning from the imbalanced data samples so as to achieve accurate classification is an important research content in data 
mining field. It is very difficult for classification algorithm to achieve a higher accuracy because the uneven distribution 
of data samples makes some categories have few samples. A imbalanced data classification algorithm of support vector 
machines (KE-SVM) is proposed in this article, this algorithm achieve the initial classification of data samples by training 
the maximum margin classification SVM model, and then obtaining a new kernel extension function. based on Chi square 
test and weight coefficient calculation, through training the samples again by the new vector machine with kernel function to 
improve the classification accuracy. Through the simulation experiments of real data sets of artificial data set, it shows that 
the proposed method has higher classification accuracy and faster convergence for the uneven distribution data.

Keywords Support vector machine · Classification algorithm · Imbalanced data · Kernel extension function

1 Introduction

Data classification is an important research direction in the 
field of data mining, classifying the new objects based on the 
observed similar characteristics is one of the typical tasks 
in the field of data mining. Especially when there is a rare 
class, we usually get a problem of establishing a accurate 
classification model [1, 2], among the different classes, the 
imbalance of this particular class contains the data samples 
uneven distribution problem. The accurate classification 
of imbalanced data sample contributes to many practical 
problems of many fields [3, 4], for example, it can diagnose 
the disease with rare symptoms in medicine and correctly 
classify the pictures of forest fire, marine oil spill zone and 

other sudden accident in satellite radar image [5–7]. With 
the classification problem of imbalanced data in data min-
ing field is becoming more and more common, the method 
which can classify a few special samples correctly is began 
to receive more attention.

Gu et al. [8] proposed a new fast cross-disciplinary data 
classification algorithm based on multi-source, this algorithm 
combined with the CD dual algorithm on the basis of MSCC, 
building several source domain classifiers and guiding the data 
classification of target domain synthetically. This algorithm 
has high classification accuracy for large sample data set, and 
it also has certain adaptability for less samples data set but its 
accuracy is not high. Wang et al. [9] proposed a network data 
classification method based on probability generation model, 
this method took the edges in network as the observation 
variables, made the categories of unknown category nodes 
as the variables, and set up a probabilistic generation model 
to describe the network, to solve the model problem by using 
the Gibbs sampling process and get the category of unknown 
nodes by the value of latent variables. Shao et al. [10] proposed 
an imbalanced data classification Rumsfeld double weighted 
support vector machine algorithm, based on using the differ-
ent training points, to build two proximal hyperplane. The 
introduction of the sampling strategy keep the data samples in 
proximity information and this classification algorithm over-
comes the bias phenomenon of TWSVM algorithm for the 
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imbalanced data classification. But this algorithm has longer 
training time, and the convergence speed is slow. Peng et al. 
[11] put forward a double support vector machine for imbal-
anced data classification structure normalized projection, to 
seek two projection directions for the two classes by solving 
the two smaller quadratic programming problems (QPPs), 
made a kind of projection samples were completely separated 
to their sub space from other classes, and the experimental 
results demonstrated that this algorithm is better than the other 
algorithms in generalization performance, but in the small data 
samples there is a greater influence on the classification accu-
racy of the algorithm. Zhang et al. [12] proposed a random 
traversal over-sampling method of imbalanced data classifica-
tion, to create and compose the samples to balance the differ-
ent classes through the actual data random traversal, when the 
synthetic samples generated, random traversal over sampling-
method can enlarge the minority class boundary and reduce 
the standard deviation of predicted results and actual results in 
a few samples classification, but it still has some requirement 
on the samples number of minority classes, otherwise it will 
cause some troubles in synthetic samples.

The proposed method modify the support vector machine 
by presenting a new kernel function, firstly after the initial 
training of standard support vector machine and then the 
new vector machine training again. Since the Chi square test 
is a better hypothesis testing methods, and the weighting fac-
tor generate a significant relationship for the optimal classifi-
cation hyperplane, so in the article, it can use the Chi square 
test and the weighting coefficients to extend and transform 
the kernel functions, making the new vector machine has 
greater adaptability, and it also can play a better classifica-
tion performance for the minority class.

2  Maximum interval classification SVM 
model

Support vector machine (Support Vector Machine, SVM) 
is a method for pattern classification and regression, and it 
is proposed by Vapnik and his co authors [13, 14]. Its basic 
idea is to use the kernel function to map the original data 
into a higher dimensional space, making the data separated 
into two classes of data linearly as possible. The given data 
set 

{(
x1, y1

)
,
(
x2, y2

)
,⋯

(
xm, ym

)}
 represents the binary 

classification problems, 
(
xi, yi

)
 represents a training sample, 

among them xi(i ∈ m) indicates a data sample, yistands for 
the results tab which is class for a data sample belong. The 
used results tab is yi = −1 , yi = 1 , and we the defined the 
function interval is as follow [15]:

A maximum interval separating hyperplane can be 
expressed as:

(1)
∧
� = yi

(
�xi + b

)
.

Once obtained the optimal � and b , you can get the support 
vector machine classification model, and its function could be 
expressed as [16]:

The non zero number �i which is corresponding to the data 
sample represented a support vector.

For a high dimensional feature space, the inner product 
⟨x ⋅ xi⟩ is replaced by a kernel function K

(
x, xi

)
 , and it is 

expressed as:

The radial basis function (RBF) could map the original fea-
ture to infinite dimension, and it is expressed as [17]:

For the application of SVM, there are generally two types 
of classification methods, the one is building a multistage clas-
sifier by the establishment and combination of a plurality of 
binary classifiers, another is to construct the multistage clas-
sifier directly. For the imbalanced data classification problem, 
although there are some technologies can control the impact of 
classification results caused by individual specific data sample, 
but the classification performance obtained is still not ideal.

3  The kernel function expansion method

The parameters of the kernel function allows the geometry 
operation of feature space to a certain point, but in order to 
obtain greater adaptability and meet the demand of the imbal-
anced data classification, and making a few classes samples 
can also effectively enlarge their border, so it needs to extend 
and transform the kernel function. The isogonal extension 
transformation of geometric space is defined as a function 
maps the space to a new space, and the angle between the 
curves is retained at the same time. The general Extension 
transformation form is expressed as:

�(x) represents a chosen positive function:

(2)�xi + b = 0.

(3)f (x) =

m�
i=1

�iyi⟨x ⋅ xi⟩ + b.

(4)K
(
x, xi

)
=
(
x ⋅ xi + c

)d
.

(5)K
(
x, xi

)
= exp

(
−
‖‖x − xi

‖‖2
2�2

)
.

(6)
∧

K
(
x, xi

)
= �(x)K

(
x, xi

)
�
(
xi
)
.

(7)�(x) =

m�
xj∈m

e−k‖x−xj‖2

,



343Evolutionary Intelligence (2019) 12:341–347 

1 3

 Wherein k represents a positive constant, and you can get a 

new kernel function 
∧

K
(
x, xi

)
 after the expansion and trans-

form. There is a kernel extension method which makes 
declined along with the mapping distance, and using the 
traditional SVM training to get prior knowledge, readjust-
ing the initial kernel function to make two classes of data 
been effectively amplified in the separation process. And the 
function expression of �(x) is as follow:

 When 
m∑
i=1

�iyi⟨x ⋅ xi⟩ + b = 0 , �(x) reaches a maximum value 

at  the boundary sur face of space, and when 
m∑
i=1

�iyi⟨x ⋅ xi⟩ + b = ±1 , �(x) will be declined to e−k.

4  Imbalanced data classification algorithm

For the imbalanced data classification algorithm proposed 
in this article, firstly we can use the standard support vector 
machine algorithm to get the approximate hyperplane, put for-
ward a extension transformation kernel function and calculate 
its parameters by using the Chi square test and the weighting 
factor.

In Sect. 4.1, we can use the selected function �(x) to get an 
extension transformation kernel function. In Sect. 4.2, we cal-
culate the parameters by Chi square test and weight coefficient, 
obtained the best classification results of kernel function. And 
then there are flow diagram and pseudo-code for describing 
the algorithm in Sect. 4.2.

4.1  kernel function selection

For Vgiven imbalanced data sets, firstly we carry out the for-
mula (2) and the formula (3) to get the approximate boundary 
position of data samples.

According to the predicted results after the classification we 
marked the data sample as W1,W2,⋯ ,WV . According to the 
formula (6), the effect of extension transformation depends on 
function, in order to make the two classes of data been effec-
tively amplified in the separation process, The selected �(x) 
uses the kernel extension method from formula (8):

(8)�(x) = e−k(
∑m

i=1
�iyi⟨x⋅xi⟩+b)2 ,

(9)�(x) =

⎧
⎪⎪⎪⎨⎪⎪⎪⎩

e
−k1

�
m∑
i=1

�iyi⟨x⋅xi⟩+b
�2

, if x ∈ W1

e
−k2

�
m∑
i=1

�iyi⟨x⋅xi⟩+b
�2

, if x ∈ W2

⋮

e
−kV

�
m∑
i=1

�iyi⟨x⋅xi⟩+b
�2

, if x ∈ WV

,

wherein ki is the parameter calculated by Chi square 
test. We use Wi represent the i th sample set after the initial 
training.

4.2  The parameter based on the calculation of chi 
square test and weight coefficient

Chi square test ( �2 test) is one of the statistical hypothe-
sis testing approach. Testing the sampling distribution of 
the statistic is Chi square distribution or not when the null 
hypothesis was established. For one or more categories, Chi 
square test was used to determine whether there is a big dif-
ference between the expected frequency and the observed 
frequency. The formula of �2 is:

f0 represents the observed frequency in each category, fc 
stands for expected frequency in each category. As can be 
seen from the expression of the formula, �2 is the sum that 
the square difference between observed data and predicted 
data dividing by predicted data. Due to the classification 
results of ki and the data sample have inevitable connection, 
and we obtained the parameters ki by Chi square test after 
getting the weight coefficient:

For the imbalanced data classification problem, taking 
weighted method to set up the proper weight coefficient � is 
a key problem, the optimal weight has an important link on 
the generation of optimal classification hyper plane, in the 
vector machine, the weights is depended on the amount of 
training data ratio,, so the weights must satisfy two condi-
tions, firstly the majority class of the data sample weights 
will be lower than the minority class of data sample weights, 
then the weights should meet the condition � ∈ (0, 1].

In the proposed KE-SVM algorithm, we compensate 
uneven data distribution by setting the weight factor for the 
major class imbalanced data distribution problem. Assum-
ing that the size of training sample is M , and class number 
is V  , Li(i ∈ V) represent the sample size of each class, the 
weighting coefficient is defined as:

Wherein the weight factor meet the condition 
∑V

i=1
�i = 1 , 

the sparse distribution degree of each category can been seen 
by �i , and each kind of data sample is less, the weighted 
coefficient is bigger.

(10)�2 =
∑[(

f0 − fc
)2

fc

]
,

(11)�i =
M

Li

⎛
⎜⎜⎜⎜⎝

1

V∑
i=1

M

Li

⎞
⎟⎟⎟⎟⎠
,
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After obtaining the weighting coefficient �i , then we can 
calculate the parameters ki by combining the Chi square test. 
When each class of data samples is in the optimal distribu-
tion, the Chi square value of �2 it is:

In order to get the optimal parameters ki of the each class, 
we make Yi =

(
Li −

M

V

)2

⋅

(
V

M

)
 , the calculation formula for 

parameter ki is:

4.3  The flow chart of the algorithm and pseudo 
code

For each support vector based on the Chi square distribu-
tion, the algorithm perform the initial operation by standard 
SVM model firstly in each iteration, calculating �i and ki , 

and then obtain the kernel spread function 
∧

K
(
x, xi

)
 , finally 

training the data samples through the new vector machine 
(KE-SVM) with 

∧

K
(
x, xi

)
 . Flow chart of the algorithm is as 

follows (See Fig. 1).
The algorithm pseudo code is as follows (See Fig. 2).

5  The experiment results

In this section, the capability of the proposed classification 
algorithm will be evaluated and compared with other classi-
fication algorithm. There is the artificial data in first experi-
mental group and the text type of real data sets in second 
experimental group, the experiment mainly prove that the 
algorithm has classification accuracy for imbalanced data 
and fast convergence for sample data.

5.1  Performance metric of imbalanced data 
classification algorithm

Assume that the data samples can be divided into the posi-
tive class and the negative class, there is most of samples 
belong to the positive class, and few samples belong to 
negative class. The following representation shows Vec-
tor machine successfully predicted positive class data and 
negative class data and prediction error in the classification 
process:

(12)�2 =

V∑
i=1

(
Li −

M

V

)2

⋅

(
V

M

)
.

(13)ki = �i

Yi

�2
=

MYi
V∑
i=1

YiLi

⎛
⎜⎜⎜⎜⎝

1

V∑
i=1

M

Li

⎞
⎟⎟⎟⎟⎠
.

According to Table 1, the expression formula of algo-
rithm classification accuracy is:

When value is greater it illustrate that the algorithm 
classification result is more accurate. Aiming at the imbal-
anced data classification problem, the overall classification 
accuracy of algorithm is not the only assessment stand-
ard. Thus in the experiment we also used the F-measure 
method and the G-mean method to evaluate the perfor-
mance of imbalanced classification algorithm, these two 
ways are able to properly test the sensitivity and specificity 
of imbalanced data classification algorithm. The sensitiv-
ity is reflect the performance of the algorithm in predicting 
the positive class, and the specificity is reflect the per-
formance of algorithms in predicting negative class. The 

(14)Pz =
Mp +Mn

�

(
Mp +MP

�
)
+
(
Mn +Mn

�
) ,

NO   

Calculate the optimal parameters ik by chi-square 

value 2χ and the weighting factor iω

Get kernel functions ( ), iK x x
∧

expanded 

By KE-SVM to train with ( ), iK x x
∧

The output

Whether to reach the 

number of iterations?   

To obtain initial classification by 

SVM model training           

Whether to reach the 

number of iterations?      

NO  

Yes  

Yes 

Fig. 1  Flow chart of algorithm
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F-measure method is often used to test the information 
retrieval and the measurement of machine learning field, 
the performance of document classification and query 
classification. The calculation formula is:

PSe reflects the sensitivity of classification algorithm, and 
it is expressed as:

PD represents the ratio of prediction accuracy of the major-
ity class accounted for:

(15)F =
2PSePD

PSe + PD

=

⎛⎜⎜⎝
2

1

PD

+
1

PSe

⎞⎟⎟⎠
.

(16)PSe =
Mp

Mp +MP
�
.

(17)PD =
Mp

Mp +Mn

.

The G-mean method provides a fairer comparison method 
on the algorithm performance in the classification of major-
ity class and minority class, and it is not limited to the num-
ber of samples. The computational formula is:

Ppe represents the specificity of classification algorithm, 
the representation formula is:

5.2  Simulation results and analysis

The sample size, attributes and class number of the first 
group of data sets are as shown in Table 2.

The sample size, attributes, class number, the number of 
each class samples, and imbalanced ratio of second group 
are as shown in Table 3.

The control groups of experiment are the imbalanced 
data classification Lagrangian dual weighted support vec-
tor machine algorithm proposed by Shao et al. in document 

(18)G =
(
PSe ⋅ Ppe

) 1

2 .

(19)Ppe =
Mn

�

Mn +Mn
�
.

Fig. 2  Pseudo code of the 
algorithm

The algorithm pseudo code is as follows:

Input: The training set 
tV the kernel matrix ( ), iK x x and iterations F .                          

Output: Classifier
0SVM .                          

Begin:          

1. Using 0SVM with kernel matrix ( ), iK x x
∧ to training set

tV .                          

2. Computing the distance that data sample to approximate hyperplane and 

obtained initial data classificationV . 

3. 1T ←

4. While (T F≤ ) 

Using Eqs (11) and (13) to compute 
iω and

ik , respectively.

Using Eqs (9) to compute ( )1T xλ −
. 

Using ( )1T xλ −
to compute the new kernel matrix ( ), iK x x

∧ . 

Using a new KE-SVM with the new kernel matrix ( ), iK x x
∧ training set 

Table 1  The forecast result and the actual result of the algorithm

The number of sam-
ples that predicted to 
be positive class

The number of sam-
ples that predicted to 
be negative class

Really is positive 
class

Mp MP
′

Really is negative 
class

Mn Mn
′

Table 2  Artificial selection data set

Data sets Samples Attributes classes

Wdbc 569 7 4
Heart_c 303 4 5
Sonar 208 3 3
Dis 972 9 5
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[10] and normal structure projection double support vec-
tor machine algorithm of imbalanced data classification 
proposed by Peng et al. in document [11]. In experimental 
process, Matlab7.1 is used to the programming simulation, 
and the iteration number is 100 times. All the algorithms 
perform the simulation by using the same data set and work-
ing in PC machine Window platform. In Table 4, there is the 
algorithm overall classification accuracy, sensitivity value, 
F-measure value and value of G-mean after simulation.

As can be seen from the graph, whether artificial selection 
data set and a real data set, the overall classification accuracy 
Pz of the proposed algorithm is higher than the algorithm 
of Refs. [10, 11]. It can be seen from formula (15), When 
value PD is stay unchanged, value F will be grow by the 
increase of value PSe , and when value PSe is stay unchained, 
the bigger value PD , the bigger value F . As can be seen 
from formula (17) the bigger value PD , the smaller value Mn 
will be, and the lower prediction accuracy on minority class. 
Look at the results in Table 4, value PSe of this algorithm 
is higher than the reference [10, 11], indicating that value 
PD of this algorithm is smaller than literature [10, 11], and 
value Mn is higher, the prediction accuracy of the minority 
class is higher than the method proposed in reference [10, 

11]. The greater G-mean value is represented the better com-
prehensive performance of the algorithm in the majority and 
minority class classification. So from the comparison of the 
value in Table 4 we could verify the performance advantages 
of algorithm plays on the data sample classification.

Figure 3 shows the change in algorithm classification 
accuracy of the KE-SVM algorithm proposed in this paper 
and other two kinds of algorithms with the running time. 
As can be seen from the graph, the classification accuracy 
will be gradually promoted in the operation process and 
then reach a stable value, this is because the vector machine 
requires a certain amount of time in training data samples, 
with the growing of iterations of algorithm, the classification 
accuracy will be improved. From the distribution curve in 
the figure, the proposed KE-SVM algorithm takes less time 
in achieving a stable classification accuracy, that it has a 
faster convergence in classification of data samples.

6  Conclusions

In this article, we propose a vector machine kernel exten-
sions support imbalanced data classification algorithm by 
the study of imbalanced data classification problem. In this 
algorithm, maximum margin classification of SVM mode is 
regarded as the prototype to obtain the approximate hyper-
plane, and then put forward a expansion transformation ker-
nel function, calculating its parameters by using Chi square 
test and weight coefficient, finally using new vector machine 
(SVM) model to carry on the training of data samples. In 
the experiment, we evaluate the performance of imbalanced 
classification algorithm by overall classification accuracy, 
F-measure method and G-mean method. From the experi-
mental contrast it can be seen that the algorithm has played 
out the better data classification performance.

Table 3  Real data sets

Data sets Thyroid Glass lymph leukocyte

Samples 367 245 232 314
Attributes 3 5 8 6
Classes 2 3 6 7
Samples of each 

class
223, 144 146, 66, 33 89, 42, 

23, 8, 
37, 33

178, 77, 2, 
3, 17, 21, 
16

Imbalance ratio 4.65 4.65 8.12 67.45

Table 4  The comparison after algorithm simulation

Proposed 
method 
(%)

Shao’ 
method 
(%)

Peng’ 
method 
(%)

Artificial datasets
 Overall classification accuracy 

( Pz)
95.82 90.45 91.76

 Sensitivity ( PSe) 95.31 89.10 91.34
 F-measure ( F) 68.10 68.77 73.12
 G-mean ( G) 95.10 90.14 90.72

Real datasets
 Overall classification accuracy 

( Pz)
95.67 90.03 90.66

 Sensitivity ( PSe) 95.91 89.87 91.15
 F-measure ( F) 68.03 69.78 73.64
 G-mean ( G) 95.45 89.79 90.45
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