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Abstract Energy efficiency accounting systems
(EEAS) have been widely used to track progress in
economy-wide energy efficiency. In the literature, there
is general agreement on the approach for handling en-
ergy consumption in end-use sectors. However, this is
not the case for the energy sector which captures losses
arising from energy transformation, transmission and
distribution. The energy sector constitutes between 25
and 40% of total primary consumption in most coun-
tries. How it is handled in an EEAS greatly affects
quantification of progress in economy-wide energy ef-
ficiency and its accompanying policy implications. This
study systematically compares the various approaches
used to incorporate energy losses from the power sector
in an EEAS and discusses interpretation and implica-
tions of the results in the context of different energy
systems. A new approach, which quantifies the contri-
bution of changes in the share of renewable energy and
separates transmission and distribution losses in the
power sector, is recommended and illustrated through
a case study of Canada. The approach can also accom-
modate energy systems with electricity trade.
Extensions from an EEAS to an energy-related emis-
sions accounting system (EMAS) are also presented in

light of the increasing interest in emissions accounting
and climate mitigation.

Keywords Energy efficiency. Index decomposition
analysis . LMDI . CO2 emissions

Introduction

Energy efficiency is one of the key solutions to the
energy trilemma. It allows for the simultaneous im-
provement of energy security, economic competitive-
ness and environmental sustainability. To this end, na-
tional and international agencies have sought to imple-
ment policies to encourage greater energy efficiency.
The tracking of progress in energy efficiency improve-
ments has become one aspect of the policymaking pro-
cess that provides information on historical trends and
facilitates policy evaluation.

There are several ways to track progress in energy
efficiency at the economy-wide level. The simplest is to
use the ratio of primary energy consumption to gross
domestic product (GDP). This performance indicator
has been widely applied nationally and internationally.
For example, it is tracked by IEA (2017c) and used as a
target by the Asia-Pacific Economic Cooperation (2011)
and is often tabulated in national statistical yearbooks.
The ratio is commonly used as a proxy for energy
efficiency, but for such an application, it is overly gen-
eral as it includes factors which are not directly linked to
energy efficiency. Sectoral energy intensities, which are
ratios of the energy consumed in an energy-consuming
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sector such as industry or passenger transport to the
service provided, can also be used. Different services
can be considered for different energy-consuming sec-
tors or sub-sectors to provide the best results for specific
applications, but aggregation to form an economy-wide
indicator in a systematic manner is often difficult.

More sophisticated approaches such as the develop-
ment of an energy efficiency accounting system (EEAS)
system have been proposed. The EEAS is a consistent
bottom-up framework that allows analysts to study en-
ergy efficiency at the sector level and aggregate the
results at the economy-wide level. The design of an
EEAS is often linked to index decomposition analysis
(IDA) in the energy literature.1 IDA provides the under-
lying framework from which a composite energy effi-
ciency indicator may be constructed based on disaggre-
gated sectoral energy and activity data (Ang et al. 2010).
This composite energy efficiency indicator is seen as a
better representation of economy-wide energy efficien-
cy as effects unrelated to energy efficiency are not
amalgamated in the indicator (Ang 2006; Ang and
Goh 2018). Using this technique, energy savings from
energy efficiency improvements can also be estimated.

Over the years, an increasing number of national and
international agencies have developed EEAS on the
basis of IDA. Examples include Australia (Petchey
2010), Canada (Office of Energy Efficiency 2016),
New Zealand (Lermit and Jollands 2001), the USA
(Belzer et al. 2017) and the European Union
(European Commission 2017). Such studies which re-
veal economy-wide and sectoral energy efficiency
trends allow governments to understand the impact of
energy efficiency policies and underlying trends in en-
ergy consumption. Studies on national accounting
systems have also been reported in academic
journals for a number of countries (Bashmakov
and Myshak 2014; Colinet and Román 2016;
Kerimray et al. 2017; Torrie et al. 2018).

The design considerations of an EEAS have been
looked into in studies such as Ang et al. (2010) and
Goh and Ang (2018). In the literature, there is general
agreement on the IDA approach for quantifying the
energy efficiency improvements of energy end-use

sectors. However, there is a lack of consensus on the
approach that should be applied for the energy sector,
i.e. energy transformation, and transmission and distri-
bution (T&D).2 For this sector, different approaches
have been used or it is simply ignored. The energy
sector contributes to about a third of total global primary
energy consumption and in most countries the share
varies between 25 and 40% (IEA 2017d). Changes in
the energy losses and efficiency of the sector can there-
fore have a significant impact on total primary energy
consumption and economy-wide energy efficiency.
Furthermore, the rapid adoption of renewables and in-
crease in cross-border electricity trade lead to further
complications in treatment and decomposition analysis
of the energy sector.

This study seeks to analyse the different approaches
and examine the methodological issues surrounding the
inclusion of the energy sector in an EEAS. This is an
area that has not been adequately addressed in the liter-
ature. In the next section, the conventional EEAS frame-
work and IDAmethodology are presented. A systematic
analysis of the various approaches that have been used
to incorporate the energy sector in an EEAS is then
presented. The pros and cons of each approach are
analysed and issues concerning the inclusion of renew-
ables are also considered. Based on the findings, a new
approach is proposed and a case study using Canada’s
data is presented to illustrate how a comprehensive
EEAS can be developed. Finally, in light of the growing
interest in climate mitigation, the extension of the EEAS
to an energy-related emissions accounting system
(EMAS) and the related methodological issues are
discussed. The same case study of Canada is used to
construct an EMAS to decompose the changes in
economy-wide energy-related CO2 emissions.

Tracking energy efficiency trends using EEAS

In simple terms, an EEAS is an accounting system for
the tracking of energy efficiency trends at the sectoral
and economy-wide levels. In most EEAS, an analytical
framework based on IDA is used to decompose a
change in energy consumption into effects associated

1 IDA can also be used to analyse energy efficiency of primary or final
energy separately (Landwehr and Jochem 1997), or examine specific
sectors individually (Sorrell et al. 2009). These applications usually
focus on more in-depth analyses of specific factors in comparison to
the EEAS where the main aim is to develop an economy-wide com-
posite energy efficiency indicator from sectoral trends.

2 The losses take the form of losses during the transformation of
primary energy sources into secondary energy sources, the energy
sector’s own use and losses in the transmission and distribution of
secondary energy sources to final consumers.
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with various driving factors (Ang et al. 2010; Goh and
Ang 2018). This is conducted at the sectoral level and
the results obtained are aggregated to give the economy-
wide level performance. In an EEAS that covers the
total primary energy consumption (TPEC) in a country,
TPEC can be divided into six sectors, i.e. five end-use
sectors (industry, services, freight transport, passenger
transport and residential) and the energy sector. The
energy consumption in sector i, Ei, is expressed in terms
of an IDA identity. In the decomposition analysis, the
following three-factor identity is the most basic form:

Ei ¼ ∑
j
Qi

Qij

Qi

Eij

Qij
¼ ∑

j
Qi SijI ij ð1Þ

where Qi is the activity which drives energy con-

sumption of sector i and Eij, Qij, Sij ¼ Qij

Qi
and I ij ¼ Eij

Qij

are respectively the energy consumption, activity, activ-
ity share and energy intensity of sub-sector j in sector i.3

Assume that the energy consumption in sector i in
year 0 and year T are respectively E0

i and ET
i , and the

change in total energy consumption between the 2 years

is ΔEtot;i ¼ ET
i −E

0
i . Based on Eq. (1), this change can be

decomposed into an activity effect, a structure effect and
an intensity effect:

ΔEtot;i ¼ ΔEact;i þ ΔEstr;i þ ΔEint;i ð2Þ

With the decomposition conducted for all sectors,
the measure at the economy-wide level is obtained
by summing the individual changes at the sectoral
level, e.g. ΔEtot =∑iΔEi, tot and ΔEint =∑iΔEi, int

are respectively the change in primary energy
consumption and the energy intensity effect at
the economy-wide level. The energy intensity ef-
fects ΔEint, i and ΔEint are often used as a proxy to
estimate improvements in energy efficiency at the
respective level. A negative intensity effect repre-
sents energy savings from energy efficiency
improvements.

Since decomposition is performed at the sector level,
the activity of each sector can be defined individually.
For instance, physical activity such as passenger-

kilometres travelled can be used for passenger transpor-
tation while monetary activity such as value-added can
be used for the industry sector. Physical activity indica-
tors are generally preferred as the corresponding inten-
sities are seen as better measures of energy efficiency.
(See IEA (2014) for details on the physical activity
indicators and Goh and Ang (2018) for the commonly
used activity indicators for each sector.) Depending on
the activity selected for each sector, the structure effect
can have different meanings. For example, if value-
added is the activity, the structure effect represents the
impact of changes in economic structure on energy
consumption. On the other hand, for the transport sector,
if passenger-kilometre or tonne-kilometre is used, the
structure effect represents the impact of transport modal
shifts. For the residential sector, floor area is a common
activity indicator and the corresponding structure effect
represents the impact of shifts in the total dwelling area
by type of dwelling.

Different IDAmethods can be applied to compute the
individual effects as shown on the right-hand side of Eq.
(2). Based on the equation, decomposition is conducted
additively where an arithmetic change in energy con-
sumption is decomposed. In this study, one of the most
popular IDA methods, the additive LMDI-I method, is
used. The detailed formulae are shown in the Appendix.
Decomposition can also be conducted using the multi-
plicative approach based on a ratio change in energy
consumption. The results are then given in indexes from
which sectoral and economy-wide energy intensity in-
dexes may be constructed to show energy efficiency
trends (Ang et al. 2010; Ang 2015).4 If time series data
is available, one can choose between chaining and non-
chaining decomposition analyses. In chaining analysis,
decomposition is conducted based on data from consec-
utive years over a certain time period and the annual
results are chained together. In non-chaining analysis,
decomposition is conducted based only on the data for
the first year and the final year of the time periodwithout
making use of the data for the intervening years. Non-
chaining analysis is adopted in this study for simplicity.
Further details about the tracking of economy-wide

3 The energy consumption of the five end-use sectors refers to final
energy consumptionwhile the energy consumption of the energy sector
refers to the energy losses from transformation, transmission and
distribution and the energy sector’s own use. Therefore, the sum of
the final energy consumption of the five end-use sectors and the energy
losses from the energy sector is theoretically equivalent to the TPEC.

4 In additive decomposition, the contribution of factors can be
expressed directly in the units of the indicator (i.e. energy units for
energy consumption) and the results can be interpreted more easily by
policymakers.Multiplicative procedures have other merits and analysts
may choose either procedure in their analysis. Further details about the
commonly used IDA methods and the basis of making an appropriate
choice can be found in Ang (2015).
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energy efficiency trends using EEAS and the LMDI
approach can be found in Goh and Ang (2018).

Overview of existing approaches

Changes in final energy consumption of the five end-use
sectors are generally decomposed via Eqs. (1) and (2).
Empirical results of various studies using such an ap-
proach have been widely reported, e.g. Bashmakov and
Myshak (2014), Office of Energy Efficiency (2016) and
Petchey (2010). In contrast, for the energy sector, in
addition to the approach as defined by the two equations,
there are several other ways to account for energy losses
and to perform a decomposition analysis. From the liter-
ature, the differences among the various approaches can
be discussed in terms of the IDA identity used and the
treatment of renewables, nuclear energy and T&D losses.
They are presented in the sections that follow. In this
study, for simplicity, the energy sector is taken as the
electricity sector as losses from electricity generation,
transmission and distribution are the main sources of
losses for this sector. Losses from heat generation and
other energy transformations where there is a single out-
put (e.g. heat or gas)5 can be handled in the same way as
that for the electricity sector by considering each output as
a separate sector and applying the same identity for the
electricity sector to each type of output.

IDA identity

As an extension of Eq. (1), a list of IDA identities that can
be used in an EEAS are summarised in Table 1. Some
countries/studies focus only on end-use energy efficiency
and the EEAS comprises five sectors, e.g. Australia
(Petchey 2010), New Zealand (Lermit and Jollands
2001) and Canada (Office of Energy Efficiency 2016).
The identity shown in Eq. (1), which is named Identity A
in Table 1, is applied to the five end-use sectors individ-
ually. This approach is reasonable if the study’s focus is
on final energy consumption (TFEC). However, it is
inadequate if the focus is on TPEC since the aggregate
energy intensity effect, ΔEint, obtained is not representa-
tive of changes in economy-wide energy efficiency.

To account for energy losses from electricity generation,
transmission and distribution, the energy sector can be
included as the sixth sector and the decomposition can be
similarly performed via Identity A. The resulting EEAS is
the conventional approach described in the BTracking en-
ergy efficiency trends using EEAS^ section. The EEAS of
Russia in Bashmakov and Myshak (2014), Canada in
Office of Energy Efficiency (2006)6 and European Union
Member states in Reuter et al. (2017)7 are based on this
approach. In this approach, the activity of the energy sector,
Qij, is the electricity produced by each energy source j

measured in kilowatt hour.
Qij

Qi
is the share of energy source

j in the total electricity output and the corresponding struc-
ture effect measures the contribution of changes in the
energy mix to the total change in energy losses. The ratio
Eij

Qij
is the loss intensity which is a measure of the ratio of

energy losses from transformation and distribution to the
electricity output from energy source j. The corresponding
loss intensity effect is added to the sum of the intensity
effects of end-use sectors to obtain the economy-wide
energy savings from energy efficiency improvements.8

If one wishes to decompose changes in the TPEC and
yet retain only the five end-use sectors, a logical ap-
proach is to transform Identity A into Identity B shown
in Table 1. In Identity B, energy losses from the energy
sector are distributed proportionally to end-use sectors
based on the electricity consumed by each sector. The
three-factor decomposition remains largely the same.
The only difference is that the energy consumed by each
end-use sub-sector (Eij) in Identity A is replaced by the
source energy (Es

ij), which is the sum of the final energy

consumed and the losses from the energy sector, in

Identity B.9 The corresponding intensity will be
Es
ij

Qij
.

5 The inclusion of generation systems where there are multiple outputs
(e.g. combined heat and power plants) in an EEAS is complicated as the
loss intensity may not reflect actual changes in efficiency accurately. How
the changes in efficiency can be capturedmore accurately at the economy-
wide level through an EEAS is an area that requires further research.

6 Canada’s EEAS for the period 1990 to 2004 incorporates the elec-
tricity generation sector but the intensity effect of the electricity sector
is not included in the economy-wide energy intensity index.
7 Primary energy consumption of the electricity sector is decomposed
instead of the energy losses during transformation in this study.
8 When a monetary activity indicator such as gross value-added is
chosen (Kerimray et al. 2017; Román and Colinet 2018;
Shahiduzzaman and Alam 2013), the energy sector is often classified
as one of the sub-sectors of the industry sector. A disadvantage of using
monetary activity indicators for the energy sector is that the resultant
intensity effect may not be a good reflection of changes in energy
efficiency.
9 Assume that an electricity system requires an input of 2.4 million
tonnes of oil equivalent (Mtoe) of energy to generate 1 Mtoe of
electricity (i.e. the energy loss is 1.4 Mtoe). If a sub-sector consumes
1000 GWh of electricity, its source energy consumption will be
2400 GWh of electricity or 2.4 times the electricity consumed.
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The intensity effect is influenced by a combination of
changes in end-use energy intensity and changes in the
energy losses of the energy sector. This amalgamation of
factors prevents analysts from quantifying changes in
end-use energy efficiency separately. Fuel switching
and changes in generation efficiency can influence
losses from the energy sector and result in changes in
the intensity of an end-use sector even though
there may be no changes to the end-use energy
efficiency of that sector.

Identity C in Table 1 overcomes the problem arising
from the use of Identity B through the inclusion of a
delivered energy mix effect and a source-to-site ratio
(SSR) effect in the IDA identity. It is used in the study of
the USA in Belzer et al. (2017). The delivered energy
mix, Hijk, measures the share of electricity in the deliv-
ered energy mix. Subscript k is set to 1 when there is
direct fuel consumption and to 2 when electricity is
used. SSRijk is the ratio of the energy input into electric-
ity production to the final electricity delivered to the end
user. As the SSR of electricity is only dependent on the
energy sector, it is the same for all end-use sectors in a
single year. It is influenced by factors such as power
generation efficiency, electricity mix and T&D losses.
Since the energy sector is considered under the SSR
effect, the economy-wide energy savings derived based
on Identity C comprise of the intensity effects of end-use
sectors and do not include the intensity effect of the
energy sector.10

For the purposes of tracking progress in energy effi-
ciency, Identities A and C are preferred as end-use
energy efficiency is clearly quantified. Trends in each
end-use sector can be analysed and the impact of poli-
cies targeting each end-use sector can be evaluated.
With regards to the inclusion of the energy sector, the
choice between Identity A and Identity C depends on the
study objective. Identity A provides more details on the
energy sector while Identity C provides more details on
end-use energy consumption. In Identity A, energy
losses from the energy sector are decomposed into three
factors corresponding to changes in electricity demand,

electricity mix and loss intensity. On the other hand,
Identity C quantifies the switching of end-uses to elec-
tricity, a factor that cannot be quantified by Identity A.
However, a drawback of Identity C is that changes in the
energy sector are quantified by only one factor, i.e. the
SSR effect. Additionally, as the identity requires the
redistribution of energy losses to end-use sectors, elec-
tricity trade cannot be considered within the EEAS.
Identity C is also more complex, with more factors, an
extra level of disaggregation and the need to redistribute
energy losses to each end-use sub-sector. In contrast, the
data required for Identity A is largely consistent with the
structure of a national energy balance and can be easily
obtained. In summary, unless the switching of end-uses
to electricity is of interest, Identity A is recommended
for the development of a complete EEAS which in-
cludes the energy sector.

Treatment of renewables, nuclear energy and T&D
losses

The growth in the use of renewable energy sources has
made the energy sector more complex and diverse in
recent years. The ways renewables and nuclear energy
are treated can greatly affect the estimated economy-
wide intensity effect. Historically, most electricity gen-
eration systems depend primarily on fossil fuels. As
renewable energy and nuclear power entered the elec-
tricity mix later than fossil fuels, their primary energy
equivalent values in an energy balance have often been
computed based on the average efficiencies of fossil
fuels. This method, known as the partial substitution
method (IEA 2018), gives the amount of fuel input
displaced by a shift to non-fossil-based energy sources
in an energy balance. It is used by BP (2017) to estimate
the primary energy equivalent of renewables and nucle-
ar energy and the USA to compute the primary energy
equivalent of renewables (Belzer 2014).11

The high share of renewables in some countries,
however, has reduced the relevance of the partial sub-
stitution method which sees fossil fuels as the incum-
bent. Instead, some organisations have adopted the
physical energy content method (IEA 2018; Natural

10 While the first three terms in Identity C are the same as those in
Identity A, the corresponding sub-sectoral effects that are obtained
based on the two identities are different due to the different weights
assigned. Based on the additive LMD-I method, the weights assigned
in Identity C are based on the source energy, Es

ij, while the weights
assigned in Identity A are based on the final energy consumed,
Eij. The impact of this difference depends on the scale of the
energy losses from the energy sector and the share of electricity
consumed in each end-use sub-sector.

11 Renewable energy and nuclear power plants have their own actual
conversion efficiencies. For example, the conversion efficiency of a
solar panel is a measure of the fraction of solar energy that can be
converted to electricity. However, it does not have an impact on supply
security as the energy source is renewable and no fuel needs to be
imported or extracted.
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Resources Canada 2016b). In this method, the physical
energy content of the energy source is its primary energy
equivalent. For example, as electricity is the primary
energy form of most renewables12, their efficiency is
assumed to be 100%. On the other hand, the primary
energy form for nuclear energy is heat. The subsequent
transformation of heat to electricity results in energy
losses. Belzer (2014) uses the actual thermal conversion
factors for nuclear plants. IEA (2018) and the European
Union (Eurostat 2018) assume an efficiency of 33%
while Canada (Natural Resources Canada 2016b) as-
sumes an efficiency of 31.1% for nuclear plants.

In many cases, the assumptions that have been used
for energy balances have been applied to an EEAS. This
is logical given that the energy consumption data of the
EEAS is usually obtained from national energy bal-
ances. However, these assumptions can distort the de-
composition results across IDA identities. The distortion
is particularly pronounced for Identity A as more factors
in the energy sector are studied and differences in the
assumptions on efficiency have an impact on the aggre-
gate economy-wide intensity effect.13 A summary of the
distortions and corresponding decomposition formulae
for Identity A based on additive LMDI-I is shown in
Table 2. In Identity A, the energy losses from the energy
sector are defined as losses from electricity generation
and T&D losses14, which are redistributed to each ener-
gy source based on the proportion of electricity output
from that energy source. This means that the T&D loss
fraction, defined as TT and T0 for the target year T and
reference year 015, is multiplied by the electricity output
of a particular energy source (i.e. Qij, T and Qij, 0) and
added to the transformation losses. When the average
thermal efficiency of fossil plants are used to represent
the efficiency of renewables and nuclear energy as
shown in case 1, the structure and intensity effects are
misrepresented. In particular, the intensity effect for
non-fossil-based energy sources does not have any rela-
tion to the efficiency of renewables or nuclear energy.

Instead, it is primarily influenced by the changes in the
average thermal efficiency of fossil plants which are
defined as ηT and η0 in the target year T and reference
year 0 in Table 2.

The physical energy content method is more appro-
priate as renewables and nuclear energy are not arbi-
trarily assigned a hypothetical efficiency based on their
fossil fuel counterparts. In cases 2a and 2b, constant
efficiencies of 33% for nuclear energy and 100% for
renewables are used. For nuclear energy, 33% represents
the average thermal efficiency of nuclear plants (IEA
2018). The IDA formulae in Table 2 show that in both
cases, the intensity effect is determined by changes in
the T&D loss fraction. This result is difficult to explain
as policies targeting renewables or nuclear energy do not
have any leverage over the T&D loss fraction but chang-
es in the fraction represent the entire loss intensity of
non-fossil-based energy sources. Furthermore, the
weights assigned to each energy source are also influ-
enced by the T&D loss fraction. For renewables, the
energy losses, which determine the weights, are equiv-
alent to the T&D losses. To tackle these problems, T&D
losses can be considered separately and independently
of the decomposition for the energy sector as shown in
the IDA formulae in cases 3a and 3b in Table 2. The
results are reasonable for nuclear energy—the structure
effect measures the contribution of changes in the share
of nuclear energy in the electricity mix while the inten-
sity effect is zero. However, no weights can be assigned
to renewables as there are no energy losses associated
with electricity generation.16 This means that changes in
the share of renewables in the electricity mix cannot be
quantified. Changes in the share of renewables will
become more important as countries around the world
increase the use of renewables to meet climate change
and energy security concerns. Hence, the quantification
of their contribution in an EEAS is important and should
be studied in more detail.

An improved EEAS

From the foregoing, there are a number of problems in
the development of a comprehensive national EEAS

12 The primary energy form of geothermal and solar thermal is heat.
13 If Identity C is selected, the energy sector is only accounted for
under the SSR effect and no further breakdown is available. The impact
of renewables, nuclear energy and T&D losses are all subsumed under
the SSR effect and do not influence the aggregate economy-wide
intensity effect.
14 Losses include the energy sector’s own consumption but this is not
shown explicitly in the formulae in Table 2 as it is unlikely that this will
result in significant differences across the different cases.
15 The loss fraction is computed as the ratio of the T&D losses in
kilowatt hour to the electricity output in kilowatt hour (i.e. Qi).

16 This problem is unique to the energy sector. It does not occur when
renewables such as wood and wood waste are consumed directly in
end-use sectors as the energy is consumed directly and not transformed
into electricity.
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and the main issue relates to how to handle the energy
sector. It has been recommended that the energy sector is
taken as the sixth sector but with that the basic three-
factor identity is unable to adequately account for re-
newables and T&D losses. A new approach is therefore
needed and it is presented in this section.

Recommended approach

In the recommended approach, the identity for the end-
use sectors remains the same as in Eq. (1) and a new
identity is proposed for the energy sector to address the
issues raised in the BTreatment of renewables, nuclear
energy and T&D losses^ section. An additional factor,

Pi ¼ Qi
Gi

, which measures the share of non-renewable

electricity in the electricity mix, is included in Identity A
for the energy sector to give Identity A1 below:

Ei ¼ ∑
j
Gi

Qi

Gi

Qij

Qi

Eij

Qij
¼ ∑

j
GiPiSijI ij ð3Þ

where Gi is the total electricity output, Qi is the total
electricity output from fossil fuels and nuclear energy
and Qij and Eij are the electricity output and energy
losses from electricity production from fossil fuel or
nuclear energy j respectively.17 The energy losses for
non-fossil energy sources are computed based on the
physical energy content method. The change in energy
consumption of the energy sector from year 0 to year T
is given by

ΔEtot;i ¼ ΔEact;i þ ΔEshr;i þ ΔEstr;i þ ΔEint;i

þ ΔET&D ð4Þ

The first four factors on the right-hand side of the
equation are the effects corresponding to the four factors
in Identity A1 and their sum is the total change in energy
losses from electricity production. The new effect ΔEshr,

i is the non-renewable share effect. It corresponds to the
additional factor Pi. The change in T&D losses, ΔET&

D = ET&D
T − ET&D

0, is not decomposed. Instead, it is
added to the total change in energy losses from electric-
ity production to give the total change in energy losses
from the energy sector, ΔEtot, i .

This approach has several advantages. First, only the
electricity output of renewable sources is required for the

decomposition. The energy input values are not required
and there is no assumption on the efficiency of renewable
sources. Hence, there is no distortion of the structure or
intensity effects. Second, changes in the share of renew-
able energy are quantified by the non-renewable share
effect associated with changes in Pi and are not left out
of the decomposition. A positive share effect represents a
decrease in the share of renewables while a negative effect
represents an increase. This effect will be useful for the
evaluation of the impact of renewables on changes in
energy losses. Third, energy losses from the production
of electricity for export can be accounted for in this identity
and the impact of changes in the share of electricity trade
can be quantified if necessary. Fourth, the identity distin-
guishes between electricity generation efficiency and
T&D losses. The loss intensity only captures generation
efficiency changes of fossil fuel and nuclear plants. T&D
losses are considered separately and are not decomposed.
A separate decomposition can be performed to understand
the factors influencing T&D losses if necessary.18 This
approach ensures that the loss intensity is more well-
defined and avoids the problem of having to assign the
T&D losses to different energy sources by the share of
electricity produced. The coverage of the energy sector
remains the same and still comprises of losses due to
electricity production, transmission and distribution.

Case study

A case study based on changes in Canada’s economy-
wide primary energy consumption between 1990 and
2013 is presented. Identity A is applied to end-use sectors
while Identity A1 is applied to the energy sector. Between
1990 and 2013, Canada’s TPEC increased by 2246 PJ,
from 8452 to 10,698 PJ. This change in TPEC is
decomposed at the sectoral level to reveal the factors
influencing it. The data used is shown in Appendix
Table 5.19

17 If geothermal energy or biomass is converted into electricity, it can
be included as an additional energy source j.

18 For example, Bashmakov and Myshak (2014) decompose T&D
losses by classifying them in a separate sector.
19 The data were collected from Energy Use Data Handbook (1990–
2013) (Natural Resources Canada 2016b) and its accompanying com-
prehensive Energy Use Database (Natural Resources Canada 2016a).
For simplicity, agriculture is included in the industry sector and street
lighting is included in the services sector. Net exports of electricity
from non-fossil based sources were obtained from the IEA world
energy balance database (IEA 2017d). Electricity consumption by
pipelines which constitutes less than 1% of total electricity consump-
tion is excluded from end-use electricity consumption as there is no
activity data.
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From the results obtained using the additive LMDI-I
method, the effects for each sector are summed to obtain
the aggregate economy-wide effects shown in Fig. 1.
The energy sector contributes to the two additional
factors shown in Fig. 1—the non-renewable share effect
and change in T&D losses. As expected, the key driver
of the increase in TPEC was the activity effect. The
aggregate intensity effect, which measures the
economy-wide energy savings from energy efficiency
improvements, was the key factor that reduced energy

consumption. Without these energy savings, the TPEC
in 2013 would have been 11,660 PJ. The remaining
factors had relatively smaller impacts on the total
change in energy consumption.

The sectoral decomposition results shown in Fig. 2
reveal more details on the contribution of each sector to
the total change in TPEC. The activity effect was con-
sistently positive across all sectors. In particular, the
activity effect for the industry sector was the largest
contributor to the total increase in energy consumption.
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This was partially offset by a shift away from energy-
intensive industries such as the pulp and paper, petro-
leum refining and chemicals industries, represented by
the negative structure effect.20 The second largest con-
tributor was the activity effect of the residential sector.
This was offset by large reductions from the intensity
effect. This means that while the total floor area occu-
pied by residential units increased substantially, the
energy consumption per floor area decreased.
Improvements to the efficiency of household appli-
ances, better insulation and energy conservation are
some of the changes that may have led to a reduction
in energy intensity. For the passenger and freight trans-
port sectors, although there was a reduction in energy
intensity, these energy savings were largely offset by the
worsening activity and structure effects. In particular,
for the freight transport sector, there was a shift towards
the use of trucks for the transportation of goods. Trucks
have a higher energy consumption per tonne-kilometre
in comparison to other modes of freight transport.

For the energy sector, the activity effect, which is
primarily driven by electricity demand, was the main
factor contributing to the increase in energy losses. An
increase in the share of renewables in the electricity mix
and an improvement in power generation efficiency
offset some of the increase in energy losses. The decom-
position results for the energy sector will differ if
Identity A is used for the energy sector (conventional
EEAS) instead of Identity A1 (recommended EEAS).21

As an illustrative comparison, the physical energy con-
tent method is used together with Identity A based on
the formulae shown in Case 2 of Table 2. The differ-
ences between the results given by the two approaches
are shown in Table 3. A larger activity effect is obtained
via Identity A as larger weights are used across all

energy sources due to the inclusion of T&D losses in
the weights for each energy source. T&D losses are not
included in Identity A1. Instead, they are computed
separately by taking the difference in the T&D losses
between the 2 years of interest. The impact of changes in
T&D losses are redistributed across the activity, struc-
ture and intensity effects in Identity A.

For the structure effect of the energy sector, it is more
reasonable to compare the structure effect from Identity
A (− 90.6 PJ) with the sum of the structure and share
effects from Identity A1 (− 91.3 PJ). The small differ-
ence is entirely due to changes in T&D losses.22

Differences at the energy source level are more signifi-
cant and a comparison is shown in Fig. 3. The increase
in the share of hydropower and other renewables is
viewed as a beneficial development when Identity A1
is used, which is represented by the negative non-
renewable share effect of − 73 PJ. However, in Identity
A, this shift towards the use of more renewables is not
captured. It is represented by a small positive structure
effect attributed to renewables due to the small weights
assigned to renewables.23 Arguably, between the two,
Identity A1 gives a better representation of the impact of
changes in the share of renewables.24 This is especially20 Due to data limitations, the activity measure for the industry sector

in this study is GDP output. Monetary activity indicators are not ideal
as the resulting intensity effect may not be an accurate proxy for energy
efficiency. Physical activity measures are preferred and will lead to
more accurate estimations of the contribution of energy efficiency to
changes in final energy consumption. For more reliable results, further
refinements to the decomposition of the industry sector can be made
with a more detailed data set. For example, Office of Energy Efficiency
(2016) uses physical output as the activity measure and capacity
utilisation is also included as a fourth factor in their report on Canada.
21 There are no differences in the results for the end-use sectors
because Identity A is applied regardless of the identity used for the
energy sector. This is an advantage of using Identity A orA1. Countries
such as Australia, New Zealand and Canada that have developed
EEAS for end-use sectors can simply include the energy sector as an
additional sector using Identity A1.

Table 3 Comparison of decomposition results (in petajoules) for
energy sector using conventional and recommended EEAS for
Canada between 1990 and 2013

Effects Recommended Conventional

Identity A1 Identity A

ΔEtot, i 291.9 291.9

ΔEact, i 360.2 431.7

ΔEstr, i − 18.2 − 90.6

ΔEint, i − 15.9 − 49.2

ΔEshr, i − 73.1 –

ΔET&D, i 39 –

22 If T&D losses are zero, the structure effect from Identity A will be
equivalent to the sum of the structure and share effects from Identity
A1. Therefore, Identity A can be seen as a less refined version of
Identity A1.
23 The weights for renewables are based on the T&D losseswhich are a
very small fraction of the generation losses from fossil fuels and
nuclear energy.
24 When the conventional EEAS is used, the structure effect is mainly
determined by energy intensive activities. This means that a shift to
renewables is quantified by a large negative structure effect attributable
to fossil fuels and nuclear energy while a shift away from renewables is
quantified by a large positive structure effect which is also attributed to
fossil fuels and nuclear energy.
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so for countries with large shares of renewables such as
Canada where renewables make up more than 60% of
the electricity mix. The small structure effect attributed
to renewables when Identity A is used cannot be mean-
ingfully interpreted in countries with large shares of
renewable energy as a significant portion of the energy
sector is not adequately explained or represented.
Identity A1 is more refined as the contribution of re-
newables is explicitly defined through the non-
renewable share effect of − 73 PJ. The negative structure
effect for the energy sector of − 18 PJ indicates that less
energy-intensive fuels such as natural gas replaced more
energy-intensive energy sources. When Identity A is
used, there is no differentiation between the impact of
renewables and shifts among less efficient energy
sources. In a sense, the share effect is reallocated to
fossil fuels and nuclear energy.

Finally, the intensity effect obtained via Identity A is
larger in magnitude than that from Identity A1 as
changes in the T&D loss fraction influence the
intensity effect obtained via Identity A. The T&D
loss fraction decreased between 1990 and 2013
although total T&D losses increased due to a
higher electricity output. The decrease in T&D loss
fraction resulted in a greater reduction in loss intensity
when Identity A is used.

In summary, the decomposition results from the rec-
ommended EEAS are more refined as there is clearly
differentiation among the factors of interest. Problems
arising from distortions to the structure and intensity
effects of renewable and nuclear energy are not encoun-
tered. The approach can be applied more generally to
different energy systems, unlike the conventional EEAS
which is more suitable for fossil-based energy systems.

Extensions to an emissions accounting system

There is a close relationship between CO2 emissions and
energy consumption.25 Notably, the combustion of fuels
for energy generates CO2 emissions and this issue has
gained international attention in light of concerns re-
garding climate change. Energy-related CO2 emissions
are a key source of greenhouse gas emissions, contrib-
uting to about 60% of total global greenhouse gas emis-
sions in 2014 (IEA 2017a). The need to rein in CO2

emissions worldwide has prompted researchers and an-
alysts to seek to gain a better understanding of CO2

emission trends. IDA is a method that can be used to
understand the drivers of CO2 emissions and a CO2
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25 In this study, CO2 emissions refer to energy-related CO2 emissions.
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emissions accounting system (EMAS) is a logical ex-
tension of the EEAS. An EMAS can be particularly
helpful in facilitating the analysis of both energy effi-
ciency improvements as well as emission reductions.
Notably, energy efficiency is just one of the many ways
to reduce CO2 emissions. Fuel switching and increasing
the share of non-fossil-based energy sources are other
measures that can be implemented.

Studies which apply decomposition to economy-wide
CO2 emissions of various countries and regions have
grown rapidly in recent years (Ang 2015). Many IDA
studies have been conducted on economy-wide CO2 emis-
sion trends (de Freitas and Kaneko 2011; Liu et al. 2012;
Wang et al. 2005). Countries such as Switzerland (Federal
Statistical Office 2015) and Australia (Vivid Economics
2013) have also utilised IDA to study their respective
economy-wide CO2 emissions. Most of these studies de-
compose CO2 emissions directly and a formal study
looking at the extension of the EEAS to an EMAS,
including the linkages between the two, has not been
reported. We examine the two systems in detail to reveal
the similarities and differences between them. Design
considerations and methodological issues relating to the
development of an EMAS are discussed to facilitate a
smooth extension of a national EEAS to a national EMAS.

EMAS framework

It may appear that an EEAS can be extended to an
EMAS by simply replacing energy consumption in each
sector with their equivalent CO2 emissions. The exten-
sion is not as straightforward and two issues need to be
considered. The first is the number of factors in the
decomposition identity. If only three factors are used,
the last factor will be the CO2 emissions intensity, i.e.
the CO2 emissions for each unit of activity. Besides
changes in energy intensity, the emission intensity is
also influenced by changes in the energy mix and CO2

emissions per unit of energy used. As a result, for the
same amount of energy consumed, the CO2 emissions
can be very different.26

To account for these additional factors, the three-
factor identity can be expanded into a five-factor

identity, where the CO2 emissions for end-use sector i
are given by:

Ci ¼ ∑jkCijk ¼ ∑jkQi

Qij

Qi

Eij

Qij

Eijk

Eij

Cijk

Eijk

¼ ∑jkQiSijI ijMijkU ijk ð5Þ
where Cijk is the CO2 emissions arising from energy

source k, Mijk ¼ Eijk

Eij
is the share of energy source k in

the total final energy consumption of sub-sector j and

Uijk ¼ Cijk

Eijk
is the emission intensity of energy source k

in sub-sector j. The other factors are the same as those in
the EEAS. The arithmetic change in CO2 emissions in
each end-use sector i can then be decomposed into five
factors—the activity effect, structure effect, intensity
effect, mix effect and emission intensity effect:

ΔCtot;i ¼ ΔCact;i þ ΔCstr;i þ ΔCint;i þ ΔCmix;i

þ ΔCemi;i ð6Þ

The extension leads to an additional level of disag-
gregation by energy source k and more data is required
to construct an EMAS as compared to an EEAS.27 The
detailed formulae for each effect based on LMDI-I is
shown in the Appendix.

The second issue is how the energy sector can be
suitably incorporated. Unlike the case of energy which
experiences losses during transformation, transmission
and distribution and is thereafter used by end-use sec-
tors, CO2 emissions are only emitted during the stage of
electricity generation. If these emissions are allocated to
the energy sector, i.e. having an energy sector as the
sixth sector as in the EEAS, the emissions from electric-
ity consumption in end-use sectors will be zero. Since
the weights for the decomposition effects are in terms of
CO2 emissions in an EMAS, end-use energy efficiency
from the use of electricity cannot be quantified as no
weights are allocated to activities that consume electric-
ity. This would be a problem as some sectors such as the
services and residential sectors depend almost entirely
on electricity in some countries.28 Given the importance

26 For example, a shift from coal to natural gas in industrial energy use
can generally lower CO2 emissions. An increase in the fraction of
renewables in the electricity mix can also reduce emissions from
electric vehicles. These changes represent different climate mitigation
measures and can be quantified by separate factors in the
decomposition.

27 Since CO2 emissions data are usually estimated by multiplying
energy consumption of each fuel type with their corresponding emis-
sion factors, the data used to derive the economy-wide CO2 emissions
should be sufficient for the computation of the mix and emission
intensity effects.
28 Of the 140 countries with available CO2 emissions data for the year
2015, the shares of CO2 emissions from electricity and heat generation
in residential sector were more than 80% for 43 countries (IEA 2017b).
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of quantifying end-use energy efficiency, it is therefore
recommended that CO2 emissions from the energy sec-
tor are allocated to end-use sectors. This means that only
end-use sectors are considered in an EMAS. Electricity
is given an emission factor based on the emission inten-
sity of electricity generation which is the CO2 emissions
per kilowatt hour of electricity consumed by end-use
sectors.

The approach described above has been adopted in
some economy-wide CO2 emission studies. (See for
example O’ Mahony et al. (2012), Sheinbaum et al.
(2011) and Xu et al. (2014).) In this formulation, end-
use energy efficiency from the use of electricity can be
quantified. At the same time, changes in emissions from
the energy sector are reflected in the emission intensity
effect, which is similar to the SSR effect in an EEAS
based on Identity C. If one wishes to gain a better
understanding of the factors influencing the emissions
from the energy sector such as changes in generation
efficiency and fuel mix, a two-step decomposition is
recommended. After Eq. (5) is used to decompose
economy-wide CO2 emissions, the emission intensity
of electricity, Uelec, which is the same for every sub-
sector, can be decomposed in a second step. 29 This step
is necessary as the CO2 emissions from electricity gen-
eration should not be allocated more than once. The
framework will provide a complete decomposition anal-
ysis of the energy system and its related CO2 emissions.

EEAS and EMAS for Canada

To extend the EEAS for Canada in the BCase study^
section to an EMAS, the first step is to focus on the three
effects of end-use sectors in an EEAS. As shown in the
formulae for each effect in the Appendix, the activity,
structure and intensity effects of both accounting sys-
tems only differ in the weights assigned at the sub-sector
level. The weights based on energy consumption in the
EEAS are replaced by weights based on CO2 emissions.
Note that the weights for the EMAS are computed by
energy source k before they are summed to obtain the
sub-sector level weights. Next, the mix and emission

intensity effects can be computed based on energy data
that has been disaggregated by fuel type shown in
Appendix Table 5.30 Themix effect measures the chang-
es in the energy mix at the sub-sector level while the
emission intensity effect measures changes in the emis-
sions per unit of energy consumed. Both factors have to
be computed by energy source.

Energy-related CO2 emissions in Canada increased
by 110.7million tonnes of CO2 (MTCO2) between 1990
and 2013, from 431.7 MTCO2 to 542.4 MTCO2. The
aggregate economy-wide results for the EMAS are
shown in Fig. 4. The activity effect was the dominant
driver and the intensity effect offset some of the increase
in CO2 emissions. The mix and emission intensity ef-
fects also offset some of the increases in CO2 emissions
due to the activity effect. The negative mix effect cap-
tures the shift in end-use energy mix to cleaner sources
such as electricity and natural gas while the negative
emission intensity effect shows that the electricity sector
became less carbon-intensive.

The emission intensity effect quantifies changes in
the energy sector in the EMAS, unlike in the recom-
mended EEAS where the energy sector is treated sepa-
rately and different factors that influence the energy
sector are quantified. There are other differences be-
tween the two accounting systems. From the aggregate
decomposition results for the EEAS in Fig. 1 and EMAS
in Fig. 4, one will notice that the structure effect is
negative for the EEAS but is almost insignificant for
the EMAS. The sectoral results reveal the sources of this
difference. The sectoral results for the EMAS are shown
in Fig. 5 and the numerical results are presented in
Table 4 and these are compared with the sectoral
EEAS results in Fig. 2.

The first source of difference is the absence of the
energy sector as a separate sector in the EMAS. The
negative structure effect of the energy sector in the
EEAS is not a factor in the EMAS. Second, the size of
the effects for each end-use sector differs. In the EEAS,
the structure effect for industry is much larger in mag-
nitude in comparison to freight transport. However, this
difference is not as prominent for the EMAS as the
industry sector experiences a much smaller structure

29 The emission intensity of electricity generation is of interest as
emission reductions can be achieved more easily in this sector. IDA
has been used by IEA (2017b) to decompose emissions from the
electricity sector. (For more details on the identity that can be used to
decompose CO2 emissions from electricity generation, see Xu andAng
(2013). For more details on two-step decomposition, see Xu and Ang
(2014).)

30 Data by fuel types for some industry sub-sectors are not available.
They are estimated based on the proportion of fuels in the sub-sector’s
end-use energy mix for an earlier year or based on a rough estimate if
no data is available. Constant emission factors measured in tonnes of
CO2 per tonne of oil equivalent are used and they are 3.99 for coal, 3.08
for oil and 2.33 for natural gas.
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effect. This is because the weights used in computing
the effects in the EEAS are based on the energy con-
sumedwhile the weights used in the EMAS are based on
the CO2 emissions arising from final energy consump-
tion. The freight transport sector is mainly dependent on
oil. In contrast, the industry sector consumes a mixture

of electricity, coal, oil, natural gas and wood waste,
which as a whole is less carbon-intensive compared to
using only oil. As a result, the structure effect attributed
to the industry sector is not as large in the EMAS in
comparison to the EEAS. This explains the muted con-
tribution of the structure effect in the EMAS results. The
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difference between energy consumption and CO2

emissions can also be observed from the difference
in the total change. While the total change in final
energy consumption for the industry sector was
nearly twice that of the freight transport sector,
the total change in CO2 emissions was only 20%
more.

The sectoral results also highlight the importance of
the mix and emission intensity effects. In the industry
sector, shifts towards less carbon-intensive fuels and an
improvement in the emission intensity of electricity
helped to offset increases in CO2 emissions. If a three-
factor identity was used instead, the energy intensity,
mix and emission intensity effects would be combined
into a single effect. The added advantage of the five-
factor identity of the EMAS is the ability to quan-
tify different climate mitigation measures as sepa-
rate effects. Unlike energy consumption where pol-
icy measures mainly target energy efficiency im-
provements, a more diverse range of mitigation
measures can be employed to reduce CO2 emis-
sions. Switching of end-use energy consumption to
l e s s c a r b o n - i n t e n s i v e s o u r c e s a n d t h e
decarbonisation of the electricity sector are addi-
tional measures that can be implemented to
achieve emission reduction targets. They can be
quantified separately by the mix and emission
intensity effects respectively. These two measures,
together with energy efficiency, form the three
pillars of deep decarbonisation (Bataille et al.
2016). As concerns regarding climate change esca-
late, deep decarbonisation will become more im-
portant. In this regard, the EMAS will be benefi-
cial in improving our understanding of the drivers
of current CO2 trends and helping countries to
track progress towards emission reduction targets
a t the na t iona l and sec tora l l eve l s . The

effectiveness of existing policy measures can be
evaluated and future targets can be determined.

Conclusion

A number of national EEAS have been developed by
and for various countries. The aim is to quantify
economy-wide energy savings from energy efficiency
improvements and understand the factors influencing
energy consumption in each sector. Over the years,
accounting systems have become more sophisticat-
ed and there is general agreement on the frame-
work to quantify end-use energy efficiency im-
provements. However, the peculiarity of the energy
sector, where energy consumption is in fact the
energy losses during transformation, transmission
and distribution, has led to the development of
several different approaches to accommodate the
sector in an EEAS, each with its advantages and
disadvantages. The recent rise in the adoption of
renewable energy further complicates matters as
countries with substantial shares of renewable en-
ergy are unable to accurately quantify and attribute
changes in the loss intensity and the electricity
mix using existing approaches. The failure to esti-
mate and attribute the effects accurately can lead
to confusion during results interpretation.

This study examines these issues in detail and rec-
ommends that energy losses from the energy sector be
considered separately from final energy consumption of
end-use sectors in an EEAS via a new approach. The
new approach overcomes the problems faced by
existing approaches by quantifying the contribution of
changes in the share of renewable energy explicitly and
separating T&D losses from losses due to energy trans-
formation. It can also be extended in the future to

Table 4 Decomposition results (in MTCO2) from EMAS for changes in economy-wide CO2 emissions from Canada between 1990 and
2013

Sector ΔCtot, i ΔCact, i ΔCstr, i ΔCint, i ΔCmix, i ΔCemi, i

Industry 45.57 67.18 − 23.21 19.52 − 11.34 − 6.57

Services 8.07 19.04 − 0.09 − 8.03 − 0.07 − 2.78

Freight transport 38.12 30.85 18.67 − 11.39 0 0

Passenger transport 17.11 38.59 3.29 − 24.75 0.005 − 0.03

Residential 1.81 38.00 − 0.19 − 32.76 1.37 − 4.61

Economy-wide 110.68 193.67 − 1.53 − 57.41 − 10.04 − 14.00
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account for energy losses due to electricity exports
which may become more important as regional electric-
ity grid integration becomes a reality in many geograph-
ical areas.

As motivations for improving energy efficiency
and climate mitigation converge, national agencies
and other organisations are likely to become inter-
ested in the possible extensions of the EEAS to an
EMAS. This extension was also discussed in this
paper and the linkages as well as differences be-
tween the two accounting systems were presented.
Due to the differences between the two systems,
for the EMAS, it is recommended that the CO2

emissions from the energy sector be allocated to
the end-use sector that the energy is used in and
the decomposition performed only for end-use sec-
tors. A second-step decomposition can be per-
formed to analyse the energy sector.

In the future, as new technologies are developed
and climate mitigation measures evolve, further
improvements to both accounting systems will be
needed. Approaches that can capture economy-
wide energy savings from the use of power gener-
ation technologies such as cogeneration or
trigeneration power plants and combined water
and power plants, as well as the energy penalty
arising from low-carbon technologies such as car-
bon capture and storage, are areas for future re-
search. These technologies influence efficiencies at
the economy-wide level and require techniques
that go beyond the analysis of individual sectors.
Further studies on the inclusion of additional fac-
tors in each sector to account for unique features
of each country as well as the merging of IDA
with econometric analyses to examine the econom-
ic and political factors that influence changes in
energy efficiency will shed more light on the fac-
tors that influence economy-wide energy efficien-
cy. Another future area of research is the possible
extension of emission accounting systems to sce-
nario analysis to facilitate the comparison of dif-
ferent decarbonisation scenarios and the charting
of national decarbonisation pathways.
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Appendix

Based on the LMDI-I decomposition formulae for the
additive LMDI-I method (Ang 2015), the three effects
for Identity A in the EEAS are given as

ΔEi;act ¼ ∑ jL ET
ij ;E

0
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� �
ln

QT
i

Q0
i

� �
ð7Þ

ΔEi;str ¼ ∑ jL ET
ij ;E

0
ij

� �
ln

STij
S0ij

 !
ð8Þ

ΔEi;int ¼ ∑ jL ET
ij ;E

0
ij

� �
ln

ITij
I0ij

 !
ð9Þ

where the logarithmic mean is given as L x; yð Þ ¼ x−y
lnx−lny

for x ≠ y and L(x, y) = x for x = y.
Similarly, the five effects for the identity used in the

EMAS are given as
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