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Abstract This study breaks down carbon emissions
into six effects within the 15 European Union countries
group (EU-15) and analyses their evolution in four
distinct periods: 1995–2000 (before European directive
2001/77/EC), 2001–2004 (after European directive
2001/77/EC and before Kyoto), 2005–2007 (after
Kyoto implementation), and 2008–2010 (after Kyoto
first stage), to determine which of them hadmore impact
in the intensity of emissions. The complete decomposi-
tion technique was used to examine the carbon dioxide
(CO2) emissions and its components: carbon intensity
(CI effect); changes in fossil fuels consumption towards
total energy consumption (EM effect); changes in ener-
gy intensity effect (EG effect); the average renewable
capacity productivity (GC effect); the change in capacity
of renewable energy per capita (CP effect); and the
change in population (P effect). It is shown that in the

post Kyoto period there is an even greater differential in
the negative changes in CO2 emissions, which were
caused by the negative contribution of the intensity
variations of the effects EM, GC, CP and P that
exceeded the positive changes occurred in CI and EG
effects. It is also important to stress the fluctuations in
CO2 variations before and after Kyoto, turning positive
changes to negative changes, especially in France, Italy
and Spain, revealing the presence of heterogeneity.
Moreover, the positive effect of renewable capacity per
capita and the negative effect of renewable capacity
productivity are the main factors influencing the reduc-
tion in CO2 emissions during the Kyoto first stage. It is
possible to infer from the results that one of the ways to
reduce emissions intensity will be by increasing the
renewable capacity and the productivity in energy gen-
eration and consequently through the reduction of the
share of the consumption of fossil fuels.

Keywords Decomposition analysis . Emissions
intensity . European countries . Renewable capacity

JEL C29 . Q47 . Q52 . Q57

Introduction

The levels of greenhouse gas (GHG) emissions have
significantly changed geographically after the Kyoto
Protocol agreement. According to a recent report of
the International Energy Agency (IEA) (International
Energy Agency 2013), in 1990, OECD countries were

Energy Efficiency (2016) 9:1087–1113
DOI 10.1007/s12053-015-9411-x

V. Moutinho
CEFAGE—Centre of Advanced Studies in Management and
Economics, University of Évora, Évora, Portugal
e-mail: vmoutinho@ua.pt

V. Moutinho :M. Madaleno : P. M. Silva
Department of Economics, Management and Industrial
Engineering, University of Aveiro, Campus Universitário de
Santiago, 3810-193 Aveiro, Portugal

P. M. Silva
e-mail: silva.pedro@ua.pt

M. Madaleno (*)
GOVCOPP—Research Unit in Governance, Competitiveness and
Public Policy, Aveiro, Portugal
e-mail: maramadaleno@ua.pt

http://crossmark.crossref.org/dialog/?doi=10.1007/s12053-015-9411-x&domain=pdf


responsible for most of the emissions, while in 2012 it
was cut down to 40 % of the emissions related specifi-
cally to the global energy consumed. Also, several
European economies are suffering nowadays of envi-
ronmental problems, which are in part due to the GHG
emissions, especially CO2. The growing environmental
conscience and the commitment to develop adjustments,
have led to the accomplishment of policies to modify
dangerous environmental behaviours in some European
countries. Examples of those policies are the Kyoto
Protocol (United Nations 1998), the 20–20-20 strategy
(Commission of the European Communities 2008) and
the use of renewable sources.

While energy, labour and capital resources are used
to produce desirable goods and services by economic
activities, they simultaneously produce undesirable out-
puts such as GHG emissions. According to the 2007
International Panel on Climate Change (IPCG) report,
the energy consumption of fossil fuels such as coal, oil
and natural gas, are the major contributors for the in-
crease of GHG emissions, including CO2. An inefficient
use of energy leads to higher emission levels, thus, the
efficiency in energy use becomes of greater importance,
coupled with the rising prices of fossil energy resources.

The adoption of the European directive 2001/77/EC
(European Union 2001) and directive 2003/30/EC
(European Union 2003), proposed several goals to be
achieved by the implementation of renewable energies
among member states. However, its marginal and
fragmented promotion until 2008 clearly showed that
EU countries needed more than just indicative goals. In
order to give more strength to this agenda, newmeasures
were set into action such as the 2020 climate and energy
package—also known as 20–20-20, and the European
Union directive 2009/406/EC (European Union 2009).
Taking into account the major importance (economic,
social and environmental) of the renewable sector in
Europe, this directive set mandatory targets for the adop-
tion of renewable energy by the member states in 2020,
and also established a stronger regulatory framework and
stable development of renewable energy.

In this study, we use the complete decomposition
technique on four distinct periods between 1995 and
2010 in EU-15 countries. The factors behind the changes
in industrial energy consumption (among others) have
been under investigation by previous research, especially
in the particular case of the EU (Greening et al. 1997;
Greening et al. 1998; Howarth et al. 1991; Liaskas et al.
2000; Schipper et al. 2001; Torvanger 1991; Unander et

al. 1999). Those studies are useful for understanding the
decomposition methods of energy-related CO2 emis-
sions, and for identifying the driving forces that have
impacted the changes in the level of energy-related CO2

emissions. The most common drivers referenced in liter-
ature are the output effect, the fossil fuel energy compo-
nent effect, the energy intensity effect and the structural
effect. For instance, Hatzigeorgiou et al. (2010) use the
population effect, while Diakoulaki and Mandaraka
(2007) use the utility mix effect. This study however
relies on a different group of variables including also
the average renewable capacity productivity and account-
ing for the changes in capacity of renewable energy per
capita, and in order to check the results robustness, a
higher dimensional Vector Auto Regression (VAR) mod-
el was used in the spirit of Zhang and Cheng (2009) and
Lee and Chien (2010). As such, the current work besides
using the drivers already used by previous authors, add to
the decomposition analysis of CO2 drivers the so called
compensation factors.

Throughout time, researchers developed theoretical
frameworks able to observe environmental indicators
behaviours (index-based decomposition analysis) which
apply economic indices to decompose the variation of
an aggregate variable (González et al. 2014a).
Considering the existent literature the current work con-
tributes in several different ways to it. First, following a
Log-Mean Divisia Index (LMDI) approach to extend
the decomposition method also used by Bhattacharyya
and Matsumura (2010) we considered six drivers, both
energy (renewable and non-renewable energy) and non-
energy (GDP and population factors related to CO2

emissions) related, thus, showing that the method can
be used simultaneously and generalized to such cases.
Bhattacharyya and Matsumura (2010) study focused
over the decomposition of carbon emissions intensity
considering different sectors of economic activity. This
also explains why they have also included the effect of
carbon intensity, of energy intensity and the structure
effect or else of activity in their decomposition model.
Following Alcántara and Padilla (2005), if although in
historical terms, carbon emissions of a country may be
decomposed into four explanatory factors: carbon inten-
sity, energy intensity, income per capita and population,
in our study, by joining these two decomposition
models, we have considered the carbon intensity, energy
intensity and population, although we have chosen to
consider the carbon intensity factor in the crossed prod-
uct of carbon emissions by fossil fuel with the ratio
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fossil fuel by primary final energy. Moreover, in the
present work we have also added the determinants:
renewables installed capacity per capita as well as the
productivity of this production resource. Second, the
CO2 mitigation in EU-15 is analysed in four distinct
periods: 1995–2000 (before European directive 2001/
77/EC); 2001–2004 (after European directive 2001/77/
EC and before Kyoto); 2005–2007 (after Kyoto imple-
mentation); and 2008–2010 (after Kyoto first stage) to
evaluate the impact of the entry in force of energy-
emission policies. Third, the LMDI and the Index
Decomposition Analysis (IDA) were used as they iden-
tify the driving factors of emissions related to energy
and thus, allow explaining the differences in the levels
of efficiency among the European countries. Fourth,
besides identifying the most relevant contributors for
the reduction of emissions, a comparative analysis was
conducted to contrast their performance with the objec-
tive of providing policy guidance for other countries.
Then, it becomes important to know how one specific
effect responds to an impulse in another effect ceteris
paribus, in an exercise of comparative statics. Finally, an
Innovative Accounting Approach (IAA) was imple-
mented which includes forecasting error variance de-
composition and impulse response functions, consider-
ing panel data applied to effects in which emissions are
decomposed.

It is necessary to regulate the economy, the energy and
the environmental policies on the efficient use of resources,
particularly on energy efficiency and the use of renewable
sources. Moreover, there is a gap between the actual share
and the optimal level of renewable energy consumption in
the world. As such, besides the used methodologies, an
overview of what has been done is provided in the past to
achieve these effects, how they are related to each other
and how they have evolved, as well as how they can
influence each other in the future. This innovative empir-
ical approach which analyses the economic and environ-
mental impact of EU-15 countries, will be a useful tool to
enhance the Kyoto Protocol agreement and for the current
policy processes or corporate strategies.

The article is structured as follows: after the intro-
ductory first section which describes the research con-
text, objectives and study motivation, the second section
presents the relevant literature on both LMDI and IAA
applications. The methodology is described in the third
section, while section four presents the results and dis-
cussion. Finally, section five sums the main conclusions
and findings.

Literature review

The rapid growth of renewable energy has been possible
through decreasing technology costs, increasing fossil
fuel prices, and the continued payment of subsidies by
the governments. For instance, according to the IEA
(International Energy Agency 2012a), the subsidies for
renewable energy are estimated to increase from $88
American billions in 2011 to almost $240 billion in
2035, while the fossil fuel consumption subsidies were
estimated at $523 billion in 2011.

Examples of economic policies include incentives for
using renewable energy, and imposing taxes on emission
generation or fossil fuel consumption. Although devel-
oped countries that import crude oil have imposed carbon
taxes for many years, those taxes have not been applied
for environmental purposes. There is a consensus that the
policies putted into practise by the EU countries to di-
minish their emissions are focused in the energy sectors,
since over 80 % of GHG emissions in the EU are related
to activities in these sectors and in these countries.

The carbon intensity of gross world product (GWP),
defined as the ratio CO2/GWP, provide a measure of the
CO2 emissions required to produce a unit of economic
activity on a global scale. From 1970 to 2000, the carbon
intensity of GWP declined from 0.35 kg of carbon (kgC)/
dollar in 1970 to 0.24 kgC/dollar in 2000. This trend
represents a decrease (i.e., an improvement) of 1.3 % per
year. Since 2000 however, the carbon intensity of GWP
has stopped decreasing and has increased (i.e., worsened)
at 0.3 % per year, according to Raupach et al. (2007).

Continuous improvements in the carbon intensity of
the world economy are hypothesised in practically all
scenarios for future emissions. The effect of these
projected improvements is to keep the rate of global
emissions growth below the rate of global economic
growth. For the Intergovernmental Panel on Climate
Change (2000), the recent combination of rapidly increas-
ing emissions and deteriorating carbon intensity of GWP,
amplifies the challenge of stabilizing atmospheric CO2.

In a recent study, Bhattacharyya and Matsumura
(2010) analysed the reduction in GHG in 15 countries
of the European Union between 1990 and 2007, evalu-
ating the contribution of different countries. Their re-
sults showed that although every country achieved a
reduction in emission intensity, is the reduction in larger
emitters which counts the most for decreasing energy
related emission intensity. France and Italy were found
to be lesser contributors to decrease the overall energy-
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related emission intensity, but contributing factors were
different in each case. Germany and United Kingdom
(UK) contributed significantly for the overall GHG de-
crease from energy use, Germany was responsible for
one half of the EU-15 energy related emission intensity
reduction, while UK contributed 8 % for that reduction.
Regarding France, the emission coefficient and energy
intensity, contributed 2 % each. For Italy, the structural
effect was the most significant, i.e., the reduction in
Italy’s share of economic output in the 15 countries,
contributed 2 % for the reduction in energy-related
emissions between 1990 and 2007. Furthermore,
France and Italy contributed another 4 % to the decrease
in emission intensity from energy use (Bhattacharyya
and Matsumura 2010).

In order to provide a better view on this subject in EU-
15, the dispersion relationship between CO2 emissions
and renewable capacity, economic growth (countries
GDP) and renewable capacity (countries Cap Ren), and
eco-environmental efficiency and renewable capacity is
shown in Figures 4, 5 and 6 respectively (see annexes). It
is possible to identify a simultaneous improvement of the
dispersion relationship between CO2 emissions and the
installed capacity of renewable energy, alongside with the
dispersion relationship between installed capacity of re-
newable and economic growth in Germany, Italy, France,
and Spain (among the EU-15). These evidences clearly
demonstrate that a change in CO2 emissions in EU-15
affect the objectives of the Kyoto protocol agreement,
underlining the importance of answering some questions.
Also, eco-environmental efficiency in terms of renewable
capacity clearly improved for these same four countries,
supporting the findings of Picazo-Tadeo et al. (2014) and
Camarero et al. (2014).

The most common decomposition methods to deter-
mine factors that influence CO2 emissions (to decom-
pose the effects of emissions and energy intensity) can
be divided into two: IDA (Hatzigeorgiou et al. 2008; Ma
and Stern 2008) and Structural Decomposition Analysis
(SDA) using input-output tables (Achão and Schaeffer
2009; Zhang et al. 2011). Hoekstra and Bergh (2003)
made a comparison between them. The theoretical and
most relevant characteristics of SDA are reviewed by
Rose and Casler (1996). Regarding the IDA approach,
there are essentially two methodologies: Laspeyres IDA
(Ang and Zhang 2000) and Divisia IDA (Sun 2000).
Ebohon and Ikeme (2006) used an updated version of
the decomposition method defined by Luukkanen and
Kaivo-oja (2002), and were able to decompose CO2

emission factors into carbon energy intensity, CO2 emis-
sion factors and structural variables. Kawase et al.
(2006) divided CO2 emission factors in Japan into
CO2 sources and sinks, CO2 emission intensity, energy
efficiency (the inverse of energy intensity, meaning
GDP/energy), energy intensity (energy/GDP), econom-
ic impact factors and other residual items by using an
extended Kaya equation.

Existent research has analysed energy transitions
using historical energy datasets (Gales et al. 2007;
Kander et al. 2013). However, studies examining long-
term drivers of CO2 are still scarce. In Sweden, Lindmark
(2002) analysed the causes of CO2 emissions from 1870
to 1997, finding that technological change contributed
significantly to emissions decrease, especially during
periods of small economic growth. Tol et al. (2009)
examined the drivers of CO2 emissions in the United
States from 1850 to 2002, observing that CO2 intensity
rose until 1917 due to the transition from wood to cool
and declined afterwards due to technological changes. In
a study conducted in Italy and Spain from 1861 to 2000,
Bartoletto and Rubio (2008) analysed causes of differ-
ences in CO2 emissions and found population growth to
be a significant determinant.

González et al. (2014a) analysed several measure-
ment possibilities to decompose changes in aggregate
CO2 emissions, showing a strong impact of changes in
the fossil fuel energy component factor in the EU.
Kawase et al. (2006) decomposed CO2 emissions with
an extended Kaya identity (CO2 capture and storage,
carbon intensity, energy efficiency, energy intensity and
economic activity) for Japan. Vaninsky (2014) used the
divisia index to estimate the impact of the major factors
driving CO2 emissions (GDP, energy consumption, pop-
ulation and carbon intensities) for the USA and China
through factorial analysis of CO2 emissions. More
recently, Shahiduzzaman et al. (2015) decomposed
through LMDI CO2 emissions in Australia, showing
that reductions are mainly due to energy efficiency for
1978–2010. Hatzigeourgiou et al. (2008) analysed CO2

emissions decomposition in Greece for 1990–2002
showing that the biggest contributor to the rise in CO2

emissions is the income effect and that the energy
intensity effect reduces these. Previously, Ebohon and
Ikeme (2006) decomposed CO2 emissions intensity be-
tween oil producing and non-oil producing countries
using data of sub-Saharan African countries.

There are various index decomposition methods, nev-
ertheless, the LMDI method (Ang and Choi 1997; Ang
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2004; Timilsina and Shrestha 2009) seems to be the one
that bringsmost advantages (Zhang et al. 2009; González
et al. 2014a). Sun. (1999) proposed a complete decom-
position analysis where the residual term is distributed
among the considered effects. This type of analysis has
some advantages because it can be simply calculated and
easily understood, while ensuring decompositions with
identically null residual terms and has therefore been
long used in the empirical analysis. Ang and Zhang
(1999) refer to this as the refined Laspeyres method.
Policy makers in energy and environmental examiners
use these techniques widely as an analytical tool. In other
related studies on the EU, several other authors have used
IDA techniques in economic sectors in their studies (Ang
and Pandiyan 1997; Diakoulaki and Mandaraka 2007;
Lee and Oh 2006; Lise 2006; Liu et al. 2007; Paul and
Bhattacharya 2004; Sun. 1998; Wang et al. 2005; Wu et
al. 2005).

Different approaches have been used previously to
account for decomposition effects. For instance, Zhang
and Cheng (2009) used the VAR Granger Causality and
the Generalized Impulse Response to examine the
causality among urban population, economic growth,
energy consumption and CO2 emissions. Lee and
Chien (2010) applied the IAA (Innovative Accounting
Approach, meaning advanced generalized forecast error
variance decomposition and generalized impulse re-
sponse techniques) to examine the relationship between
energy consumption, capital stock and real income in G-
7 countries. They conclude for a unidirectional relation-
ship running from energy consumption to real income in
Canada, Italy and the UK, indicating that energy con-
servation may hinder economic growth in the three
countries. Furthermore, for France and Japan, energy
conservation in both countries was noticed which may
still be viable, but without being detrimental to econom-
ic growth. As to Germany and the USA, the authors
found no causality between the variables, which dem-
onstrates the neutrality hypothesis, implying that in such
a case economic growth will not affect energy use.
Additionally, they noticed that the impact of capital
stock was relatively higher comparedwith that of energy
consumption..

Menyah andWolde-Rufael (2012) explored the caus-
al relationship among CO2 emissions, renewable and
nuclear energy consumption and real GDP for the USA
as complementary methodology. They also used the
generalized forecast error variance decomposition for
examining the causality among the variables. Alam et

al. (2011) investigated the causal relationships among
energy consumption, CO2 emissions and income in
India, applying the generalized impulse response
funct ion to examine the dynamic causal i ty
relationships among their variables. Lee and Chiu
(2011) applied the IAA to examine the relationship
among nuclear energy consumption, real oil price, oil
consumption and real income in the most industrialized
countries.

From the literature review provided, we are able to
state that the per capita renewables contribution is not
considered in any of the decomposition models used
previously when analysing the decomposition effects
of CO2. Most of the previous models use only energy
and population, meaning the specification of the model
IPAT (Impact = Population × Affluence × Technology
identity) when the variable population is used like in
Brizga et al. (2013). In addition, and given that in the
EU-15 we have heterogeneous installed capacity, in the
current work it is considered that emissions may be
directly related with the installed capacity of renewables
and with the population level. For example, given the
heterogeneity in the population density and the different
economies here included in the set of EU-15, by incor-
porating the ratio renewables capacity over population
we obtain close values for economies whose emission
levels are very diverse, and therefore, the fossil fuel
consumption may continue to justify the emissions in-
tensity evidenced by these countries. Taking into ac-
count Germany whose population density is very high,
it should thus be expected that its installed capacity
should be even higher. Finally, EU-15, as opposed to
the work of González et al. (2014a) which used EU-27,
is also considered as some of the countries within this
larger group have only been part of the EU from 2004
onwards and the period examined by this research
ranges from 1995 until 2010. As a consequence, by
using the 15 countries, it is possible to separate the
effects of policies pursued and analyse their evolution
in the four distinct periods.

Methodology and data

3.1 Data and variables

This study covers annual data for four periods: 1995–
2000 (before European directive 2001/77/EC), 2001–
2004 (after European directive 2001/77/EC and before
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Kyoto), 2005–2007 (after Kyoto implementation), and
2008–2010 (after Kyoto first stage) from EU-15 coun-
tries: Austria, Belgium, Denmark, Finland, France,
Germany, Greece, Ireland, Italy, Luxembourg,
Netherlands, Portugal, Spain, Sweden and UK.

The choice of the selected countries and the study
period is due, on one hand, to the fact that the
International Energy Agency (IEA) report (2012) states
that European member states show heterogeneous ener-
gy intensity levels1 and on the other hand, according to
the World Bank (2013) the evolution of the population
in Europe point for a non-significant evolution across
the EU over the past decade.2 So, if these realities are
heterogeneous across Europe, some reflection needs to
be done, namely regarding the level of intensity in the
mix of fossil energy sources, the capacity of existing
renewable energy power plants, the energy consumption
and production and the economic or population growth
that may mitigate or explain the intensity change in CO2

emissions.
Variables used were GDP, defined as the Gross

Domestic Product (GDP) at market constant prices of
the year 2005, in millions of euros, collected from the
World Bank (2013) and International Monetary Fund;
GHG, being the total greenhouse gas emissions (CO2,
total carbon dioxide emissions, equivalent) caused by
the consumption of energy in thousands of tons sourced
from the European Environment Agency; fossil fuel
(Fos) consumption measured as the sum of final energy
consumption (Ene) computed as the sum of final con-
sumption of solid fuels, gas and petroleum products in
thousands of tonnes of oil equivalent (TOE) collected
from Eurostat (2012) and OECD (OECD Factbook
2013); renewable capacity (CapRen) which represents
the capacity installed of energy produced from renew-
able energy sources comprising hydroelectric sources
(excluding pumping), wind, solar, geothermal and elec-
tricity from biomass/wastes, based on Eurostat (Eurostat
2012) and IEA (International Energy Agency 2012b)
measured in megawatts; finally, population (Pop)

retrieved from World Bank data (The World Databank
2014) measured in thousand habitants.

The variables choice were due to a set of factors
whose relevance emerges associated to development
and support of renewable resources in such a way as to
ensure the Kyoto protocol goals and supranational insti-
tutions guidance like EU directives, which shaped iden-
tical measures for the countries. The goal to reduce non-
renewable sources dependency and the fight against car-
bon dioxide emissions (CO2) is linked to climate change,
whose levels and the search for energy self-sufficiency
should encourage wider use of cleaner sources and be
able to promote the mitigation of carbon emissions.

If the increased supply of energy is met using tradi-
tional sources, then it should cause a barrier to renew-
able sources and a negative signal is expected for reduc-
ing on carbon emissions. However, if that consumption
leads to the installation of generating capacity from
renewable sources, then it will have a positive effect
on reducing CO2 emissions. To control for these effects
of energy resources dependency on the cross-economic
and population behaviour, it is necessary to mitigate
CO2 emissions. With this aim, regarding economic de-
velopment, it was included the Gross Domestic Product
(GDP) to measure the capacity of European countries to
invest in more efficient energy generation technologies.
It is expected that more developed countries will have
greater available financial resources to invest in more
efficient energy sources.

To control for the effect of spatial dispersion of
renewable capacity, the variable population is used.
This variable assesses the effect of available and suit-
able land area for renewable solar, biofuels, biomass
and wind park installation in countries with greater or
lesser population density. The Netherlands, followed
by the United Kingdom, reveal the largest population
in the panel choose.

Rather than examining the absolute contribution to
the energy supply, the importance of renewable energy
in the energy supply of a country should be realized. The
variable CapRen allows to focus on the effect of replac-
ing traditional sources with renewable sources.

3.2. Methodology—decomposition analysis

Two important decomposition analysis, the index
decomposition analysis (IDA) and structural decom-
position analysis (SDA), have been largely used to
analyse and evaluate carbon emissions related with

1 Such as the highest levels of energy intensity for Netherlands and
Slovakia recorded in the second phase of the 2008–2012 Kyoto
periods, whereas Luxembourg and Slovenia show the lowest
levels of energy intensity and to a lesser extent Latvia, Austria,
Germany and Italy.
2 In Ireland, Luxembourg, and Spain the population density in-
creased by 21, 17, and 14 %, respectively, while in most of other
member states the population density increased while Netherlands
and Belgium emerge as the countries with the largest levels of
population density.
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energy consumption, consumption of fossil natural
resources and renewable resources and economic
population growth, whose drivers have been fre-
quently mentioned in the literature of energy and
environmental economics during the last decades.
We should call attention for the important contributions
of Ang (1995), Ang and Zhang (2000) and Ang and Xu
(2013) studies in the formulation of additive and multi-
plicative decomposition techniques.

Essentially, IDA is an analytical tool designed for
quantifying the driving forces influencing changes in
an aggregate indicator. It takes the forms of both
multiplicative and additive decompositions, being
other methodologies limited to the additive
decomposition. Following Brizga et al. (2013) such
method may be easily applied to any source of available
data at any aggregation level in a given time period.
Given the focus on the energy and environmental anal-
ysis rather than the economy accounting analysis, we
concentrate over IDA in the present study.

The used data sources under IDA are aggregated at
the regional/country or economic activity sector levels
and this aggregation limits political implications at the
regional scale or by sector in particular. Besides, the
IDA method deals with direct effects of decomposed
factors. The SDAmethod includes the indirect effects of
final demand which are many times neglected by IDA.
However, given that the present research goal is to study
direct effects of factors which influence the intensity of
the change of CO2 emissions, the most appropriate
method is IDA. In SDA analysis, fossil fuel sources
are considered in a disaggregated way (coal, gas, oil,
renewables, among others), but at the level considered
here, data is not available to construct the necessary
input-output matrix, making us to follow previous stud-
ies which also use aggregated data when countries were
the object of analysis. Basically, the IDA method is an
analytical tool projected to quantify the main forces
which influence changes into an aggregate indicator as
carbon emissions.

On the other hand, one of the questions in the
decomposition literature is related with the aggrega-
tion of the decomposition results at different levels.
To deal with this problem, a new method called the
log-mean divisia index method (LMDI), a variant of
IDA, was proposed, which is consistent in aggrega-
tion and perfect in decomposition, following the
formulation of Ang and Zhang (2000). However,
the LMDI has log terms which cannot deal with

negative values easily. Nevertheless, it is consistent
in aggregation, given that it allows estimates of sub-
groups to be aggregated in a consistent manner to a
higher aggregation level. Thus, this property togeth-
er with the property of perfect decomposition turns
LMDI into an adequate method for researchers to
use within energy and environmental analysis.

Index decomposition analysis (IDA) has been widely
used in studies dealing with energy consumption since
the 1980s and carbon emissions since the 1990s. Ang
(2004) compares different IDA methods and concludes
that the Logarithm Mean Divisia Index (LMDI) is to be
preferred. A comprehensive literature survey reviewing
80 IDA studies dealing with emissions decomposition is
given in Ang and Xu (2013), and shows that the LMDI
became the standard method after 2007.

We expect the results of the decomposition analy-
sis to show which effects are more crucial to reduce
the CO2 intens i ty in EU-15 countr ies . We
decomposed the various effects of CO2 emissions
using the Kaya Identity and the LMDI. A similar
procedure may be found in Lin and Moubarak
(2013). This methodology is widely used and its
results are pointed as robust and consistent, because
they are free of residuals (Ang et al. 2003). The
changes of CO2 emissions were decomposed for each
of the four periods (1995–2000; 2001–2004; 2005–
2007; 2008–2010) and into six effects for each EU
country i, namely: (i) the changes in CO2 emissions
compared to fossil fuels consumption (Fos), i.e., car-
bon intensity (denoted by CI Effect); (ii) the changes
in fossil fuels consumption towards total energy con-
sumption (Ene), i.e., fossil fuel energy component
(denoted by EM Effect); (iii) the changes in ener-
gy intensity effect (denoted by EG Effect; ratio of
final energy consumption to gross domestic prod-
uct—GDP); (iv) the average renewable capacity
productivity (denoted GC Effect); (v) the changes
in capacity of renewable (Cap Ren) energy per
capita (denoted by CP Effect); and (vi) the chang-
es in population (Pop) on each EU country i
(denoted P Effect).

The expression for the index decomposition analysis
(CO2) identity (1) is:

CO2i ¼ CO2i

Fosi
� Fosi

Enei
� Enei

GDPi
� GDPi

CapReni
� CapReni

Popi
� Popi

⇔CO2i ¼ CIi � EMi � EGi � GCi � CPi � Pi

ð1Þ
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Under the additive LDMI model, aggregate CO2

emissions, in decomposition (2) may be decomposed
by the difference:

ΔCO2 ¼ CO2t−CO20 ¼ ΔCIeff þΔEMeff

þΔEGeff þΔGCeff

þΔCPeff þΔPeff ð2Þ
where ΔCO2 represents changes in aggregate CO2

emissions in the economy from one period to another,
being the right hand side variables the representatives of
the various contributing determinants as previously de-
fined but now being referred to changes.

The LMDI formula for each effect in the additive
decomposition identity was calculated as follows:

ΔCIeff ¼ CO2t−CO20

ln
CO2t

CO20

� �
2
664

3
775� ln

CIt
CI0

� �
ð3:1Þ

ΔEMeff ¼ CO2t−CO20

ln
CO2t

CO20

� �
2
664

3
775� ln

EMt

EM0

� �
ð3:2Þ

ΔEGeff ¼ CO2t−CO20

ln
CO2t

CO20

� �
2
664

3
775� ln

EGt

EG0

� �
ð3:3Þ

ΔGCeff ¼ CO2t−CO20

ln
CO2t

CO20

� �
2
664

3
775� ln

GCt

GC0

� �
ð3:4Þ

ΔCPeff ¼ CO2t−CO20

ln
CO2t

CO20

� �
2
664

3
775� ln

CPt
CP0

� �
ð3:5Þ

ΔPeff ¼ CO2t−CO20

ln
CO2t

CO20

� �
2
664

3
775� ln

Pt

P0

� �
ð3:6Þ

The analysis of the six effects allows us to evaluate
aspects such as: the fossil fuel efficiency; the level of
substitution between fossil fuels; the installation of reduc-
tion technologies; and the substitution of fossil fuel for

renewable energy sources. The last two effects give us
indications about the influence of renewable relative ca-
pacity installed to face the population evolution; and the
diversification of evolution of population among the same
countries and its impact over CO2 emissions changes.

Previous authors used the formulation (1) but ac-
counting only for the CO2 drivers (Kawase et al. 2006;
González et al. 2014a, b; Shahidduzzaman et al. 2015;
among others). The present work includes also the com-
pensation factors GC and CP, in the sense that they
mitigate the drivers’ effects. If these were not accounted,
the drivers’ effects would be higher. As such, they are
clearing because they attenuate or reduce emissions.
Looking at the formulation in 3.1 we have the carbon
intensity, in 3.2 the inverse of energy conversion effi-
ciency, in 3.3 the energy intensity ratio (ratio of final
energy consumption to GDP), in 3.4 the inverse of the
installed capacity of renewables productivity, in 3.5 the
capacity of renewable energy per capita and in 3.6 the
impact of population change.

After applying the decomposition analysis, we can
examine the outputs. The results robustness was
assessed using the higher dimensional VAR model.
To achieve that purpose, we implemented the IAA
that includes forecast error variance decomposition
and Impulse Response Functions (IRFs). The vari-
ance decomposition approach indicates the magni-
tude of the predicted error variance for a panel series
accounted by innovations from each of the indepen-
dent variables over different time horizons.
Additionally, the generalized forecast error variance
decomposition approach estimates the simultaneous
shocks stemming in other variables.

In this study, the generalized forecast variance de-
composition approach estimates the simultaneous shock
effects using a VAR system to test the strength of causal
relationship among the six effects decomposed of EU-
15 countries with the decomposition analysis, such as,
CI effect, EM effect, EG effect, GC effect, CP effect and
P effect, respectively.

For example, if the fossil fuel energy component effect
explains more of the forecast error variance of the aver-
age renewable capacity productivity, then we deduce that
there is unidirectional causality from EM to GC in EU
countries i. When shocks in GC also affect EM in a
significant way, there is bidirectional causality. If shocks
occurring in both series do not have any impact on the
changes in renewable capacity, productivity and in fossil
fuel energy component effect, then, there is no causality
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between these explanatory effect variables. This
technique can also provide a rough analysis of how
long it takes for the variable to go back to the
equilibrium after the long run relationship has been
shocked. According to Maghyereh (2004) and Park and
Ratti (2008), the impulse response functions (IRFs) show
the dynamic responses of time series to a one-period
standard deviation shock, and indicate the direction of
the response to each of the shocks. Thus, a random shock
in one standard deviation establishes a chain reaction
over time in all variables in the VAR. The impulse
response functions calculate these chain reactions.

For instance, we support the hypothesis that fossil
fuel energy component effect causes renewable capacity
productivity and the impulse response function indicates
significant response of EM to shocks in GC according to
shocks in other ratios. With the impulse response func-
tions, we also provided a rough analysis of how long it
takes for that specific effect variable to go back to the
equilibrium after the long run relationship has been
shocked.

Results and discussion

Decomposition analysis results

According to Fig. 1, regarding the first period 1995–
2000 (before Directive 2001), in EU-15, there is an
increase in CO2 emissions (123.948 t). The positive
impact of the renewable capacity per capita, renewable
capacity productivity and fossil fuel energy component,
outperformed the negative impact of carbon intensity
and energy intensity. As pointed out by Camarero et al.
(2014) emissions over GDP have significantly de-
creased between 1990 and 2009, while Picazo-Tadeo
et al. (2014) state that the countries that display the
highest growth rates in environmental performance are
Luxembourg, Sweden, UK and Germany, but there is
still room for European environmental policy makers to
encourage catching up among European members
(Picazo-Tadeo et al. 2014).

In the second period (2001–2004), after directive
2001/77/EC and before the first phase of the Kyoto
protocol, there is a positive and progressive increase in
CO2 emissions (139,622 t). The positive and highest
variation in CP effect outperformed the majority and the
negative effect of GC and of the CI effect, the population
effect has a stable increasing influence whereas the CI

effect shows a significant contribute to reduce emissions.
In the transition period between 2001 and 2004 and
1995–2000, there is a positive increase in CO2 emissions
(12.65 %). However, it was also possible to observe that
these effects are not equal among the 15 countries.

Note: The six effects for each EU country i are,
namely: (i) the changes in CO2 emissions compared to
fossil fuels consumption, i.e., carbon intensity (denoted
by CI Effect); (ii) the changes in fossil fuels consumption
towards total energy consumption, i.e., fossil fuel energy
component (denoted by EM Effect); (iii) the changes in
energy intensity effect (denoted by EG Effect); (iv) the
average renewable capacity productivity (denoted GC
Effect); (v) the changes in capacity of renewable energy
per capita (denoted by CP Effect); and (vi) the changes in
population on each EU country i (denoted P Effect).

Differences in efficiency reduction among European
countries might be due to different capabilities to jointly
manage production processes and the environment, as
well as to other circumstances such as different levels of
development, differences in citizens’ environmental
awareness and different production structures (Picazo-
Tadeo et al. 2014).

It is quite clear the positive impact of both CP and P in
every period. Also, with the sudden decrease of both EG
and GC effects after period one, we observe a decreasing
pattern of CO2. A negative impact of EM is only ob-
served after the Kyoto first stage within the EU-15.

In the first phase (2005–2007 period) after the Kyoto
commitment, a negative although smaller change in
CO2 emissions (−6597 t) is observable, whereas the
negative and significantly negative impact of the EG
effect and GC effect, respectively, outperformed the
highest and positive impact of CP effect. This
contradicts González et al. (2014a) which shows that
energy efficiency improvements do not involve impor-
tant reductions in CO2 emissions. This may be due to
different measurement units used by the authors and the
fact they considered the EU-28 and only the power
sector (not all the industry). In the second phase of the
Kyoto protocol, 2008–2010, there is a strong decrease in
CO2 emissions (−358,697 t) where the contribution of
the negative and highest variation in GC effect
outperformed the highest variation and positive effect
of CP. However, the population effect has a stable
decreasing influence and the EM effect shows a sig-
nificant contribution to decrease emissions, whose
change effect has been opposite to that of the first
phase period after the Kyoto commitment. In the
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transition period between first phase of Kyoto
commitment and the period after directive but be-
fore Kyoto commitment, there is a strong reduc-
tion in CO2 emissions (−104.72 %); while in the
transition period between the second phase of the
Kyoto commitment and the first phase of that
protocol, there is in EU-15 countries a strong
reduction in CO2 emissions (−358.697 %), mainly
due to the average renewable capacity productivity.

Camarero et al. (2014) stress that under the Kyoto
Protocol, the EU-15 agreed to reduce its collective
emissions of GHG by 2012 to 8 % below the levels
recorded in 1990. Nonetheless, this goal is on course to
be overachieved, as in 2009 emissions have already
been estimated to have decreased by 12.7 %. They also
argue that Spain, Portugal and Greece have actually
raised their emissions, although the combined reduction
of GHG emissions in 2009 for the EU-27 has already
reached 17.4 %. Large differences observed among EU
countries in efficiency terms are stated by Camarero et
al. (2014) and in Picazo-Tadeo et al. (2014). The for-
mers attribute them to different levels of development,
differences in the structure of economic activity related

mainly with development levels, and to environmental
awareness.

It would be interesting to infer now how has each
member contributed to the reduction of EU-15 emission
intensity? To analyse each effect, we decomposed them
with LMDI decomposition, following the method
outlined in Section 3. For each country in EU-15, we
show the results in Table 1.

From Table 1 we observe a positive variation of CI in
Germany after the Kyoto protocol, a significant decrease
in the capacity of renewable energy per capita until
2010, but an increase of this last CP effect in Spain
and the UK. In some countries there was a positive
change in the fossil fuel energy component and over
the average renewable capacity productivity (Austria,
Luxembourg, Netherlands) while in others, a negative
change is observable (Portugal, Spain, France). The
sharp decrease in emission levels in Germany, France
and UKwas motivated by fuel mix effects and intensity,
similar to González et al. (2014b) but also to the average
renewable capacity productivity here considered.
Although not immediately, capacity of renewable ener-
gy per capita and population changes are positive in all

Fig. 1 Changes of CO2 emissions decomposed into six effects for EU-15 for each of the four periods (1995–2000; 2001–2004; 2005–2007;
2008–2010)
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countries and periods except in Belgium, Denmark,
France, Luxembourg and Sweden in the former and in
Germany for the latter.

As Camarero et al. (2014) notice, literature on growth
and convergence (Barro and Sala-i-Martin 1992) has
recently been applied to explain emissions evolution.
This theory stresses that countries with higher initial
levels of emissions tend to reduce more emissions than
those with initial lower levels. This literature uses the
explanation to justify the substantial drop in the
emissions of Eastern European countries, despite
their lower GDP per capita. Nevertheless, it is un-
able to explain the case of Spain, Greece and
Ireland, whose current emission growth is above
the 1990 levels. In order to justify this heteroge-
neous behaviour, some authors point for different
economic growth rates, but still, some cases are
not explained by the growth-convergence relation-
ship. Other factors emerge such as technological
change and fossil fuel energy component variations
(Camarero et al. 2014). Thus, within this relative ho-
mogeneous EU-15 group, subject to the same policies
and laws, different levels of development and income
differences may be justifications for this observed
heterogeneity. Moreover, the underperformance of
Spain and Italy has already been pointed out by
Camarero et al. (2014) and Picazo-Tadeo et al. (2014).
Following González et al. (2014b) population growth
induces CO2 emission increases.

In the following, the six decomposition effects by
country and sub analysis period will be analysed deeply,
whose results are presented in Fig. 2.

In the second period 2001–2004 (after directive
EU 2001/77/EC and before the first phase of Kyoto
commitment), for EU-15 group countries there is a
negative variation in carbon intensity (−53 %).
However, there is a highest negative variation in this
carbon intensity effect in Luxembourg, Denmark
and France, while in Belgium, Spain and Portugal,
there is a positive and significantly variation in
carbon intensity to impact the changes in CO2 emis-
sions in this period.

In the period between the first phase of Kyoto
protocol and before the Kyoto commitment, the
carbon intensity effect reveals a negative influence
(−55 %) to explain the changes in CO2 emissions

in EU-15 countries. In that transition period, car-
bon intensity effect exhibits positive changes in
the countries, were recent reduction levels are
lower like in Austria, Netherlands, UK and
Sweden.

In the period between the second phase of the Kyoto
commitment and the first phase of the Kyoto protocol,
the carbon intensity effect has a reduction variation
(−31 %) to explain the changes in variation in CO2

emissions in EU-15. However, the carbon intensity has
a negative and the highest impact to changes in CO2

emissions are in Belgium, Spain, Netherlands and UK,
while Germany and Italy reveal to be the two countries
with the highest positive and significantly carbon inten-
sity effects to explain the changes of CO2 emissions in
EU-15.

The fossil fuel energy component effect has
only been negative in the first phase of the
Kyoto protocol for EU-15. The fossil fuel energy
component effect suffered a considerable reduction,
thus impacting negatively CO2 emissions in the
period 2005–2008 (after Kyoto implementation).
Considering the total, for EU-15 group countries
there is a negative variation in the fossil fuel
energy component. However, there is a highest
negative variation in this carbon intensity effect
in Germany and Italy from 1995 until 2010, while
in Austria, Spain and Portugal there is a positive
and significantly variation in carbon intensity to
impact the changes in CO2 emissions. As such,
the highest negative variation occurs in Germany,
Portugal, Spain and UK between the first and
second periods (before European directive 2001/
77/EC and after that directive but before Kyoto)
and from the third to the fourth period (after
Kyoto implementation and after Kyoto first stage).

In the period between the first phase of the
Kyoto protocol and after the directive, but before
the Kyoto commitment period, the fossil fuel en-
ergy component effect reveal an increased and
negative impact (−39 %) to explain the changes
in CO2 emissions in EU-15 group countries. In
that transition period, the fossil fuel energy com-
ponent effect exhibits positive changes for most of
the countries and periods, although with huge dif-
ferences in terms of intensity increases, thus
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enhancing the existence of heterogeneity within the
group.

In the period between the second phase of the
Kyoto commitment and the first phase of that
protocol, the carbon intensity effect has a highest

and significantly reduction variation (−277 %) to
explain changes in variation in CO2 emissions in
EU-15 countries. However, the fossil fuel energy
component has a negative and highest impact to
changes in CO2 emissions in France, Germany and

Fig. 2 Changes in CO2 emissions compared to fossil fuels con-
sumption, i.e., carbon intensity (denoted by CI Effect), fossil fuel
energy component effect (EM), energy intensity effect (EG),

renewable capacity productivity effect (GC), renewable capacity
per capita (CP) and population effect (P), by country and period
(1995–2000; 2001–2004; 2005–2007; 2008–2010)
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Netherlands, while Greece and Luxembourg show
a positive contribution of this effect to the CO2

emissions reduction in EU-15. It should be noticed
that Hatzigeorgiou et al. (2010) found that the fuel
share effect has a small negative impact on CO2

emissions for the EU-25 (−9 %), during the 1990–
2020 period.

From Fig. 2 it is clear that the improvement in energy
intensity is the most significant fact up to the moment
that leads to a reduction in CO2 emissions considering
the second period 2001–2004 (after directive EU 2001/
77/EC and before the first phase of Kyoto commitment)
especially in Germany and the UK. However, there is a
high negative variation in this energy intensity effect in
Sweden, Finland, Netherlands and Luxembourg, also in
the first period, while in Austria, Finland, France,
The Netherlands and Italy there is a positive and signif-
icantly variation in energy intensity to impact the chang-
es in CO2 emissions after the European directive 2001/
77/EC but before Kyoto. The negative energy intensity
effect is highly observed in Germany, Spain, Greece,
Italy and the UK after the Kyoto first stage (4th period;
2008–2010). This finding puts forward the greater dif-
ferential in the negative changes which occurred in CO2

emissions.
In others studies, like Hatzigeorgiou et al. (2010) it is

claimed that the energy intensity effect makes a moder-
ate contribution in Portugal (−16 %) whereas for the
EU-25 the energy intensity effect is expected to amount
to −40 %, and for Greece to −17 %. A significant effect
of energy intensity on CO2 emissions is observed for
Ireland (−47%), which reflects fuel switching towards a
less carbon intensive macro-economic production and
consumption. On one hand, Bhattacharyya and
Matsumura (2010) found that Germany and the UK
have contributed significantly to the overall reduction
of GHG emissions from energy use. Germany has
accounted for about one half of the reduction in the
EU-15 energy-related emissions intensity, while the
UK has contributed another 8 % reduction. France and
Italy were responsible for 4 % of the reduction in emis-
sions intensity from energy use. On the other hand, the
United Kingdom achieved one of the lowest energy
intensities in the EU-15 in 2007. If all 15 countries had
achieved the same level of energy intensity, the energy-
related GHG emission could have been reduced by 23%

from the 2007 level. Germany, France, Italy and Spain
would be the major contributors to the emissions reduc-
tion, accounting for more than 70 % of emissions sav-
ings. Similar to the findings of González et al. (2014a) it
seems that in general, EU-15 countries when faced with
international pressure to reduce CO2 emissions, the
reduction in energy intensity and fuel mix improve-
ments revealed to be important means of bringing a
decrease in CO2 emissions.

We are able to observe large differences among
countries (Germany, The Netherlands and UK) whatev-
er the period considered in terms of renewable capacity.
However, changes in the average renewable capacity
productivity are especially high and negative for these
countries in the second and last periods considered.

Overall, we may state that average renewable capac-
ity productivity is one of the major effects able to
explain CO2 emissions in these countries. However, in
almost all countries, except in those referenced, there is
a positive contribution of GC effects in the period before
European directive 2001/77/EC, which tend to be neg-
ative in the periods afterwards. Therefore, we may argue
that development levels influence the impact of the
decomposing effects over CO2 emissions reduction,
turning the process of European adjustment slower.

From Fig. 2 it is clear that the improvement in the
capacity of renewable energy per capita is one of the
most significant facts that leads to a reduction in CO2

emissions concerning the second period 2001–2004
(after directive EU 2001/77/EC and before first phase
of Kyoto commitment). However, this contribution is by
itself heterogeneous (Germany, Netherlands and UK,
compared to the rest of the countries).

Although always decreasing in Netherlands, it has
been increasing in the UK, and has been positive in all
EU-15 countries in every period. Even though, this
positive contribution has not been enough to account
for the negative changes verified in other effects, thus
not turning so evident the CO2 complete reduction.
Interestingly, but with counterbalancing forces, the de-
composition analysis suggests that renewable capacity
per capita and population effects could well have pro-
duced an increase in total emissions, regardless of the
period considered.

In comparison to the CP effect, the P effect is positive
in all EU-15 countries except in Germany for the third
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and fourth periods. Our results are in accordance with
those of Hatzigeorgiou et al. (2010), which observed
that the population effect is projected to have a stable
and positive influence on the increase in CO2 emissions
in Greece (10 % from 1990 to 2020), while for Ireland,
Portugal and Belgium the population, effect range from
10 to 20 %. In accordance with our results, in Belgium,
Finland, UK and Sweden, the P effect has been very
similar among periods with discrete ups and downs. The
effect is highest in Spain after the implementation of the
EC directive 2001/77/EC (the 2nd period; 2001–2004).
Other causes may justify this population increased ef-
fect, but get out from our main goal.

For all that details presented, it may be reasoned that
after the Kyoto commitment period there is a continuous
decrease in changes of CO2 emissions in EU-15, where-
as the positive effect of renewable capacity per capita
and the negative contribution of the renewable capacity
productivity effect are the main factors influencing the
negative, and highest, reduction in CO2 emissions in
EU-15. In fact, this evidence is attributed to a relative
large increase in the GDP between those two periods,
given that after the calculation of the renewable capacity
installed it is also worth noticing that the Bgains^ from
the reduction of energy intensity are slightly less than
the offset provided by the Bless^ of the increased popu-
lation, being the former corroborated by the findings in
Diakoulaki and Mandaraka (2007).

As an example, Germany, that had the highest
average GDP during 2000–2010, began to support
the renewable energy at the beginning of the
1990s, al lowing economic growth without
compromising too much the environment. The en-
ergy that came from renewable sources (such as
wind and solar) was bought by the industries at
low prices thanks to the policies applied (creation
of feed-in tariffs). In the 2000s, Germany has
restructured its support for renewable energy in
order to shape it according to the new market
realities, being nowadays considered one of the
most effective promotion models of renewable
energy.

The targets for renewable energy are unavoidable and
so it is necessary to lower the costs of renewable energy.
Countries like Portugal and Spain have implemented
policies based on schemes that include feed-in tariffs,

feed-in premiums and green certificates. These countries
had high tariff deficits and thus, they combined raises in
tariffs with other measures that divide the burden among
the energy consumers, the energy sector and the public
finance.

It seems important to stress also the fluctuations
in CO2 emission variations before and after Kyoto,
turning positive changes to negative changes, es-
pecially in France, Italy and Spain. The positive
changes in CO2 emissions before the entry into
force of the Kyoto agreement was closely linked
to positive changes in EG, CP and P effects, that
outweighed the negative effects of the changes
occurring in CI, EM and GC effects. During the
post Kyoto there was mainly a negative effect in
all the variations included in the effects of the
decomposition analysis, with the exception of the
CI effect variation that ranged positively, hence the
variations of CO2 were negative in these countries
during this period.

The values of CO2 emissions demonstrate that
these European economies emitted less CO2 per
same amount of fossil fuels used, revealing an
improvement of the used renewable installed ca-
pacity or more efficient and less polluting technol-
ogies, confirming the trade-off between the use of
cleaner technologies rather than more pollutant
technologies. All these facts are particularly asso-
ciated with richer countries, such as Germany and
France, which did not need to significantly in-
crease their share of renewable energy in the peri-
od after Kyoto protocol period, 2005–2010, to
reduce emissions. It seems that the higher the
income level of the country, the better the percent-
age of renewable energy will turn out to be, en-
hancing the ease of economic growth without
compromising the environment - these countries
do not need to increase renewable energy signifi-
cantly to reduce emissions, as they can improve
the installed capacity they already have.

It is also important to point that the bad perfor-
mance of some countries may have been caused
by strong lobbies in the fossil fuels area. This
effect combined with the protectionist policies in
the energy production sector increases the use of
non-renewable sources, despite the effective
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promotion of renewable sources by public policies.
As focused by González et al. (2014a), the adap-
tation process of the European economy to the
Kyoto protocol could relate to the great relevance
of the intensity and fuel mix effects to CO2 emis-
sions once that CO2 is the greatest contributor to
greenhouse gas effects.

The inversion of CO2 emission variation in
Spain is associated with the negative changes and
increased intensity of EM and P effects, together
with the negative variations of lower intensity of
EG, GC and CP, which outweigh the positive
variations of the CI effect. We cannot forget that
Spain is a country with a lower income when
compared to Germany, but still has taken a very
strong policy towards renewable energy, although
only recently. In addition to the feed-in tariffs, the
Spanish government also adopts direct public
funding, subsidized loans and tax credits to en-
courage wind and solar power, biomass, biofuels
and small hydro plants. According to the G-20
Clean energy Factbook (2010), Spain was placed
as the fifth biggest investor of the G20 in renew-
able energies and the 1st in clean energy invest-
ment intensity (clean energy investment as a per-
centage of GDP). As it is necessary to fulfil with
the targets for renewable energy and to lower the
costs of renewable energy, Spain has implemented
policies based on schemes that include feed-in
tariffs, feed-in premiums and green certificates.
As these countries had high tariff deficits, they
combined raises in tariffs with other measures that
divide the burden between the energy consumers,
the energy sector and public finance.

Innovative accounting approach

The approach IAA to investigate the causal dy-
namic relations between carbon dioxide (CO2)
emissions and its components, emerges as an an-
swer to the limitation of the resource Granger
causality usually used in the literature. This last
resource has the inconvenient of not knowing by
one hand the magnitude of the existent causal
feedback between CO2 emissions and its determi-
nants which were mentioned in the decomposition

model used, just as mentioned by Arouri et al.
(2013). Following these same authors, the unique-
ness of the IAA is that it avoids the problem of
endogeneity and integration of the series. On the
other hand, given that the Granger causality test
reveals the causal relationships between the vari-
ables but only for the sample period used, the IAA
method allows us to illustrate the extension of the
causality relationship as a prediction of the behav-
ioural relationship, meaning, incorporating into the
analysis a forward period which goes afterwards
the selected sample period. In this present study
this fact makes all sense given that the period
2013–2020 was not considered and it coincides
with the third phase of the Kyoto commitment.

The variance decomposition explains how much
of the predicted error variance of a specific effect
variable is described by innovations generated
from another effect variable in a system over var-
ious time horizons. Table 2 presents the results of
the generalized variance decomposition over a ten-
year period for EU-15.

Subsequently, we will highlight the most important
shocks that can change each effect that was
decomposed. The empirical evidence indicates that
50.12 % of carbon intensity is due to its own innovative
shocks.

The standard deviation shock in capacity of re-
newable energy per capita and average renewable
capacity productivity are the two effects that better
explain carbon intensity, although with a small and
significant level, 11.83 % and 19.36 % respectively.

The average renewable productivity capacity contri-
bution and the change in European populations to the
renewable energy capacity per capita is 50.39 % and
13.50 % respectively, while 19.6 % is due to its own
innovator shocks.

A 41.98 % of energy intensity is explained by
one standard deviation shock in average renewable
productivity capacity and 26.39 % is due to its
own innovative shocks. Fossil fuel energy compo-
nent is mainly affected by renewable capacity pro-
ductivity by 27.84 % and by the carbon intensity
effect by 26.43 %. A significant portion of average
renewable productivity capacity is explained by its
own shocks (48.53 %), while the contribution of
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Table 2 Variance decomposition of EU-15 Panel countries by CO2 effect

Period CI effect CP effect EG effect EM effect GC effect P effect

1 100.0000 0.000000 0.000000 0.000000 0.000000 0.000000

2 85.43638 5.048177 3.182851 0.175936 3.027284 3.129374

3 80.33192 4.914112 3.898837 0.223424 6.817986 3.813722

4 70.33603 5.228503 3.465422 2.967331 14.63203 3.370682

5 63.56399 6.862413 4.119918 2.670081 19.60004 3.183558

10 50.11836 11.82642 7.350139 3.855360 19.36354 7.486176

Period CI effect CP effect EG effect EM effect GC effect P effect

1 6.966355 93.03365 0.000000 0.000000 0.000000 0.000000

2 6.384921 91.40220 1.861021 6.99E-06 0.009734 0.342113

3 7.734524 69.14731 2.748899 0.570442 19.43652 0.362307

4 5.210393 46.68516 3.617957 0.907685 43.32303 0.255772

5 2.437893 21.70697 3.194875 1.649806 70.82285 0.187605

10 1.267604 19.60117 12.29316 2.946719 50.39275 13.49860

Period CI effect CP effect EG effect EM effect GC effect P effect

1 14.74570 3.749865 81.50444 0.000000 0.000000 0.000000

2 9.458749 11.08690 52.18193 0.353706 26.03948 0.879229

3 6.653455 22.41613 38.09564 3.744885 21.95349 7.136407

4 6.189945 20.08173 45.38771 4.355592 17.36317 6.621857

5 4.801746 14.24303 31.32237 4.433816 38.50401 6.695031

10 4.193908 16.22622 26.39733 5.243698 41.98950 5.949349

Period CI effect CP effect EG effect EM effect GC effect P effect

1 71.78300 0.934598 4.783738 22.49866 0.000000 0.000000

2 54.37425 7.412648 4.640678 15.12154 10.25240 8.198486

3 47.79168 7.782009 14.18613 13.28835 9.058601 7.893227

4 40.58971 7.521206 12.30878 14.87762 17.84843 6.854269

5 35.26364 9.880574 10.97827 13.55489 24.34351 5.979112

10 26.43946 14.32024 12.28394 11.92131 27.83843 7.196612

Period CI effect CP effect EG effect EM effect GC effect P effect

1 5.619185 66.52578 4.816303 1.396897 21.64183 0.000000

2 4.675661 45.12483 3.571665 1.271601 45.28124 0.074998

3 2.377468 18.07112 8.805944 1.341178 69.18441 0.219879

4 1.800468 14.92668 7.487268 1.888339 72.81812 1.079121

5 1.307066 9.565617 11.79665 4.698622 71.79073 0.841318

10 0.967190 13.69441 9.370273 5.868257 48.53338 21.56649

Period CI effect CP effect EG effect EM effect GC effect P effect

1 0.460638 2.841717 0.468872 14.54054 0.012389 81.67584

2 0.639308 7.483543 0.833899 22.56049 4.560742 63.92202

3 0.527410 11.06028 0.434003 27.10168 7.562056 53.31457

4 0.443885 12.92180 2.376808 26.73399 10.83931 46.68420

5 0.361325 12.53509 5.918231 26.84764 9.510312 44.82740

10 0.335978 13.56306 8.485734 26.89511 13.14535 37.57477

Note: The six effects for each EU country i are, namely: (i) the changes in CO2 emissions compared to fossil fuels consumption, i.e., carbon
intensity (denoted by CI Effect); (ii) the changes in fossil fuels consumption towards total energy consumption, i.e., fossil fuel energy
component (denoted by EM Effect); (iii) the changes in energy intensity effect (denoted by EG Effect); (iv) the average renewable capacity
productivity (denoted GC Effect); (v) the changes in capacity of renewable energy per capita (denoted by CP Effect); and (vi) the changes in
population on each EU country i (denoted P Effect). GER stands for Germany, AUS for Austria, BEL for Belgium, DEN for Denmark, SPA
for Spain, FIN for Finland, FRA for France, GRE for Greece, IRE for Ireland, ITA for Italy, LUX for Luxembourg, NED for Netherlands,
POR for Portugal, UK for United Kingdom and SWE for Sweden
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fossil fuel energy component and renewable ener-
gy capacity per capita to change population is
26.89 % and 13.56 % respectively, the remaining
37.57 % is explained by its own standard innova-
tive shocks.

We can infer that taking 5 % as a threshold,
there is a bidirectional causality between average

renewable productivity capacity and change in
population, the renewable capacity per capita and
average renewable productivity capacity and the
change in population and renewable capacity per
capita. This means that one of the ways to reduce
the emissions intensity will be by increasing the
renewable capacity, productivity in energy

Fig. 3 IRFs for Panel EU-15 Group countries
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generation and consequently reducing the share of
the consumption of fossil fuels.

Common to this statistical evidence of the var-
iance decomposed into the drivers of CO2 emis-
sions, results allow to highlight the following: (1)
carbon intensity influences emissions per unit of
fossil fuel, i.e., if CO2 emissions decreases, then
carbon intensity decreases too, because less fossil
fuels are used, or the mix of fossil fuels is differ-
ent. (2) it is the emissions by fossil fuel, fossil
fuel energy component effect and energy intensity
that cause the economy structure. This means that
if carbon intensity, fossil fuel energy component
and energy intensity are reduced, the mix of fossil
fuels used in the economy or the technology will
be changed, which could highlight the importance
of certain sectors in these economies. Thus, by
changing the energy intensity, some sectors may
contract, including those of energy-intensive in
favour of the less energy intensive.

We also provided a rough analysis of how long it
takes for the variable to go back to the equilibrium after
the long run relationship has been shocked. The IRFs
show the dynamic responses of time series to a one-
period standard deviation shock and indicate the direc-
tion of the response to each of the shocks. The solid lines
in Fig. 3 are pointing estimates, while the shaded areas
denote the 95 % confidence interval.

The vertical axes denote percentage changes for
all effect variables and the horizontal axes show
the number of years after a specific effect variable
shock. In order of simulating the behaviour over
time of the effect variables involved in the study,
we analysed the IRFs underlying all panel of EU-
15 countries. The IRFs indicate how long and to
what extent the dependent variable (each effect
variable) reacts to shock in forcing other effect
variables.

Note: The six effects for each EU country i are,
namely: (i) the changes in CO2 emissions com-
pared to fossil fuels consumption, i.e., carbon in-
tensity (denoted by CI Effect); (ii) the changes in
fossil fuels consumption towards total energy con-
sumption, i.e., fossil fuel energy component (de-
noted by EM Effect); (iii) the changes in energy
intensity effect (denoted by EG Effect); (iv) the

average renewable capacity productivity (denoted
GC Effect); (v) the changes in capacity of renew-
able energy per capita (denoted by CP Effect); and
(vi) the changes in population on each EU country
i (denoted P Effect). GER stands for Germany,
AUS for Austria, BEL for Belgium, DEN for
Denmark, SPA for Spain, FIN for Finland, FRA
for France, GRE for Greece, IRE for Ireland, ITA
for Italy, LUX for Luxembourg, NED for
Netherlands, POR for Portugal, UK for United
Kingdom and SWE for Sweden.

We can see that carbon intensity reacts more signif-
icantly to shocks in average renewable capacity produc-
tivity, compared to shocks in other effect variables,
being this reaction initially negative. Nevertheless, the
negative ends up, latter, disappearing in the long term.
The response of CP and P to a shock to CI effect is
negative until it reaches the 2nd time horizon, becoming
thereafter positive. The reaction of CI to GC is negative,
bigger in the short run, but dissipates in the long run.

The energy intensity when compared to carbon in-
tensity reacts more sharply to shocks in EM (negatively)
and to shocks in CP (positively). Concerning shocks in
EM, the short run reaction is positive but after the 5th
period it dissipates.

The shocks that more affect in the long run
(positively) the weight of fossil fuel energy component
are the shocks in carbon intensity and in the structure of
the change in population. To CP effect, there is a signif-
icant positive reaction in the short term. The reaction of
GC to a shock in energy intensity is positive only until
the second period. If a shock in CI occurs, then GC has a
slightly negative reaction in the short run, becoming
positive in the 2nd period and vanishing in the long run.

Change in energy intensity has a significant and positive
reaction to a shock in carbon intensity and population and
has a slightly negative response to shocks in other vari-
ables. These responses become positive for shocks in CI
and CP in the second period and on the fifth respectively.

The structure of the change in population has a
relevant reaction in the short term to a shock in energy
intensity and in carbon intensity, being positive for the
first variable and negative for the second. But these
reactions almost vanish in the long run. P effect variable
shows a positive reaction to a shock in CP and EM,
which lingers in the long run.
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It is suggested by the IRFs analysis that the
occurrence of the same causality relationships re-
sults from those that were observed in the variance
decomposition analysis. The energy intensity view
is an essential part of renewable energy deploy-
ment and its progress. If they do not have an
energy structure advantage, renewable energy tech-
nologies will not be able to compete with the
conventional resource technologies. On the other
hand, it is difficult to establish a transparent figure
for the unit cost of renewable energy compared to
conventional sources. External costs, such as the
social and environmental costs, are included in the
discussion of conventional sources. Additionally,
the subsidies paid for the consumption of fossil
fuels act as a barrier for alternative sources, mak-
ing more expensive for these sources to be com-
petitive. The aim of increasing the contribution of
renewable energy to the total energy supply is of
worldwide importance in mitigating the negative
energy effects of climate changes.

The trade-off of having fossil energy sources is
widely recognized by the literature analysed: fossil
sources, such as gas and coal, offer better pros-
pects in terms of safety and security of supply—
we cannot forget that renewable sources offer an
intermittent energy supply. Dursun and Alboyaci
(2010) argue that renewable energy sources (giving
focus to wind power) have an important role by
mitigating the fluctuations in the energy demand;
its quick operational flexibility and ease to com-
bine into an energy network are also very impor-
tant pluses.

Moreover, these results show the importance of
the mix level resource efficiency that can mitigate
CO2 emissions and energy consumption without
compromising economic growth and change of
population desired by the European economies
analysed. Summing up, renewable energy sources
are highly useful during periods of low energy
demand, whereas conventional energy plants are
most needed during peak-load periods. It is also
important to note that there is a need to maintain a
certain level of active fossil sources due to the
high variability and uncertainty associated to some
renewable energy sources (Kabooris and Kanellos

2010 and Halamay and Brekken 2011). As an
example, Germany has conducted the shutdown
of some conventional power plants, mainly its
nuclear plants, while investing in wind energy.
According to Dittmar (2012) this switch from nu-
clear to wind power can only be achieved by
using advanced wind turbines, in an effort that
will result in the reduction of its obsolete and
ineffective time, due to the high energy output
per nuclear plant.

In the post Kyoto period, our results also show that
economies such as France, Germany, Italy and Spain
used less fossil fuels when analysing the final energy
consumption. This effect has, however, been affected—
particularly in Germany and France—as the sources of
traditional energy are generally influenced by the effect
of lobbying, with specific interests in the energy indus-
try, whereas implementation or strengthening of renew-
able energy sources (such as wind and solar) is mainly a
decision of political and European commitment to the
directive 2001/77/CE; this may also suggest that politi-
cal decisions may be protecting traditional energy in-
dustries at the expense of strengthening the capacity of
renewable energy. Moreover, in Germany, for exam-
ple, these public policies implemented were mainly
based on feed-in tariffs, even before the Kyoto
Protocol, allowing industries to purchase energy from
renewable sources at lower prices; Portugal and Spain
adopted during the post Kyoto period a mixed policy
based on feed-in tariffs and public funding to encour-
age the creation of photovoltaic solar, wind, biomass,
biofuels and small hydro plants.

As a second reason, widely supported by the
literature, there is the trade-off association between
the use of backup fossil and renewable fuels. It is
argued that natural gas and coal are the energy
sources with higher backup, especially in terms
of safety and security on what concerns energy
supply disturbances from renewable energy
sources; however, the energy from renewable en-
ergy sources—especially from wind power—are
very useful to fill the gap during periods of low
energy demand, and aside from that, wind power
has a high operational flexibility and ease of con-
nection to the energy grid, as supported by Dursun
and Alboyaci (2010).
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Conclusions

The aim of this work was to identify the effects in which
CO2 emissions in EU-15 can be divided and analysed,
as well as their evolution and importance. The CO2

emissions are generally divided into composition effect,
scale effect and technique effect, whereas the composi-
tion effect refers to changes in the input or output mix.
The technique effect is proxied by energy intensity, the
effect of productivity on emissions is associated with
technical progress, and the scale effect is generally
measured by GDP and Population explanatory vari-
ables. Another focus of this study is that is divided into
four distinct periods: 1995–2000, 2001–2004, 2005–
2007 and 2008–2010. The last division is related to the
implementation of the Kyoto Protocol in 2005, and
allowed us to evaluate the difference between the levels
of dioxide emissions before and after the establishment
of environmental targets commitments.

The results of the decomposition proposed in this
study show evidences that there is a predominance of
positive changes in the variations of CO2 emissions
before the Kyoto Protocol in most European countries
(except Germany, Denmark and Sweden), while in the
post Kyoto period there is a predominance of negative
changes in emissions for most European countries.

The analysis of decomposition variance and IRFs
suggests the occurrence of the same causality relation-
ships between the effects decomposed. Nevertheless,
the reaction seen in IRFs is not always significant for
these different results.

In summary, and during Kyoto first stage, results
from decomposition analysis and innovative accounting
approach are relevant in a way that the joint participation
of renewable and non-renewable energy sources are
important drivers to explain the present and future mit-
igation of CO2 emissions, together with economic
growth, changes in population structure and energy
consumed, or in other words, to explain the different
emissions level of each country in the EU-15 panel.

Besides countries heterogeneity, development levels
influence the impact of the decomposition effects over
CO2 emissions reductions, turning the process of
European adjustment slower. For example, decomposi-
tion analysis suggests that renewable capacity per capita
and population effects could well have produced an

increase in total emissions independently of the period
considered. Moreover, results suggest that after the
Kyoto commitment period CO2 emissions in EU-15
decreased where the positive effect of renewable capac-
ity per capita (CP) and the negative effect of renewable
capacity productivity (GC) are the main factors
influencing the reduction in CO2 emissions.

Finally, results point to the existence of bidirec-
tional causality between average renewable produc-
tivity capacity and change in population, between
renewable capacity per capita and average renew-
able productivity capacity and between the change
in population and renewable capacity per capita.
As such, one of the ways to reduce the emissions
intensity will be by increasing the renewable ca-
pacity and the productivity in energy generation
and by consequence through the reduction of the
share of the consumption of fossil fuels.

The present analysis suggests that the EU-15 as
a whole made an important work, particularly ob-
served during the first phase of the Kyoto protocol
by adopting more efficient techniques, through in-
novation, technical changes and higher quality en-
ergies to reduce greenhouse gas effects. This CO2

decrease may also be attributed to lower production
levels observed during this same period due to the
financial crisis. It can be therefore concluded that, based
on the generality of the effects considered, the share of
renewable energy in European countries will increase
during the decades to come. In order to keep this trend
from occurring, however, it is necessary to check some
assumptions, especially the support and encouragement
from governments and investment in technology and
energy infrastructure.

In terms of future research, given the inclusion of
New Member States, where predominate countries with
higher levels of energetic intensity such as for example
Lithuania, Poland, Bulgaria and Slovakia, and others
with lower levels of energetic intensity, among others
in Slovenia, Czech Republic, Estonia, and to a lesser
degree Latvia, becomes interesting to relate the emission
variations with the extent of this decomposition analysis
of the aggregated or disaggregated set at the EU-27
countries level.

Annexes
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Fig. 4 Relationship between renewable capacity and CO2 emissions
before Kyoto Protocol Note: CO2 is defined as total carbon dioxide
emissions caused by the consumption of energy measured in million
metric tons. Cap Ren stands for renewable capacity measure in
megawatts. Data was collected by country. Relationship between

renewable capacity and CO2 emissions after Kyoto Protocol Note:
CO2 is defined as total carbon dioxide emissions caused by the
consumption of energy measured in million metric tons. Cap Ren
stands for renewable capacity measure in megawatts. Data was col-
lected by country
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Fig. 5 Relationship between renewable capacity and economic
growth before Kyoto Protocol Note: GDP is defined as the growth
of real Gross Domestic Product measured in millions of dollars,
base 2005. Cap Ren stands for renewable capacity measure in
megawatts. Data was collected by country. Relationship between

renewable capacity and economic growth after Kyoto Protocol
Note: GDP is defined as the growth of real Gross Domestic
Product measured in millions of dollars, base 2005. Cap Ren
stands for renewable capacity measure in megawatts. Data was
collected by country
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