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Abstract. The concept of big data refers to the huge amount of information that the organizations process,

analyse and store. In the real-world scenario, some big data possess other features such as credit card fraud

detection big data, extreme weather forecast big data and so on. In order to deal with the problem of classifying

the binary imbalanced big data, based on MapReduce framework (MRF), an enhanced model is proposed for the

process of classification in this paper. An optimization based on MRF is used for dealing with the imbalanced

big data using the deep learning network for classification. The mappers in the MRF carry out the feature

selection process with the proposed Adaptive E-Bat algorithm, which is a combination of adaptive, Exponential

Weighted Moving Average (EWMA) and the Bat algorithm (BA) concepts. Using the features, the reducers

perform the classification using Deep Belief Network (DBN) that is trained with the proposed Adaptive E-Bat

algorithm. The performance of the proposed Adaptive E-Bat DBN method is evaluated in terms of metrics,

namely accuracy and True Positive rate (TPR); a higher accuracy of 0.8998 and higher TPR of 0.9144 are

obtained, that show the superiority of the proposed Adaptive E-Bat DBN method in effective big data

classification.

Keywords. Big data; MapReduce framework; Exponential Weighted Moving Average; adaptive; Deep Belief

Network.

1. Introduction

With the fast development of networking, data storage and

the data collection capacity, big data are now rapidly

expanding in all science and engineering domains, includ-

ing physical, biological and biomedical sciences [1, 2]. The

increase in the speed of digital data storage, especially in

online learning management system [3] and e-commerce

domain, is one of the reasons for the increasing importance

and rapid growth in the field of data mining [4]. Big data do

not just imply large volumes of data but also the necessity

for scalability, which is to ensure a response in an accept-

able elapsed time [5]. Big data are usually processed in

distributed environment with a number of connected

machines supporting applications typically termed as Big

Data Analytics [6, 7]. However, the amount of sensitive

data typically processed in Big Data Analytics has made

Big Data Analytics applications an eye catch to anomalous

users [8].

Huge data need to be explored in an efficient way and are

converted as valuable knowledge that is used by enterprises

to develop their competitive advantage [1, 9]. However,

there is a considerable gap among the contemporary pro-

cessing and the storage capacities that demonstrate the

ability to capture, store data and utilize it. Hence, dedicated

tools and methods are needed to be developed to mine the

enormous amount of incoming data while additionally

considering that each record is analysed only once for the

reduction of the overall computing costs [4]. MapReduce

framework (MRF) was the initial programming paradigm

developed to deal with the concept of big data [5]. In the

recent years a new large-scale processing framework,

known as Apache Spark [10, 11], is obtaining more

importance in the big data domain because of its enhanced

performance in both the iterative and incremental proce-

dures. Lazy learning [12], termed as instance-based learn-

ing, is considered as the most simple and effective schemes

in case of supervised learning [13]. The generalization is

deferred till a query is developed to the case-base, but the

distance among every pair of cases needs to be calculated.

These methods seem to have very slower classification*For correspondence
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phase as compared with their counterparts. In addition the

lazy learners, termed as k-nearest neighbour (k-NN), tend to
accumulate the instances from data streams that make the

use of data related to the outdated concepts to carry out the

decision-making process [2, 14].

The classification of imbalanced datasets has puzzled

most of the researchers, as the expected distribution of data

cannot be obtained due to various reasons, specifically in

case of cost-sensitive business scenarios. In case of the

unbalanced distribution of data in the same sample space,

some resampling methods are selected that sacrifice some

of the features in the construction of relatively balanced

training datasets. In addition the virtual samples are

developed to balance the distribution of data that improves

the recognition rate of the minority class termed as recall

rate, but sacrifices the precision of the classification model

[15]. MRF allows for automatically processing data in an

easy and transparent way through a cluster of computers.

The user only needs to implement two operators namely

Map and Reduce. The neighbour query and the editing

process are performed in the MRF process, thus reducing

the communication overhead [16, 14]. The implementation

of MRF runs on a large cluster of commodity machines and

it is highly scalable [10, 11]. Consultation time is the time

between when an object is presented to a system for an

inference to be made and the time when the inference is

completed [12]. The traditional focus on data mining

problems can introduce advanced data types such as text,

time series, discrete sequences, spatial data, graph data and

social networks [13].

This paper proposes an optimization-based MRF to deal

with the imbalanced data by adapting the deep learning

concept in classification. The mappers in the MRF perform

the feature selection process using the proposed Adaptive

E-Bat algorithm, which modifies the update equation of the

E-Bat algorithm by making it adaptive in order to handle

the real-time data. Based on the selected features the

reducers perform the classification using the Deep Belief

Network (DBN), which is trained using the proposed

Adaptive E-Bat algorithm.

Main contributions are as follows.

• Adaptive E-Bat algorithm: The Adaptive E-Bat algo-

rithm is developed by integrating the adaptive concept,

EWMA and Bat algorithm (BA).

• Adaptive E-Bat DBN: The DBN is trained by the

proposed adaptive E-Bat algorithm, which guarantees

the classification accuracy with the effective paral-

lelism of servers, responsible for processing the subsets

of big data.

The paper is organized as follows. The introduction to

the need for big data classification is detailed in section 1

and section 2 details the literature review of the existing

methods of big data classification with their drawbacks. In

section 3, the proposed Adaptive E-Bat DBN method of big

data classification is presented and section 4 details the

results of the proposed Adaptive E-Bat DNN method.

Finally, section 5 concludes the paper.

2. Motivation

In this section a literature survey of various methods used

for big data classification is presented, and the challenges of

the existing methods are discussed.

2.1 Literature survey

Eight literature related to the filter design are discussed as

follows. Ramı́rez-Gallego et al [14] design a method,

known as Nearest Neighbour Classification, which is cap-

able of handling high-dimensional scenarios, but the

changes in drift that occur in the data are neglected during

data classification. Zhai et al [17] develop a method, known

as fuzzy-integral-based extreme learning machine (ELM)

ensemble, which possesses a simple structure and is easy

for implementation. The drawback of this method is

regarding the failure in using for multi-classification of

imbalanced data. Varatharajan et al [18] modelled a

method, named as Linear Discriminant Analysis (LDA)

with an enhanced Support Vector Machine (SVM) that used

reduced data for classification with enhanced accuracy, but

the usage of large data environments affected the perfor-

mance. Elkano et al [19] designed a method, known as

Fuzzy Rule-Based Classification Systems (FRBCSs), with

increased accuracy, but could not address the problem of

size-up. Singh et al [20] presented a Distribution Preserving
Kernel Support Vector Machine (DiP-SVM) where both the

first- and second-order statistics of the whole dataset were

retained in all the partitions to obtain a minimal loss in

classification accuracy. However, this method highly

depended on the initial selected sets. Duan et al [21]

developed an efficient ELM based on Spark framework

(SELM), with the inclusion of three parallel sub-algorithms

for classification of big data. This method possessed the

highest speed-up with increased accuracy, but these algo-

rithms required several copies for each task during MRF

works. Chen et al [22] designed the Parallel Random Forest

(PRF) algorithm for big data on the Apache Spark platform

for the improvement of accuracy in case of large, high-

dimensional and noisy data. However, these tasks needed

only the data of current feature variable and target feature

variable. Hababeh et al [23] developed an integrated

methodology for classification to safeguard the big data

before executing duplication, data mobility and analysis.

This classification method possessed high performance by

avoiding the redundant encryption and decryption pro-
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cesses in case of public files. However, it imposed

additional security overhead that decreased the perfor-

mance mostly while transmitting a huge amount of data.

2.2 Challenges

The various challenges involved in this research are

detailed here as follows:

• ELM has been proved to be an efficient and fast

classification algorithm [24] with reduction in storage

space. However, as the size of the training data

increases the conventional ELM is not capable of

providing efficient classification ability [21].

• The PELM algorithms based on MRF used in

handling the big data classification undergo many

map and reduce tasks at the stages. The intermediate

results produced during the map stages are written in

the disks, and during the reduce stages they are

taken from the disks into a Hadoop distributed file

system (HDFS). This process increases the commu-

nication cost and I/O overhead and in addition

affects the efficiency and the learning speed of the

system [21].

• The arrival time of datasets possesses uncertainty in

the robust resource allocation of data processing on a

heterogeneous parallel system [25, 22].

• Apache Spark MLlib [26] parallelized the Random

Forest (RF) algorithm termed as Spark-MLRF based

on a data parallel optimization for the improvement of

the performance of the algorithm, but failed in terms of

cost and accuracy [22].

3. Proposed Adaptive Exponential BAT algorithm
for big data classification

Big data classification is normally used to provide effective

analysis of big data that are generated from distributed

sources. There are various algorithms that deal with the big

data, but most of them fail due to processing complexity,

processing the data of missing attributes and additional

attributes that are new. In order to minimize the computa-

tional time and to deal with the distributed data, MRF is

used. The big data obtained from the distributed sources are

perfectly managed with the use of the MRF and the issues

related to computation are rectified with effective feature

selection criteria that operate with less number of features.

The proposed adaptive E-Bat algorithm is developed for the

classification of big data using the deep learning approach

that guarantees classification accuracy with effective par-

allelism of servers that is responsible for processing the

subsets of big data. The two important functions of MRF

are map function and reduce function, which carry out the

action of mapping the input data as relevant patterns and

reduce the intermediate data available in mappers to

produce the desired output.

3.1 Principle of BA

The working principle of the BA [27, 28] is based on the

behaviour of bat echolocation, which uses the echolocation

or the SONAR to find the prey. The bats make use of the

time delays developed by the received signals from its

initial time, and the variation in loudness for sensing the

surroundings. Bats possess a magical way for placing the

objects and search for prey depending upon the changes in

their velocity and position, and have the tendency to adjust

the wavelength and pulse rates of the emitted pulses. This

algorithm possesses better convergence rate at the initial

stage and hasa the capability of switching among both the

exploration and the exploitation phases while obtaining the

optimal location. The automatic switching occurs due to

variations in pulse emission rates and loudness while

searching over the global solution and this algorithm has

the ability to solve multi-modal optimization algorithms.

The update equation of the BA is expressed as

Bsþ1
x ¼ Bs

x þ ksx ð1Þ

where Bsþ1
x indicates the xth bat position in sþ 1ð Þth itera-

tion, Bs
x indicates the xth bat position in sth iteration and ksx

indicates the xth bat velocity in sth iteration. The velocity of

the bat in sth iteration is given as

ksx ¼ ksþ1
x � Bs

x � B�
bat

� �
kx: ð2Þ

The position of the bat in the sþ 1ð Þth iteration is

Bsþ1
x;bat ¼ Bs

x 1� kxð Þ þ ksx þ B�
bat � kx ð3Þ

where B�
bat indicates the best position of the bat, kx is the

frequency of the xth bat and ksþ1
x indicates the velocity of

the bat in sþ 1ð Þth iteration.

3.2 Principle of Exponential Weighted Moving
Average (EWMA)

EWMA [29] averages the data to obtain very less weight to

a data, which is removed with time. EWMA is a monitoring

process and it is essential to know the present estimate of

the variance rate and guarantees the governance of

volatility of data. The equation of EWMA is expressed as

Bs
EWMA ¼ g� Bs

x þ 1� gð Þ � Bs�1
EWMA ð4Þ

Bs
x ¼

1

g
Bs
EWMA � 1� gð Þ � Bs�1

EWMA

� �
ð5Þ

where Bs
EWMA indicates the current record, Bs�1

EWMA indicates

the record of the previous iteration and g is a constant
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between 0 and 1. Its current prediction depends on the

historical values that are multiplied by a weight. Varying

the sampling interval permits the information about the

process to be produced more quickly, and hence prevents

the continued production of poor results.

3.3 Development of the proposed adaptive E-Bat
algorithm using the adaptive, BAT and EWMA
principles

An adaptive algorithm is an algorithm that changes its

behaviour at the time it runs, based on information avail-

able and on a priori-defined reward mechanism. The update

rule of the proposed adaptive E-Bat algorithm is developed

with the combination of the adaptive concept in E-Bat

algorithm, where E-Bat is the integration of EWMA in BA.

The convergence of the E-Bat algorithm is improved as the

position update of bat relies on the position of the bat in

previous iteration and the best position of the bat that was

obtained so far, and is derived by substituting equation (5)

in equation (3) as

Bsþ1
x;bat ¼

1

g
Bs
EWMA � 1� gð Þ � Bs�1

EWMA

� �
� 1� kxð Þ þ ksþ1

x

þ B�
bat � kx

ð6Þ

From the velocity equation expressed in (2)

ksþ1
x � ksx ¼ Bs

x � B�
bat

� �
kx ð7Þ

Bs
x � B�

bat

� �
kx ¼

3

2

� �b

ksþ1
x � 3

2

� �b
4b
3

� �
ksx

þ 3

2

� �b b 8b� 5ð Þ
9

� �
ks�1
x

þ 3

2

� �b
4b b� 1ð Þ 7� 8bð Þ

81

� �
ks�2
x

ð8Þ

Subtract the term Bs
xkx from equation (6) on both sides to

include the adaptive concept in this equation:

Bsþ1
x;bat � Bs

xkx ¼
1

g
Bs
EWMA � 1� gð Þ � Bs�1

EWMA

� �
� 1� kxð Þ

þ ksþ1
x � Bs

xkx þ B�
bat � kx

ð9Þ

Bsþ1
x;bat � Bs

xkx ¼
1

g
Bs
EWMA � 1� gð Þ � Bs�1

EWMA

� �
� 1� kxð Þ

þ ksþ1
x � Bs

x � B�
bat

� �
kx:

ð10Þ

Substitute equation (8) in equation (10):

Bsþ1
x;bat � Bs

xkx ¼
1

g
Bs
EWMA � 1� gð Þ � Bs�1

EWMA

� �
� 1� kxð Þ þ ksþ1

x

�

3

2

� �b

ksþ1
x � 3

2

� �b
4b
3

� �
ksx þ

3

2

� �b b 8b� 5ð Þ
9

� �
ks�1
x

þ 3

2

� �b
4b b� 1ð Þ 7� 8bð Þ

81

� �
ks�2
x

8
>>>><

>>>>:

9
>>>>=

>>>>;

:

ð11Þ

Bsþ1
x;bat ¼ Bs

xkx þ
1

g
Bs
EWMA � 1� gð Þ � Bs�1

EWMA

� �
� 1� kxð Þ

þ ksþ1
x � 3

2

� �b

ksþ1
x þ 3

2

� �b
4b
3

� �
ksx

� 3

2

� �b b 8b� 5ð Þ
9

� �
ks�1
x

� 3

2

� �b
4b b� 1ð Þ 7� 8bð Þ

81

� �
ks�2
x

ð12Þ

The solutions are updated using equation (12) that pos-

sesses the combination of adaptive concept, BA and

EWMA concepts. This expression acts as the input to the

MRF that undergoes in its phases, such as mapper and

reducer, to produce the optimal centroids.

3.4 Algorithmic steps of proposed adaptive E-Bat
algorithm

The algorithmic steps involved in the proposed adaptive

E-Bat algorithm are detailed as follows.

a) Initialization: The first step of the proposed Adaptive

E-Bat algorithm is the initialization of bat population in the

search space as

Bat population;Bx ; 1� x� að Þ ð13Þ

where a represents the total bats, and Bx represents the

position of the xth bat in the search space.

b) Evaluate the fitness: The fitness function depends on

two factors, namely number of features and accuracy, and it

is expected to solve the maximization function. The fitness

function is expressed as

R ¼ R1 þ R2 ð14Þ

where R1 is the fitness depending on number of features and

R2 is the fitness depending on accuracy. The value of R1

must be minimum, which indicates the few number of

relevant features to assure enhanced classification. The

minimum fitness is responsible for maximum objective

function by subtracting the relevant features from unity as

expressed in equation (15). The fitness function R2 depends

on accuracy and it must be high for an effective method as

expressed in equation (16):
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R1 ¼ 1� rselectedj j
T

ð15Þ

R2 ¼
TPþ TN

TPþ TN þ FPþ FN
ð16Þ

where T is the total features, TP represents the true positive,

TN represents the true negative, FP represents the false

positive and FN represents the false negative. The solution

that obtains maximum fitness measure is chosen as the best

solution. The solution encoding provides a representation of

the solution produced by the proposed Adaptive E-Bat

algorithm.

c) Update of solution using proposed Adaptive E-Bat
algorithm: The update rule of the proposed adaptive E-

Bat algorithm is developed with the combination of the

adaptive, BA and the EWMA concepts. While updating

the solution, there exist two conditions: the first based on

pulse emission rate and the second based on loudness

and fitness. In the first condition the random number is

compared to the pulse emission rate, and if the random

number exceeds the pulse emission rate the position is

updated based on random walk. In the second condition,

if the random number is less than the pulse emission

rate, it is compared to the fitness and the loudness of the

bat. If the random number exceeds the loudness and

fitness exceeds the fitness of best solution, then the new

solution is updated using equation (12). After position

update, the loudness decreases and the pulse emission

rate increases for the successive iterations. The evalua-

tion of loudness and emission rate for the xth bat is

expressed as

Dsþ1
x ¼ sDs

x ð17Þ

Es
x ¼ E0

x 1� exp �xsð Þ½ � ð18Þ

where Ds
x represents the loudness in previous iteration, E

s
x is

the emission rate and E0
x is the initial emission rate; s and x

are constants.

d) Ranking of bats on the basis of fitness: The solutions

are ranked based on the fitness and the solution with highest

fitness measure is chosen as the best solution B�.
e) Termination: The process is continued for the maxi-

mum number of iterations and stopped after the generation

of global optimal solution. The pseudocode of the proposed

Adaptive E-Bat algorithm is shown in algorithm 1.
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3.5 MRF in big data classification using
the proposed adaptive E-Bat algorithm

Big data classification is used to perform effective analysis

of big data that are produced using various sources. There

exist a lot of algorithms that perform big data classification,

but fail to satisfy certain requirements, such as processing

the data of missing attributes and processing of additional

attributes that are produced newly. For the minimization of

computational time and to deal with distributed data the

MRF is used, and the big data produced from various

sources are managed perfectly using MRF. The proposed

classification criteria provide the classification accuracy

with effective parallelism of servers involved in the pro-

cessing of subsets of big data. The two important functions

of MRF are map function and reduce function, which

perform the mapping of input data as relevant patterns and

reduce the intermediate data present in the mappers to

generate the desired output. Figure 1 depicts the block

diagram of proposed big data classification strategy.

3.5a Adaptive E-Bat algorithm for the selection of fea-

tures in the Mapper module of MRF

The MRF possesses increased power of processing due to

the presence of a number of servers in the mapper phase

that operate in parallel. The processing time and the flexi-

bility of the big data are enhanced with the use of the MRF

in such a way that the input big data are divided into var-

ious subsets of data and each individual mapper processes a

subset to produce the desired output. The structure of MRF

is as shown in figure 2.

Consider an input big data represented as I with number

of attributes expressed as

I ¼ aij
� 	

; 1� i�Pð Þ; 1� j� lð Þ ð19Þ

where aij indicates the data of big data I representing jth

attribute of ith data. There are P number of data points and l
number of attributes for all the data points.

a) Mapper phase

The important function of the mapper phase is the

extraction of features, where the highly relevant features

are selected to perform dimensional reduction for the

maximization of classification accuracy. The mapper phase

uses the mapper function, and the adaptive E-Bat algo-

rithm. The selected attribute of the data point is marked as

‘1’, and the unselected attribute is marked as ‘0’, which

implies that the features are mapped as binary. In the initial

step the big data are divided as sub-sets of data, which is

expressed as

aij ¼ lg
� 	

; 1� g� Tð Þ ð20Þ

where T represents the total sub-sets of data developed

from the big data. The total sub-sets of data is equal to that

of the total number mappers in the mapper phase and is

expressed as

K ¼ K1; K2; . . .Kg; . . .;KT

� 	
: ð21Þ

The input to the gth mapper is expressed as

lg ¼ Mc;l

� 	
; 1� c�Wð Þ; 1� l� Lð Þ ð22Þ

where L indicates the total attributes and W indicates the

total data points of gth sub-set in such a way that W\P.
The mapper uses the proposed Adaptive E-Bat algorithm

for the selection of optimal features. The outputs obtained

from all the mappers are framed together to develop the

intermediate data, represented as G. The intermediate data

acts as the input to the reducer phase, which is processed

for the generation of the expected output using the proposed

Adaptive E-Bat algorithm. For the proposed system to

provide enhanced performance the solution must obtain

maximum fitness measure and such a solution is selected as

the best solution. The fitness function depends on two

factors: number of features and accuracy, as expressed in

equation (14). The features chosen by the proposed Adap-

tive E-Bat algorithm is expressed as

h ¼ h1; h2; . . .; hy; . . .; hm
� 	

ð23Þ

where m represents the total number of reduced features.

Thus, the solution vector is a vector of selected features in

case of feature selection with the feature size of 1� m½ �.

b) Reducer phase

The selected feature undergoes the classification process

performed using the DBN network. The role of DBN [30] is

the extraction and the recognition of the patterns present in

the data sequences. The developed DBNs are trained with

the labelled data for the maximization of fitness, and thus to

predict the data with the outputs of the past or previously

recorded outputs to provide enhanced accuracy in predic-

tion. The structure of DBN comprises more than one

Restricted Boltzmann Machine (RBM) and one Multi-

Layer Perceptron (MLP) layer. Each layer of RBM and

MLP represents the architecture of NN and the layers are

developed with the interconnection of neurons. In incre-

mental DBN, two RBMs are taken into consideration and

the input to the RBM1 is the feature vector corresponding

to the reduced features. The inputs are multiplied with the

weights of input neuron to generate the output of the hidden

layer that produces the input to the RBM2. The inputs in

RBM2 are processed with the hidden weights of RBM2 to

generate the input of MLP layer that processes the weights

and produces the final output. The weights of DBN are

estimated using the proposed Adaptive E-Bat algorithm,

and the structure of incremental DBN is as shown in

figure 3.

Consider that there are two RBMs, namely RBM1 and

RBM2, and the input to RBM1 is the feature vector

obtained from the big data. The input and hidden neurons in

the input layer of RBM1 are expressed as

   15 Page 6 of 15 Sådhanå           (2021) 46:15 



A1 ¼ fA1
1;A

1
2;A

1
3; . . .;A

1
m; . . .;A

1
ng ; 1�m� n ð24Þ

C1 ¼ fC1
1 ;C

1
2 ; . . .;C

1
d; . . .;C

1
eg; 1� d� e ð25Þ

where A1
m represents the mth input neuron that is present in

RBM1 and the count of input neurons of RBM1 is equal to

the dimension of feature vector. There are n number of

neurons in the input layer of RBM1 to perform classifica-

tion. Let the total number of the hidden neurons in the

RBM1 be e and let dth hidden neuron in RBM2 be C1
d . The

biases of visible and hidden neurons of RBM1 are

expressed as

N1 ¼ fN1
1 ;N

1
2 ;N

1
3 ; . . .;N

1
m; . . .;N

1
ng ð26Þ

F1 ¼ fF1
1 ;F

1
2 ; . . .;F

1
d ; . . .;F

1
eg: ð27Þ

The biases of hidden and input layer of RBM1 are equal

to that of the total neurons in both the layers and the

weights of RBM1 are expressed as

Figure 1. Block diagram of proposed big data classification technique.

Figure 2. Structure of Map Reduce Framework.
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u1 ¼ u1md
� 	

; 1�m� n; 1� d� e ð28Þ

where u1md represents the weights of RBM1 and it is the

weight among mth input neuron and dth hidden neuron of

RBM1. The dimension of weights is expressed as n� eð Þ.
Hence, the output of RBM1 is expressed as

C1
d ¼ # F1

d þ
X

m

h1m u1md

" #

ð29Þ

where # represents the activation function in RBM1 and h1m
represents the feature vector as in equation (23). The output

of the RBM1 is expressed as

C1 ¼ fC1
dg; 1� d� e: ð30Þ

The output from RBM1 is fed as the input to RBM2 and

the output of RBM2 is estimated using these equations. The

output of RBM2 is indicated as G2
j , which is fed as the input

to the MLP layer. The input neurons in MLP are expressed

as

Qw ¼ fQw
1 ; Q

w
2 ; . . .;Q

w
d ; . . .;Q

w
e g ¼ fS2dg; 1� d� e

ð31Þ

where y indicates the total input neurons in MLP layer. The

hidden neurons of MLP are expressed as

Uw ¼ fUw
1 ; U

w
2 ; . . .;U

w
t ; . . .;U

w
v g ; 1� t� v ð32Þ

where m represents the total hidden neurons of the MLP.

The bias of the hidden neurons is expressed as

Xw ¼ fXw
1 ; X

w
2 ; . . .;X

w
z ; . . .;X

w
o g; 1� z� o ð33Þ

where S represents the output neurons in MLP layer. The

weights among the input and the hidden layers are given as

umlp ¼ fumlpdt g; 1� d� e; 1� t� v ð28Þ

where umlpdt represents the weight vector among dth input

neuron and the tth hidden neuron. The output of the hidden

layer in MLP is based on the bias and weights and is

expressed as

Y ¼
Xe

d¼1

umlpdt � Zd

" #

uwt 8Zd ¼ C2
d ð34Þ

where uwt indicates the bias of output layer. The weight

vector among the hidden and output layers is represented as

vC and is expressed as

uC ¼ fuCtzg; 1� t� v; 1� z� o: ð35Þ

Hence, the output of MLP is estimated as

Xz ¼
Xv

t¼1

uCtz � Y ð36Þ

where uCtz represents the weights among the hidden and

output neurons in MLP, and Y is the output of the hidden

layer.

i) Training of RBM layers: The training of RBM1 and

RBM2 is carried out based on the proposed Adaptive E-

Bat algorithm, which estimates the weights based on

maximum fitness.

ii) Training of MLP layer: The steps involved in the

training of MLP layer are detailed as here.a)

a) Produce the weight vectors uC and umlp in random as

expressed in equations (36) and (34), respectively.

b) Read the input vector C2
d that is obtained from the

output layer of RBM2.

c) Estimate the values of Y and Xz using equations (35)

and (37), respectively.

d) Calculate the error of MLP layer with the estimated

and target output as follows:

-1
avg ¼

1

w

Xw

H¼1

Xz � Oð Þ2 ð37Þ

where Xz indicates the attained output, O represents

the expected output and w is the total training

samples.

f) Estimate the average error function -1
avg using the

weight vector that is updated with the proposed

Adaptive E-Bat algorithm.

g) Repeat steps 2–6 till the best weight vector is

obtained.

4. Results and discussion

This section details the results of the proposed Adaptive

E-Bat DBN in big data classification and the comparative

analysis involving the existing methods of big data classi-

fication is discussed.

4.1 Experimental set-up

The experimentation of the proposed Adaptive E-Bat DBN

method is performed in JAVA that runs in a PC with

Windows 8 OS. Table 1 shows the list of parameters used

for the experimentation.

4.2 Dataset description

The analysis is carried out using six standard datasets,

which are taken from UCI machine repository. The
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standard datasets include breast cancer [31], Hepatitis

[32], Pima Indian diabetes dataset [33], Heart disease

dataset [34], Poker Hand dataset [35] and SUSY dataset

[36].

4.2a Breast cancer dataset: The breast cancer dataset

comprises 9 attributes of the categorical characteristics with

the total of 286 instances.

4.2b Heart disease dataset: The heart disease database

consists of databases such as Cleveland, Hungary,

Switzerland and VA long beach. Among the available four

databases, three databases, namely Cleveland, Hungary and

Switzerland, are employed for experimentation. The nature

of the database and its attributes are characterized as cat-

egorical, real, multivariate and integer with a total of 303

instances and 75 attributes.

4.2c Hepatitis dataset: The Hepatitis dataset comprises

155 instances and 19 attributes, with real, categorical and

integer characteristics. The nature of the dataset is

multivariate.

4.2d Pima Indian diabetes dataset: The Pima Indian

diabetes database comprises 768 instances and 8 plus class

attributes.

4.2e Poker Hand dataset: The Poker Hand dataset

comprises 1025010 instances and 11 attributes, with cate-

gorical and integer characteristics. The nature of the dataset

is multivariate.

4.2f SUSY dataset: The SUSY dataset comprises

5000000 instances and 18 attributes, with real characteris-

tics. The nature of the dataset is N/A.

4.3 Comparative methods

The proposed Adaptive E-Bat method of big data classifi-

cation is compared with the existing methods of big data

classification, including Fuzzy [19], K-Nearest Neighbours
(KNN) [14], SVM [18], BA ? Neural Network (BAT?NN)

[37], E-BatNN and Adaptive E-Bat DBN, to prove the

superiority of the proposed method. BAT?NN is developed

through the combination of BAT to update weights of NN,

and E-BatNN is the integration of EWMA and the BA for

updating the weights of NN.

4.4 Performance metrics

The metrics used for the performance analysis of the pro-

posed Adaptive E-Bat DBN are the accuracy and True

Positive rate (TPR) and are expressed as follows.

4.4a Accuracy: The term accuracy is defined as the rate

of accurate classification of big data and is expressed as

Accuracy ¼ TPþ TN

TPþ TN þ FPþ FN
ð33Þ

where TP represents the true positive, TN indicates the true

negative, FP represents the false positive and FN is the

false negative.

4.4b TPR: TPR is defined as the ratio of true positive to

the total real positives present in the data, given as

TPR ¼ TP

P
: ð34Þ

Figure 3. Structure of incremental Deep Belief Neural Network model.
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4.5 Comparative analysis

This section details the comparative analysis of the pro-

posed Adaptive E-Bat DBN method of big data classifica-

tion based on the performance metrics, such as accuracy

and TPR.

4.5a Analysis using breast cancer dataset: The compara-

tive analysis of the big data classification methods using the

breast cancer dataset is depicted in figure 4. Figure 4a

shows the accuracy of the methods for various training

percentages based on breast cancer dataset. When the

training percentage is 60, the accuracy of the methods, such

as fuzzy, KNN, SVM, BAT?NN, EBatNN and proposed

Adaptive E-Bat DBN, is 0.0086, 0.4964, 0.7752, 0.7758,

0.8762 and 0.8783, respectively. Figure 4b shows the TPR

of the methods for various training percentages based on

breast cancer dataset. When the training percentage is 60,

the TPR of the methods, such as fuzzy, KNN, SVM,

BAT?NN, EBatNN and proposed Adaptive E-Bat DBN, is

0.0143, 0.1333, 0.4, 0.7949, 0.7975 and 0.8188, respec-

tively. Basically, the TPR decreases with the increase in

training percentage; however, the proposed EBatNN

method obtained a better TPR as compared with the

existing methods.

4.5b Using Cleveland dataset: The comparative analysis of

the big data classification methods using the Cleveland

dataset is depicted in figure 5. Figure 5a shows the accu-

racy of the methods for various training percentages based

on Cleveland dataset. When the training percentage is 60,

the accuracy of the methods, such as fuzzy, KNN, SVM,

BAT?NN, EBatNN and proposed Adaptive E-Bat DBN, is

0.4632, 0.5526, 0.5574, 0.5587, 0.7203 and 0.7891,

respectively. Figure 5b shows the TPR of the methods for

various training percentages based on Cleveland dataset.

When the training percentage is 60, the TPR of the meth-

ods, such as fuzzy, KNN, SVM, BAT?NN, EBatNN and

proposed Adaptive E-Bat DBN, is 0.5574, 0.5645, 0.6222,

0.6346, 0.791 and 0.8838, respectively.

Table 1. Parameters.

Parameters Values

Number of hidden layers 3

Hidden layer 1-neurons 50

Hidden layer 2-neurons 25

Hidden layer 3-neurons 25

Activation function Sigmoid

Learning rate 0.2

Figure 4. Analysis using breast cancer dataset based on a)

accuracy and b) TPR.

Figure 5. Analysis using Cleveland dataset based on a) accuracy

and b) TPR.
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4.5c Using Hungary dataset: The comparative analysis of

the big data classification methods using the Hungary

dataset is depicted in figure 6. Figure 6a shows the accu-

racy of the methods for various training percentages based

on Hungary dataset. When the training percentage is 60, the

accuracy of the methods, such as fuzzy, KNN, SVM,

BAT?NN, EBatNN and proposed Adaptive E-Bat DBN, is

0.1371, 0.427, 0.791, 0.7935, 0.82 and 0.8409, respectively.

Figure 6b shows the TPR of the methods for various

training percentages based on Hungary dataset. When the

training percentage is 60, the TPR of the methods, such as

fuzzy, KNN, SVM, BAT?NN, EBatNN and proposed

Adaptive E-Bat DBN, is 0.4231, 0.4242, 0.475, 0.5135,

0.8202 and 0.8664, respectively.

4.5d Using Switzerland dataset: The comparative analysis

of the big data classification methods using the Switzerland

dataset is depicted in figure 7. Figure 7a shows the accu-

racy of the methods for various training percentages based

on Switzerland dataset. When the training percentage is 60,

the accuracy of the methods, such as fuzzy, KNN, SVM,

BAT?NN, EBatNN and proposed Adaptive E-Bat DBN, is

0.3623, 0.6, 0.7295, 0.8178, 0.8666 and 0.8831, respec-

tively. Figure 7b shows the TPR of the methods for various

training percentages based on Switzerland dataset. When

the training percentage is 60, the TPR of the methods, such

as fuzzy, KNN, SVM, BAT?NN, EBatNN and proposed

Adaptive E-Bat DBN, is 0.3455, 0.4324, 0.566, 0.5946,

0.859 and 0.8959, respectively.

4.5e Using Hepatitis dataset: The comparative analysis of

the big data classification methods using the Hepatitis

dataset is depicted in figure 8. Figure 8a shows the accu-

racy of the methods for various training percentages based

on Hepatitis dataset. When the training percentage is 60,

the accuracy of the methods, such as fuzzy, KNN, SVM,

BAT?NN, EBatNN and proposed Adaptive E-Bat DBN, is

0.0635, 0.0775, 0.4902, 0.5667, 0.6543 and 0.7893,

respectively. Figure 8b shows the TPR of the methods for

various training percentages based on Hepatitis dataset.

When the training percentage is 60, the TPR of the meth-

ods, such as fuzzy, KNN, SVM, BAT?NN, EBatNN and

proposed Adaptive E-Bat DBN, is 0.0635, 0.0923, 0.5809,

0.6333, 0.6977 and 0.7882, respectively.

4.5f Using Pima India diabetes dataset: The comparative

analysis of the big data classification methods using the

Pima India dataset is depicted in figure 9. Figure 9a shows

the accuracy of the methods for various training percent-

ages based on Pima India dataset. When the training per-

centage is 60, the accuracy of the methods, such as fuzzy,

KNN, SVM, BAT?NN, EBatNN and proposed Adaptive

E-Bat DBN, is 0.071, 0.4777, 0.5072, 0.7176, 0.7179 and

Figure 6. Analysis using Hungary dataset based on a) accuracy

and b) TPR.

Figure 7. Analysis using Switzerland dataset based on a)

accuracy and b) TPR.
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0.8906, respectively. Figure 9b shows the TPR of the

methods for various training percentages based on Pima

India dataset. When the training percentage is 60, the TPR

of the methods, such as fuzzy, KNN, SVM, BAT?NN,

EBatNN and proposed Adaptive E-Bat DBN, is 0.0851,

0.0115, 0.0294, 0.0337, 0.76 and 0.8216, respectively.

4.5g Using Poker Hand dataset: The comparative analysis

of the big data classification methods using the Poker Hand

dataset is depicted in figure 10. Figure 10a shows the

accuracy of the methods for various training percentages

based on Poker Hand dataset. When the training percentage

is 70, the accuracy of the methods, such as Fuzzy, KNN,

SVM, BAT?NN, EBatNN and proposed Adaptive E-Bat

DBN, is 0.1281, 0.24, 0.3348, 0.4967, 0.8141 and 0.8843,

respectively. Figure 10b shows the TPR of the methods for

various training percentages based on Poker Hand dataset.

When the training percentage is 70, the TPR of the meth-

ods, such as Fuzzy, KNN, SVM, BAT?NN, EBatNN and

proposed Adaptive E-Bat DBN, is 0.0618, 0.0618, 0.07,

0.4961, 0.8288 and 0.8493, respectively.

4.5h Using SUSY dataset: The comparative analysis of the

big data classification methods using the SUSY dataset is

depicted in figure 11. Figure 11a shows the accuracy of the

methods for various training percentages based on SUSY

dataset. When the training percentage is 60, the accuracy of

the methods, such as Fuzzy, KNN, SVM, BAT?NN,

EBatNN and proposed Adaptive E-Bat DBN, is 0.0856, 0.2,

0.3, 0.4444, 0.8236 and 0.8482, respectively. Figure 11b

shows the TPR of the methods for various training per-

centages based on SUSY dataset. When the training per-

centage is 60, the TPR of the methods, such as fuzzy, KNN,

SVM, BAT?NN, EBatNN and proposed Adaptive E-Bat

DBN, is 0.1499, 0.1499, 0.02856, 0.4, 0.8104 and 0.8873,

respectively.

4.6 Comparative discussion

Table 2 shows the comparative analysis of the proposed

Adaptive E-Bat DBN method and the existing methods in

terms of accuracy and TPR. The accuracy of the methods,

such as fuzzy, KNN, SVM, BAT?NN, EBatNN and the

proposed Adaptive E-Bat DBN, using the breast cancer

dataset is 0.0086, 0.5, 0.7596, 0.76, 0.8829 and 0.8873,

respectively. The TPR of the methods, such as fuzzy, KNN,

SVM, BAT?NN, EBatNN and the proposed Adaptive

E-Bat DBN, using the breast cancer dataset is 0.133, 0.4,

0.5, 0.865, 0.872 and 0.888, respectively. Similarly, the

accuracy of the methods, such as fuzzy, KNN, SVM,

BAT?NN, EBatNN and the proposed Adaptive E-Bat

DBN, using the Cleveland dataset is 0.446, 0.5, 0.554,

0.556, 0.713 and 0.79, respectively. The TPR of methods,

such as fuzzy, KNN, SVM, BAT?NN, EBatNN and the
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Figure 8. Analysis using Hepatitis dataset based on a) accuracy

and b) TPR.
Figure 9. Analysis using Pima India dataset based on a)

accuracy and b) TPR.
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proposed Adaptive E-Bat DBN, using the Cleveland dataset

is 0.6308, 0.6452, 0.6563, 0.6842, 0.7955 and 0.8854,

respectively. The accuracy of the methods, such as fuzzy,

KNN, SVM, BAT?NN, EBatNN and the proposed Adap-

tive E-Bat DBN, using the Hungary dataset is 0.4879,

0.5889, 0.6719, 0.7015, 0.8362 and 0.8887, respectively.

The TPR of methods, such as fuzzy, KNN, SVM,

BAT?NN, EBatNN and the proposed Adaptive E-Bat

DBN, using the Hungary dataset is 0.2143, 0.2308, 0.3889,

0.5577, 0.8336 and 0.879, respectively. The accuracy of the

methods, such as fuzzy, KNN, SVM, BAT?NN, EBatNN

and the proposed Adaptive E-Bat DBN, using the Poker

Hand dataset is 0.1838, 0.2400, 0.3351, 0.5029, 0.8340 and

0.8993, respectively. The TPR of methods, such as fuzzy,

KNN, SVM, BAT?NN, EBatNN and the proposed Adap-

tive E-Bat DBN, using the Poker Hand dataset is 0.0619,

0.0619, 0.0701, 0.5014, 0.8457 and 0.8728, respectively.

The accuracy of the methods, such as fuzzy, KNN, SVM,

BAT?NN, EBatNN and the proposed Adaptive E-Bat

DBN, using the SUSY dataset is 0.2712, 0.2802, 0.3007,

0.5454, 0.8780 and 0.8850, respectively. The TPR of

methods, such as fuzzy, KNN, SVM, BAT?NN, EBatNN

and the proposed Adaptive E-Bat DBN, using the SUSY

dataset is 0.2498, 0.2498, 0.5709, 0.6, 0.8414 and 0.8998,

respectively. From the analysis, it is clear that the accuracy

and TPR of the proposed Adaptive E-Bat DBN method are

better as compared with the conventional methods of big

data classification.

5. Conclusion

Big Data is a collection of large amount of data that

becomes tedious to be processed using the traditional

methods of data processing. In other words, a dataset is

named as Big Data when it is tedious to store, process and

visualize the data using the state-of-art methods. In this

paper, an optimization-dependent MRF is utilized to man-

age the imbalanced data using the concept of deep learning

in classification. The mappers in the MRF perform the

feature selection using the proposed Adaptive E-Bat algo-

rithm, which is the hybridization of EWMA and BA inte-

grated with adaptive concept. With the selected features,

the reducers perform the process of classification using

DBN that is trained using the proposed Adaptive E-Bat

algorithm. The analysis of the proposed method is per-

formed in terms of metrics, such as accuracy and True

Positive rate (TPR). The proposed method obtained an

increased accuracy and TPR of 0.8998 and 0.9144,

respectively, which is high as compared with the existing

methods. In future, this method will be extended to deal
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Figure 10. Analysis using Poker Hand dataset based on a)

accuracy and b) TPR.
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with the security constraints during the classification of big

data.
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