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Abstract. One of the biggest issues of Indian economy in 2017 was the implementation of Goods and Services

Tax (GST), and the social networks witnessed a lot of opinion contrasts and conflicts regarding this new taxation

system. Inspired by such a large-scale tax reformation, we developed an experimental approach to analyze the

reactions of public sentiment on Twitter based on popular words either directly or indirectly related to GST. We

collected a number of almost 200 k tweets solely about GST from June 2017 to December 2017 in two phases.

In order to assure the relevance of our crawled tweets with respect to GST, we prepared a topic-sentiment

relevance model. Furthermore, we employed several state-of-the-art lexicons for identifying sentiment words

and assigned polarity ratings to each of the tweets. On the other hand, in order to extract the relevant words that

are linked with GST implicitly, we propose a new polarity-popularity framework and such popular words were

also rated with sentiments. Next, we trained an LSTM model using both types of rated words for predicting

sentiment on GST tweets and obtained an overall accuracy of 84.51%. It was observed that the performance of

the system has been started improving while incorporating the knowledge of indirectly related GST words

during training.
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1. Introduction

Twitter-based research on sentiment analysis is being

popular as much as the micro-blogging platforms are

becoming the open stages to the public for expressing their

views in short texts and/or emotions. Twitter sentiment

analysis not only helps to identify the mass opinion on

certain topics, but it also captures the ongoing as well as

future trends of the social dynamics, political scenario, and

even economy of a country. Unlike Facebook, Twitter users

cannot form any group on the basis of a similar perspective

or ideology. Rather, on Twitter, people with a similar type

of choice tend to follow the same people or the Twitter

handle of similar types of organizations.

In recent trends, Twitter witnessed a large number of

events or movements like the 2016 USA’s presidential

election1 or anti-harassment movement like Me Too2 or

demonetization3 as well as the implementation of Goods &

Service Tax (GST)4 in India. GST can be stated as one of

the largest tax reforms for the achievement of ‘‘one nation

one tax’’ system in the post-independence history of India.

People’s curiosity and opinion about GST attained its peak

when it was implemented and its importance highly moti-

vated us to gain the actual insights of this new taxation

system for the world’s largest democracy.

On the other hand, one of the important challenges of

collecting tweets from Indian users in any context is due to

multilingualism. Often the native speakers use more than

one language while posting their tweets in order to avail

comfort in communication. This property of mixing more

than one language is treated as code-mixing [1]. Moreover,

the tweet users often use more than one script also. Thus,

the handling of code-mixed as well as cross script data is

becoming an important research challenge to deal with in

Indian context.

Here, we present a topic-sentiment model inspired by

popularity and polarity of words to analyze the public

sentiments on GST in Twitter over time. Mostly, GST

tweets of Indian users were collected in two phases over the

*For correspondence

1www.usnews.com.
2http://time.com.
3https://www.rbi.org.in.
4www.economictimes.indiatimes.com.
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duration of seven months from its implementation in June-

July 2017 to the reformation of GST by the GST council in

its 23rd meeting on November 10, 2017, till the later part of

the same month. However, for our approach, we only

considered pure English tweets. We developed a Twitter

dataset consisting of almost 200 k or 2 lakhs English tweets

solely on GST issue using Twitter streaming API and

refined the tweets strictly to their relevance with GST using

the topic-sentiment model. Employing various state-of-the-

art sentiment lexicons as comparative parameters and Naı̈ve

Bayes Bag of Words (BOW) model to our labeled data

corpus, the system identifies the sentiment rated word

clusters as well as polarity assigned tweets related to GST.

Therefore, in order to track the trend with more GST related

issues; a polarity-popularity model has been implemented.

We further applied it to preserve each of the topic words

exclusively for an event like this with a motivation to

engage them in identifying similar future events to predict

the scenario and effect of it upon the economy or even on

the society. With that, we have also demonstrated the

polarity mapping or relation of such words within a given

miniature range of tweets. These words from the clusters

carry respective probability scores, i.e., they reflect the

dense or sparse possibilities to appear within the tweets

about GST.

These labelled tweets along with polarity-popularity

rated words were fed into our deep LSTM model for its

training and testing on GST twitter data [2]. Since it is

already shown that long-short term memory models are

more effective almost every time for accomplishing the

task on sentiment analysis [3], we also used the multi-layer

LSTM model with multi-activation functions for achieving

better accuracy and representing tweet trends over the

course of seven months of our data collection. Our

approach combines an input of two feature sets phase by

phase. We developed the LSTM model capable of taking

two distinct input sets as Feature I and Feature II. In Feature

I, we did n-gram extraction from our GST data corpus and

compared them with some previous gold standard datasets.

Then, we determined GST exclusive word generation using

polarity-popularity model. Feature II deals with the senti-

ment rating of GST tweets.

The organization of the rest of the paper is described as

follows. In section 2, we discuss briefly some relevant lit-

erature review. In section 3, we present a complete insight

of our dataset and stages of pre-processing. In section 4, we

discussed tweet models consists of topic and sentiment

models. Section 5 describes the approach of identifying

GST-specified sentiment words using state-of-the-art lexi-

cons as the first feature set whereas section 6 mentions the

new polarity-popularity model and its application for

extracting GST-implied words that are indirectly related to

identifying sentiments from GST tweets. The sentiment

rating process is discussed in section 7 as the second fea-

ture set followed by section 8 where we present our LSTM

model as for sentiment prediction using the 80:20 split data

validation. Section 9 highlights the results, error cases and

discussions, which focus further comparison with the

accuracy predicted by the LSTM model. Finally, in sec-

tion 10, we conclude and pave the future prospects of our

research.

2. Related work

Earlier studies show that the named entity classifier prob-

lem has already been demonstrated for both single objec-

tive and multi-objective ensemble approach [4]. With the

strength of predictions and outputs of each classifier tends

to differ from class to classes, hence it is necessary to find

out the better class within an ensemble system to find out

the better outcomes and predictions. The researchers here

used a number of seven distinct classifiers to build several

heterogeneous models like a black-box tool, without using

any supervised or prior language-specific library knowl-

edge. They primarily implied the model for less-resourced

regional Indian languages such as Bengali, Hindi, and

Telugu, while the multi-objective optimization-based

approach proposed by the authors claimed to be the most

successful among the model.

As tweets can be expressed as instant dynamic textual

segments, hence one main problem with tweets is, in gen-

eral, they are unstructured and noisy. Tweets can contain a

lot of misspelled words, unnecessary punctuation marks,

and several other impurities. In a shared task work from

2013, have addressed this issue regarding noisy twitter data,

where natural English parsers or POS tagging does not

perform as per expectations [5]. Authors here proposed a

model to detect polarity from discourse relations. Along-

side they also proposed how the inherent conjunctions,

connectives, modals, and conditionals affect the polarity

construction within tweets. Also, tweets can commonly

contain abbreviations, popular SMS terminologies, slangs,

etc., which the authors have also taken into account.

A popular domain of work in NLP is to develop a

machine translation bridge to perform sentiment analysis of

a less recourse language from an annotated more

resourceful language [6]. It can be done if the latter’s

developed corpora; POS tagged, stemming or lemmatized

is readily available and already well-rehearsed. However,

the success of this concept also depends on the availability

of the machine translation system between the two

languages.

Another research work shows a system for real-time

twitter data (or tweets) analysis of the US presidential

election [7]. This was an event-based sentiment analysis

work, which relies heavily on time and content. With that,

the researchers wanted to portray the aggregation and

visualization of their key found results. Since tweets are

dynamic and expressed with a short span, hence users also

tend to tweet sarcastically, crack short jokes, in humorous

140 Page 2 of 17 Sådhanå (2020) 45:140



or satirical ways. Another previous work shows any of the

past sarcastic tweets about any topic of the authors match

with their present-day ideology or not [8]. For this, the

authors have started to use a bi-predictor approach to

determine the sentiment contrast for sensing the sarcasm

within a large tweet, along with another predictor to find

out the historical sarcastic tweet of the same user on any

given topic, if any. Also, their approach is said to gather the

texts generated by the author while tweeting, to detect the

sarcasm within them.

One of the primary problems of working on tweets is

that when the tweets are newly collected from twitter, they

often consist of misspelled words, wrong and exaggerating

the use of punctuation marks, unnecessary emojis or

emoticons and so on. These impure tweets can be said as

noisy tweets or noisy data from a broader perspective.

Noisy data is not appropriate for labeling or processing;

hence tweet filtration is a must need just after collecting a

tweet corpus. A group of researchers have addressed this

issue in their work. They have worked for the normaliza-

tion of the noisy tweets based on their lexical and syntactic

properties using a hybrid approach [9]. This approach

consists of a combination of the machine learning algo-

rithm and rule-based classifier. The machine learning

algorithm used is a supervised ‘‘conditional random field’’,

which is first developed. Henceforth in the second step, a

set of heuristics rules has been applied to the word forms

gained from the first step, for normalizing them. The

researchers also trained the classifier with a set of features

that were derived without using any domain-specific fea-

ture or resources. The experiment is stated to achieve a

precision value of 90.26%.

Nowadays, Twitter has become an open public platform

to express opinions about political matters, government

policies, economy and so on. A work from 2016 presents an

approach to harness the political issue extractions and issue

dependent standings and positions [10]. The authors

developed the model to discover political issues and posi-

tions from unlabeled tweets. Their model is capable of

discovering political issues and positions from an unlabeled

dataset of tweets. The model estimates word-specific dis-

tributions (that denote political issues and positions) and

hierarchical author/group-specific distributions (that show

how these issues divide people). Their estimated distribu-

tions are then used to predict political affiliation with 68%

accuracy.

Sikdar and Gambäck [11] demonstrates through a shared

research task the experiment of classifying a large number

of Twitter named entity system recognition, i.e., classifying

a large number of twitter user’s names, employing a

supervised machine learning algorithm. The researchers

classified the task into two distinguished parts such as,

extracting the named entity from tweets in the first phase

and classifying the names into ten different categorizations.

The ‘‘Conditional Random Classifier’’ algorithm was

trained on a feature-rich twitter dataset, and the obtained F1

score was 63.22%, while the F1 measure score based on the

unseen test data was lower 40.06%.

A recent and one of the first research work on GST in

India from 2017 demonstrates an approach for text mining

and henceforth sentiment analysis of GST tweets [12]. The

authors collected GST tweets during its implementation

phase in India, developed a twitter data corpus. They

implied the Naı̈ve Bayes algorithm as the baseline algo-

rithm of their work to gain polarity ratings of labeled

tweets. After processing, with the help of tokens and

cumulative tokens from GST specific tweets, the authors

depicted the vicissitude of GST related buzzwords within

the implementation phase, as well as the range, frequency,

cumulative frequency and Zipf score of such most popular

words. With that, the authors made a step to do a unified

sentiment polarity percentage of the whole data corpus

from the previously gained data insights.

Since, Twitter is a dynamic social platform to express

our views and perspectives on the go, hence tweets often

come out to be short, witty or satirical, rather than being

utterly serious and long. Keeping this prospect in mind,

the scope of satire detection in twitter and in other social

network platforms is on the rise. Besides the traditional

satire detection from mixed ‘bag-of-words’, the human

hand-eye movement while reading such texts can also be

taken into account for capturing the natural text processing

flavor of human behaviors while reading something satir-

ical or funny. Researchers have demonstrated their

framework for managing this concept [13]. Apart from

extracting the textual features, the researchers also

emphasized the eye movement or gazing on texts while

reading. They developed a CNN model, which can learn

both from text features and gaze. For testing their model,

they used an annotation of diverse people’s reaction to

reading the same text. With this bi-modal approach, the

authors have established to show a better outcome for

sarcastic texts. In a most recent work, the authors have

proposed an ‘‘ontology’’ tool for sentiment analysis based

on a large semantic network [14]. This tool not only helps

to identify word sentiments, but it also produces the

contexts, associated meaning with those words, and even

their annotations linked with external resources. Instead of

only following the keyword counts from social media

texts, this work also utilizes the natural meaning of asso-

ciated words that are being processed. Their proposed tool

‘‘OntoSenticNet’’ can detect expressed sentiments by

analyzing the multiword expressions which are also related

to other concepts that do.

Wang et al [15] used Long Short-Term Memory (LSTM)

model for sentiment classification on twitter. Their system

performed better than different classifiers which are based

on feature engineering approaches. LSTM recurrent neural

network processed negation expression phrase efficiently

using multiplicative operations through gate structure

compare to additives ones. Cambria [16] very nicely

described the area of affective computing and sentiment

Sådhanå (2020) 45:140 Page 3 of 17 140



analysis in a different field such as sentiment and emotion

analysis, recommendation and customer relationship man-

agement. They have divided the entire work into three main

parts; (i) knowledge base method, (ii) statistical method and

(iii) hybrid approach. Poria et al [17] first used 7-layer deep

convolutional neural network for aspect identification in the

area of opinion mining. They showed, for aspect extraction

deep CNN is an effective approach than their discussed

existing model. Salton et al [18] used attentive Recurrent

Neural Network Language Models (RNN-LMs) model an

extended model of (RNN-LM) for their task. They showed

an attentive RNN-LM model’s accuracy is better over the

same dataset for taking less contextual information. Ma

et al [19] used Sentic-long short-term memory (LSTM) is

extended from LSTM for conducting their experiment.

Sentic-LSTM model outperformed other state-of-the-art

methods integrating target specific knowledge and com-

monsense knowledge.

While social media boasts a large number of users, which

is also growing constantly, many bots are being used on

social media for spreading malicious news, rumors, and

hate statements and so on. Work has been done on detecting

such types of bots on social media and to remove them on

the basis of recall balance [20]. The researchers aimed to

keep the precision rate high and obtained a balance between

precision and recall to achieve the optimization results of

removing the bots from social media.

Another work from 2016 shows the multidimensional

polarity weightage for corpora based on the regional dis-

tributions [21]. Instead of taking the approach for conven-

tional bipolarity analysis, i.e., positive and negative, the

researchers took the step for multidimensional sentiment

analysis on ‘‘valence arousal (VA) space’’, where a regional

CNN-LSTM model can be deployed for inputting a text

into several distinct regions, and from that, it can further be

processed for extracting the information out of every

regional CNN model. In such a scenario, the models of

different regions can be able to produce heterogeneous

information or feature for different regions. Based on that,

it can also be categorized if the regional information has

any long-distance dependency among them or not.

Ye et al [22] have added sentiment lexicon as an encoded

manner into word vectors through a feedforward neural

network with a CNN for their training purpose. Using this

technique, they have got good accuracy over the standard

sentiment analysis dataset.

Kenyon-Dean et al [23] have introduced a COMPLI-

CATED class of sentiment to specify that sentiment does

not belong only into positive and negative classes but also

belongs to a COMPLICATED class. They have justified

their logic-based two established dataset which are new

twitter sentiment analysis (TSA) dataset, the McGill

Twitter Sentiment Analysis dataset (MTSA).

Saleena [24] discussed the technique of ensemble clas-

sifiers where a single classifier has been formed by com-

bining multiple base classifiers to improve the accuracy of

sentiment classification technique. For sentiment analysis,

Diab and Hindi [25] have assigned proper weighted value

in ensemble classification using multi-objective differential

evolution. Symeonidis et al [26] used linguistic features,

sentiment lexicon, and bag-of-words for combined super-

vised machine learning which is based on Majority voting

scheming. To detect tweet polarity and analyzing opinions

Azzouza et al [27] have used unsupervised machine

learning techniques which helps to find out relevant key-

word regarding the main topic of interest. They have

developed a real-time system using the apache storm tool to

track opinion on twitter. Tama and Rhee [28] used

ensemble of weak classifiers approaches to envisage inac-

tive students rather than a single classifier model on two

real-world datasets. Omari and Al-Hajj [29] used machine

and deep learning techniques for classification of Arabic

language 34 articles of different domains. They used lexi-

con and corpus-based information for their work.

3. Preparing corpus on GST data

India has a number of 26.7 million active twitter users in

20175, i.e., currently, the second-highest in the world. Since

GST was clearly one of the largest taxation reforms in the

history of independent India, twitter witnessed a social

opinion outburst on this topic mostly during Jun-July 2017,

as it was the implementation phase of this tax reformation.

In this context, we gathered tweets by employing live

Twitter streaming API6 in two major steps as follows.

At the early stage of our tweet streaming, we collected

tweets in synchronization with the implementation phase of

GST in India during June-July 2017. GST was implemented

in the midnight of 30th June 2017 (i.e., 01.07.2017) on the

presence of the members of both of the houses of the par-

liament of India. Naturally, GST became one of the top

trending topics back then, and people were tweeting about

it frequently rather than any other topics7. Since the eve-

ning time slot (between 6 p.m-10 p.m.) is considered to be

the ‘‘prime-time’’ in India in terms of entertainment, news,

debates and online social activities8, we aimed primarily to

stream the tweets between the aforesaid time window.

While twitter API mostly allows its users to live-stream

only 1-2% of the total tweets on any keywords, we

observed that we were able to collect tweets at a rate of 24

thousand per day. This was also an indication of how this

particular topic of choice was popular for tweeting in that

time-phase. In this context, one thing is worth mentioning

that up to October 2017, twitter used to support the highest

of 140 characters per tweet including emojis and special

characters, whereas, from 7th November 2017, twitter

5www.statista.com.
6https://developer.twitter.com.
7www.economictimes.indiatimes.com.
8www.business-standard.com.
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expanded its character limits to 280 characters per tweet.

However, since we have started collecting the GST tweets

from June 2017, for most of the time (5 months out of

7 months), we were able to collect tweets with 140 char-

acters only. One thing worth mentioning is that we are

stating the total number of our collected tweets while taking

all the impurities within tweets in the account. In figure 1,

we represent the ascension and declination of GST tweets

during its implementation week in India.

An initial visit on the collected data during this time

period reveals several facts as observations, such as:

1) After the appliance of GST, the topic was settled within

2 or 3 months and it seemed that finally people were not

tweeting about it like before,

2) While we managed to stream 24 k tweets per day during

June-July 2017, in contrast we were only able to stream

3 k to 4 k tweets on GST later in September to October

2017.

Meanwhile, India’s GST council held a meeting on 10th

November 20179, for shifting rates of 177 products. This

decision again slightly influenced the topic which motivated

us again to collect the tweets as the second phase of our data

collection. During this phase once again, we started col-

lecting tweets at around 7 k to 8 k tweets per day.

Besides, as GST was already been implemented for few

months at that time, our objectives were:

1) We also wanted to capture the opinions of the several

ministers and ministries of govt. of India.

2) Also, we wanted to collect the criticisms against this tax

or its effect on the economy in the form of tweets from

the opponent political parties.

Hence, during this tweet collection phase, we streamed

live tweets randomly both from the normal population as

well as the twitter handles of @narendramodi, @arun-
jaitley, @FinMinIndia, @RBI, @GST_Council, @Rahul-
Gandhi and so on. After combining two phases with a span

of almost 7 months, we gathered a number of 1,99,864

tweets, or almost 200 k unprocessed and raw tweets con-

taining the hash-tagged keywords such as #gst, #gsttax,

#gstlaunch, #gstrollout, #gsteffect, #onenationonetax, etc.

among many other hash tags. along with the main tweet

bodies. One of the main reasons behind choosing these

particular hash tags was that we observed these were the

most frequent hash tags from the very initial phase of our

tweet collection.

4. Tweet modeling

While streaming tweets from twitter, a lot of heterogenous

tweets based on solely different topics can get collected as

long as they consist of the same themes of sentiment or

same types of hash tagged words. To overcome this prob-

lem and to keep our tweet corpus as close to the GST topic

as possible, we used a topic-sentiment model to stream the

Figure 1. Rise of GST tweets during Jun-July 2017.

9www.cbec.gov.in/resources.
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live tweets. This model ensures the relevance of the tweets

with GST tweets, as well as determines if the tweets contain

any sentiment or not.

4.1 Topic modelling

In order to identify whether a tweet is relevant to our tar-

get/topic e.g., GST or not, we have considered a parameter j
as the keyword of the tweet. Now, a keyword makes the most

impact determining the relevance of the tweet while streaming

it from twitter. Moreover, as the tweeting person shifts the

keyword position within the end of the tweet, i.e., closer

towards the 140 characters limit, relevance of the keyword or

its association with the tweet topic along with the context it is

based on actually increases or decreases. More formally, if the

keyword is found at the beginning of the tweet:

tposi ¼ jþ ðn� textjÞ ð1Þ

where, t is the tweet itself, ‘posi’ is the position of the

parameter, and here posi = 1, n is the total tweet and textj is

the remaining part of the tweet (j = n-1). Similarly, for

equation (2), if the keyword is found in the middle of a

tweet, the representation becomes:

tposi ¼
n � ðj� textjÞ

2
ð2Þ

Finally, if the keyword is found at the last of a tweet:

tposi ¼ ðn þ jÞ ð3Þ

Now, combining all the possibilities of searching a rel-

evant tweet for our target/topic, we formulated the model as

in equation (4):

Xposi

i¼0...n

¼ na jþ nð Þ
2

ð4Þ

where t is the entire body of the tweet, a is the odd coef-

ficient unit of keyword position and n is the remaining text

position. Using this technique, the relevance of the tweet

with GST and its associated words/phrases is achieved.

4.2 Sentiment modeling

After detection of the matching keyword(s) that we are

looking for, the probability of finding the polarity from the

remaining text as matching to our topic is determined and

expressed as:

Sm ¼ jþ s ð5Þ

where Sm is the sentiment model, j is the relevant keyword,

and s is the sentiment expression found. The sentiment is of

any flavor i.e., positive, negative or neutral. Only if the

sentiment is found in a tweet along with the keyword, then

it can be streamed. If the tweet consists of both the keyword

and sentiment, then only we streamed it. Finally, from

equations (4) and (5), we form (6):

Xposi

i¼0...n

t ¼ Sm ð6Þ

We observed from the data that if we want to identify

sentiments from tweets based on the GST as a target, not

only the sentiment words directly linked with GST term,

the other GST related words, which are Indian context

specific (e.g., aadhar, demonetization, laws, etc.) can also

contribute in identifying sentiments implicitly for tweets.

Therefore, we have divided our tasks into two different

subtasks; one is to identify sentiments for GST specific

words based on state-of-the-art lexicons and another is to

identify sentiments for GST related words based on the

polarity-popularity model.

5. Feature I: GST-specified word sentiment
identification

Streaming live tweets from twitter is a tricky task. Tweets

generally comprise of spelling mistakes, unnecessary usage

of string of alphabets within a short space, and SMS

abbreviations (like LOL, LMAO, ROFL, BRB, BTW, etc.).

We mostly aimed to remove Unicode, and URLs as they

generally keep no impact on the extraction of underlying

meaning or opinion of a natural English text. We also

approached for removing the tweets with only GST relevant

keywords and no tweet bodies, as those tweets do not bear

any types of implacable information. At the same time,

emoticons or emojis within the tweets were not eliminated,

as emojis can be a useful key to determine the sentiment

flavor of a text.

After preprocessing or cleaning the tweets, we tokenized

the tweets into unigrams, bigrams, and trigrams with a

frequency of 10000 words for each type. With that, we kept

the frequency distribution of the words as freq_dist(dense).
The purpose behind this is to catch as many as unigrams,

bigrams or trigrams possible within a tweet. With that, we

also checked continuously for duplicate tokens when the

tokens are being collected, until it reaches the EOF. Also,

while extracting the grams, we removed the stop words

from unigrams, but not from bigrams and tri-grams, as

keeping the semantics of such phrases intact. After the

stemming process of frequently occurring n-grams which

we received previously, it helped to prevent the multiple

occurrences of a single form of the word in many places of

a document. Stemming was followed by part-of-speech

(POS10) tagging and this helped to shrink down our filtered

and extracted lexicons further.

10https://www.nltk.org/book/ch05.html.
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5.1 State-of-the-art lexicon based model

After obtaining the final list of POS tagged words from our

dataset, we intended to match them with five state-of-the-

art sentiment lexicons, such as: SenticNet 5.0 [30], Vader
[31], Positive_Negative Dataset [32], SentiWordNet 3.0
[33], and finally, Twitter Sentiment Corpus [34].

Our objective was to find out the coverage of our words

in the standard lexicons. The coverage is presented in fig-

ure 2 as time vs. token growth graph. In figure 2, the x-axis
represents an initial point where token matching started and

the final point where all the tokens were matched with the

aforesaid lexicons whereas the y-axis represents the number

of tokens matched with time. We observed a linear growth

of our lexicon when compared with the aforesaid standard

sentiment lexicons and the newly matched tokens were

listed in a separate file.

At first glance, it is obviously visible that our GST tweets

could not find a large number of matching words with the

previous state-of-the-art lexicons. In order to analyze the

reason behind that, we observed as we already mentioned in

section 1, most of the Indian twitter users do not tweet in

thorough English language; rather they tend to use bilingual

languages, or even complete native language with only the

#key-word in English while tweeting. Thus, these tweets

can be a mix of English-Bengali, English-Hindi, English-

Punjabi, English-Tamil, or such other regional languages.

However, for our approach, we have only streamed the

tweets in proper English with relevant topics and senti-

ments; as stated before. We show a sample number of such

code-mixed tweets in figure 3.

From the total number of matched words that we

obtained, furthermore we approached for stemming and

POS tagging of the words. These words, along with our

previously extracted and POS tagged grams, further served

as the mixed-bag-of-words for our popularity-polarity

modelling.

6. GST-implied word identification

One of our key aims was to identify the words which occur

repeatedly in our tweets and such words should be related

with respect to the particular event of GST. However, they

might not be found on any standard lexicon, or corpus

before (e.g., aadhar, demonetization, etc.). Hence, in order

to collect such important words that are specifically related

to the event like GST and Indian circumstances, we used

the distinct scores obtained from mixed-bag-of words

approach based on Naı̈ve Bayes. Furthermore, we made a

file containing these words and their respective scores

related to this type of economic event depending on a

particular geopolitical region (in our experiment, for India).

We adopted two parameters, namely Polarity and Popu-

larity to identify the scores of such crucial words.

Score wordð Þ � Polarityj j and

Score wordð Þ � Popularityj j

6.1 Polarity-popularity model

Where, polarity defines the sentiment rating from our pre-

viously stated sentiment score, and Popularity defines the

number of occurrences for that word, as an instance, for

1,000 to 10,000 sample number of tweets from our entire

dataset. Based on this equation, table 1 demonstrates the

word polarity and popularity measure with respect to sen-

timent score and word occurrence.

Furthermore, if we denote word score as d, hence for the

changing value of d, the topic score can be given as:

d ¼ Score topicð Þ � d1: Polarityj þ d2:j jPopularityj ð7Þ

Now, as we have already mentioned the compact rela-

tionship between the topic and sentiment in the tweets that

we streamed, hence, the score of topic words is actually

derived from the tweets consisting only GST topics and

sentiments. More formally:

Xposi

i¼0...n

t ¼ Sm ¼ Score topicð Þ ð8Þ

This means that the polarity and popularity scores are

derivable from each tweet with respective sentiment and

topic.

Conclusively, the complete polarity and popularity

model based on the topic-sentiment dependent tweet

streaming can be expressed by (9):

Xposi

i¼0...n

t ¼ Sm ¼ o1: Polarityj j þ o2: Popularityj j ð9Þ

where, d1 is sentiment polarity score, and d2 is the word

occurrence count within a given number of tweets.

Applying the d1 (sentiment polarity score of any partic-

ular word) vs. d2 (occurrence of that word within 10,000

tweets) in a one to one combination, i.e., popularity vs.

polarity calculation for our labelled and sentiment rated

tweets, we found out a list of the most unique and only GST

exclusive topic words within a shrink down number of

10,000 tweets. These words are frequently occurred words

that appeared in the tweets that we crawled. The higher

rating generated for any word, the higher it has appeared

frequently within the tweets. We provided a combination of

their popularity-polarity combinations. A few sample topic

words from a total list of 9871 words, in alphabetical order

along with their respective popularity score, are shown in

table 2.

Once we obtained the complete list of words along with

their respective popularity-probability scores, we calculated

the polarity ratings of such occurred words. We made

highest to lowest probability and normalized the ratings in a
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scale of 1 to 10 and plot a 3D word polarity cluster to

classify them according to the polarity scores as in figure 4.

Utilizing the aforesaid sample number of tweets with

their respective scores, we created a popularity-polarity

model. It consists of a probability list containing the

exclusive words related to the GST event, with their

respective probability score(s) to indicate the probability of

their occurrence within a given range of tweets. This list

further helped us to create the 3D word occurrence cluster

and visualize the polarity and popularity graph.

From the figure, we observed that the words which are

having a higher rating of more than 0 are positioned higher

Figure 2. Coverage of word counts with state-of-the-art lexicons.

Figure 3. Tweets in completely regional Indian languages but with English keywords.

Table 1. Polarity and popularity measure of words with respect to sentiment score and word occurrence.

Popularity Polarity

d1 Tweet Count Score (word) & |Polarity| d2 Tweet Count Score (word) & |Popularity|

1.0 1000 1000 556 1000 556000

2.0 2000 4000 500 2000 100000

3.0 4000 12000 353 4000 1412000

4.0 8000 32000 278 8000 2224000

5.0 10000 50000 130 10000 1300000

140 Page 8 of 17 Sådhanå (2020) 45:140



in the cluster, and considered as frequently occurred unique

words. The data can be deployed for understanding the

course and trend of such events beforehand. On the other

side, words that are below 0 rates, are either common

words, that appear with most of the trending topics, or they

have very little impact on appearing again even if any such

event takes place. From this list and data cluster, we also

made a visual representation in figure 5 of the most

occurred 36 words within just 1000 tweets. To observe the

relations between popularity vs. the polarity of words, we

plotted the following visual comparison in figure 6. This

comparison graph represents the varieties of a sample

number of words in the x-axis with their respective positive

or negative threading parallels along with a minimized

scale of polarity scores ranging from 0 (very negative) to 1

(very positive) in the y-axis, with also the intermediate

polarity scales in between. Minimizing the polarity scores

within a more condensed and simplistic range provided us

the ability to produce a more compact visual representation

of such words. We analyzed this relationship based on the

most popular words that we obtained previously. In this

graph, the horizontal green bars are the indicators of car-

rying the ‘positive’ polarity tag for their respective words,

while quite similar, the horizontal white threads in between

depict the ‘negative’ polarity tagged words within a

miniature group of (here a number of 1000) tweets. Besides

visualizing this graph for a handful number of tweets, this

analytical deduction can also be deployed for the entire data

corpus.

7. Feature II: Sentiment rating of tweets

We retained the GST exclusive words from Feature I as a

separate file. For assigning the sentiment rating, we

developed an NLTK based Naı̈ve Bayes sentiment analyzer

to assign sentiment scores to the tweets which were pre-

viously labeled using the topic and sentiment to ensure their

relevance with the particular subject matter (table 3). Since

tweets are short in nature, for such short texts or textual

fragments, Naı̈ve Bayes tends to perform better than other

baseline algorithms [35]. The scale of the sentiment scores

was provided in the range from 1 to 5, such as very negative
(1.0), negative (2.0), neutral (3.0), positive (4.0), and very
positive (5.0). Based on this scale and our classification,

some real samples of the most appropriate tweets are shown

in table 4 where each tweet belongs to exactly each senti-

ment label and sentiment rating.

8. LSTM for GST word sentiment prediction

We used the LSTM model [36] for sentiment prediction.

Our model takes two different sets of inputs as Feature I

and Feature II. As mentioned earlier, Feature I deals with

the coverage of the extracted unigrams, bigrams and tri-

grams with some previous gold-standard datasets, which

eventually helped us to build the popularity-polarity model.

This model generates a large number of GST exclusive

words, specifically 9871 words. We then convert these

words using word2vec and fed the vectors batch by batch as

the first set of inputs. On the other hand, Feature II contains

80% of the tweets from our GST corpus, which comprise

sentiment rating varying a range from most negative (1.0)

to most positive (5.0) and other polarity scores in between.

These tweets are converted from dictionary to vector val-

ues, using doc2vec, and these vectors are fed batch by batch

as the second set of inputs.

For Feature II, we split the ratio of our tweets 80:20 to

train and then to test the sentiment prediction of the tweets.

80% of training data is labelled and sentiment rated, while

the rest of the 20% test data is also preprocessed, labelled

and non-sentiment rated data. Hence the sentiment predic-

tion outcome on this test data determines the success of the

word generation using polarity vs. popularity model and

Table 2. A few GST exclusive words are shown along with their

respective probability of occurrence.

Word(s) Popularity to Probability Score(s)

Aadhar 556.0

Allaboutgst 248.0

Demonitization 117.66

Economy 69.5

Govttax 26.0

Iitians 140.0

Jewellery 128.58

Kollywoodvoice 89.72

Laws 102.36

Figure 4. Word polarity cluster.
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sentiment rating thus far. In the training process of the

LSTM model, x_train method is used to split the training

and testing branches and x_words method is used to hold

the vectors into a temporary memory location and

employing them for training per batch.

Our LSTM model capable of converting word2vec and

doc2vec from mixed-bag-of-words and sentiment rated

datasets with natural English tweets, and after training, it

successfully evaluates the sentiment predictions. In our

experiment, we added a sequential and dense LSTM model

using the Tensorflow11 framework and importing Keras12

Figure 5. Word popularity count within a sample number of 1,000 tweets.

Figure 6. Polarity mapping for most frequent GST exclusive words.

11https://www.tensorflow.org/.
12https://keras.io/layers/recurrent/#lstm.
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library. Based on our exclusive words set, we set the vector

dimension of each record to 200 and a batch size to four

elements from each record named as index, tweet, sentiment
class, and sentiment rating. Our model has six layers and

1000 paddings per batch. We represent a miniature dia-

grammatic version of our LSTM model architecture in

figure 7. For a comparative analysis between the activation

functions to find out which one is the best suited for our

approach, we incorporated a total of 6 activation functions

for measuring the performance parameters of the LSTM

model, since these activation functions are generally used

most in textual analysis tasks [37, 38]. These activation

functions are hard_sigmoid, sigmoid, linear, relu, softmax
and tanh. Our model is trained for a total of 60,000 epochs

as 10,000 epochs for each six activations functions using

parameters optimizer, loss and accuracy.

Table 1 shows the accuracy of our model. We fixed the

epoch for training as 10,000 and finally, we compiled our

model using parameters like an optimizer, loss, and accu-
racy and observed that after completing 10,000 epochs for

each of 6 activation functions, i.e., a total of 60,000 epochs,

the following accuracies were achieved as shown in table 4.

From the table, we can see that we achieved an accuracy

of 84.51% with our developed LSTM model using the

sigmoid activation function, which is the highest among all

the distinct several functions that we used. To validate the

input features of the model as well as results produced, we

discuss them in subsequent sections.

9. Experimental results

Simultaneously with sentiment prediction, our LSTM

model generated a file containing the tweets that it pre-

dicted as positive, negative and neutral. We compared this

file with our already standardized sentiment rated corpus to

validate the prediction-based analysis. We compared the

predicted tweets with the actual tweets to find out the

confusion matrix consisting of a true positive, true negative,

false positive and false negative. Using these features, we

further calculated precision, recall, accuracy, and finally f1
score. For the analysis, we used a shrink down a fractional

sample of the whole data corpus, i.e., for a number of

10,000 tweets from our entire dataset. The main reason

behind this is to reduce the time complexity as much as

possible, by making the overall analysis much faster.

Another reason is that a fractional overview of the results

can be the showcase of the entire data corpus’s

characteristics.

This analytical observation of our data corpus also rep-

resents the error rate in both respects to positive predicted

and negative predicted tweets. With 10,000 tweets, our

training (standard) set has total of 9908 entries (tweets)

with 5413 actual positive (54.63% of 9908), 4100 actual

negative (41.38% of 9908) and 395 actual neutral (25.08%

of 9908) tweets. Our validation set has a number of 4919

positive predicted tweets (90.83%), 3468 negative pre-

dicted tweets (84.58%) and 531 neutral predicted tweets

(74.38%). We represent the predicted results in table 5.

Next, we present the classification report in table 6, in

which we show the statistical measures calculated from

table 6. Entries with 43.01% negative, 56.99% positive and

test set has total 5413 entries with 41.94% negative,

58.06% positive with an overall accuracy score of 83.44%.

The validation result for 10,000 tweets reveals that the null

accuracy is 54.72% whereas the overall accuracy score is

83.87%, which is 29.13% more accurate than null accuracy.

Next, we did a comparison of our results in table 7 with

four already established state-of-the-art sentiment lexicons:

Linguistic Inquiry Word Count (LIWC) [39], General

Table 3. Example of tweets belonging to each Sentiment Class.

Index Tweet Class Polarity Rating

1 ‘‘@CNBCTVLive These anchors don’t know actual rules of GST how

talk about that I don’t know !!’’

Very Negative 1.0

2 ‘‘I think #GST will force us to go back to the ages where bear trade was

practiced.’’

Negative 2.0

3 ‘‘@INCIndia Watch Press briefing by State Ministers Manpreet Badal,

Kamala Kaan @krishnabgowda on #GST’’

Neutral 3.0

4 ‘‘@timesofindia #GST gets simpler for small businesses and exporters.’’ Positive 4.0

5 ‘‘@jitu_vaghani Congratulate PM narendramodi ji and FM arunjaitley ji

on taking landmark decisions and making #GST even simpler.’’

Very Positive 5.0

Table 4. Comparative performance analysis among different

activation functions of LSTM.

Activation Function(s), Epoch@10,000 Loss Accuracy

LSTM w. sigmoid 47.06% 84.51%

LSTM w. hard_sigmoid 52.34% 79.57%

LSTM w. softmax 68.21% 61.35%

LSTM w. linear 73.17% 55.51%

LSTM w. relu 78.62% 50.68%

LSTM w. tanh 81.28% 49.65%
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Inquirer (GI) [40], Affective Norms for English Words
(ANEW) [41], Word-Sense Disambiguation (WSD) using

WordNet [42], for analyzing the performance of our senti-

ment-based accuracy along with the classification parame-

ters. The previous works are mainly based on a cumulation

of manual human ratings on some particular textual topics

from time to time. As shown in table 7, in most scenarios,

our approach outperforms the other previously well-estab-

lished lexicons for sentiment analysis. In the case of social

media texts (here tweets), our approach provides better

overall classification parameters than the manually given

human ratings in the previous experimental works.

Furthermore, table 8 represents the comparative analysis

of classification report of our model on the New York

Times annotated corpus13 benchmark dataset and

Figure 7. A representative diagram of our LSTM model.

Table 5. Confusion Matrix & Classification Report shows the

differences between the predicted and actual tweets along with the

prediction parameters.

Predicted

Actual Positive Negative

Positive 4919 (TP) 497 (FP)

Negative 634 (FN) 3468 (TN)

Table 6. Confusion Matrix & Classification Report shows the

differences between the predicted and actual tweets along with the

prediction parameters.

Precision Recall Accuracy F1 Score

0.9039 0.8863 0.8387 0.899

13https://dss.princeton.edu/catalog/resource1357.
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newspaper editorials against some of the state-of-the-art

experiments.

9.1 Error analysis

In our LSTM model-based experiment, we used exclusively

generated words from popularity vs. polarity model, and

sentiment rated tweets in each epoch as input for converting

word2vec and doc2vec and building the library for training

and thereafter testing. To find accuracy and loss of each

1000th epochs run on the LSTM model with a sigmoid

activation function.

For we employed our LSTM model for 10,000 epochs,

we evaluated our model with sigmoid activation function

for each of the 1000th epoch, for analyzing the accuracy and

loss. We plotted the accuracy vs. loss graph in figure 8 to

evaluate our model’s performance and analyze the errors

further.

The above report shows that we could not achieve more

than 84.51% due to the loss rate of 46-47%. Since our loss

rate was 46-47% for most of the time, and the accuracy did

not reach beyond 84.51%. While analyzing the probable

reasons behind this, we have tried with 1,30,000 clean pre-

processed tweets, and we evaluated our LSTM model for

10,000 epochs, hence we can say the model took 13,000

tweets in each epoch as input for converting word2vec and

building the library for training and thereafter testing.

In our next step, we split the train and test ratio as 80:20,

hence the first 8 epochs were implied for training and the

last 2 epochs, i.e., 9,000th and 10,000th epoch is actually

responsible for predicting the accuracy. Thus, 13,000

tweets are approximately fed as input in each of the epochs.

We further had a closer observation of our model, as well as

on these tweets.

We found out that even keeping 84.17% as the average

accuracy threshold, 2000th, 5000th, and 6000th epoch did

not produce an overall improvement inaccuracy. While

Table 7. Comparison of classification performance on social media posts.

Overall Accuracy ground truth (of the respective corpora)

Classification Accuracy Metrics

Overall Precision Overall Recall Overall F1 Score

Social Media Texts (Range: 10,000 Tweets)

Our Approach 0.838 0.90 0.88 0.89

GI [39] 0.512 0.79 0.51 0.67

LIWC [40] 0.606 0.91 0.49 0.60

ANEW [41] 0.451 0.79 0.46 0.57

WSD [42] 0.401 0.69 0.44 0.52

Table 8. Comparison of classification performance on NY Times Editorials.

Methods

Classification Accuracy Metrics

Overall Precision Overall Recall Overall F1 Score

Context-labelled Texts (NY Times 3,500 article review)

Ours 0.81 0.78 0.72

Joshi et al [43] 0.42 0.51 0.55

Bouazizi and Ohtsuki [44] 0.54 0.49 0.50

Ghosh et al [45] 0.30 0.50 0.42

Amir et al [46] 0.44 0.48 0.57

Abercrombie and Hovy [47] 0.39 0.51 0.51

Joshi et al [48] 0.45 0.21 0.23

Mishra et al [49] 0.35 0.41 0.40

Muresan et al [50] 0.45 0.48 0.54

Bouazizi and Ohtsuki [51] 0.38 0.37 0.55

Fersini et al [52] 0.41 0.41 0.36

Bharti et al [53] 0.47 0.58 0.49

Liu et al [54] 0.52 0.54 0.60

Wang et al [55] 0.55 0.54 0.57

Hernández-Farı́as et al [56] 0.70 0.59 0.52
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analyzing the reason of performance drop in these three

epochs, we find the following reasons.

(1) These samples of tweets are heavily code-mixed; our

model could not achieve predicting testing accuracy.

(2) Since we are not working with the bi-lingual tweet and

language-mixed tweets, now we are not able to address

the problem, in this scope, we would further like to

address this problem as an extension of this work.

In table 9, we take a look at the sample type of tweets

among other hundreds of such tweets that were fed as

inputs in these 3 epochs. These are only some samples from

the tweets which are heavily code-mixed. This is one area

where our model could not hit the bulls-eye while pre-

dicting the testing accuracy. Since we are not working with

bi-lingual tweets and language-mixed tweets, in this scope,

we would further like to address this problem as an

extension of this work.

10. Conclusion and future work

In this study, we represented a deep learning inspired lex-

ical-level sentiment analysis of GST tweets. We approa-

ched for a topic-sentiment based tweet crawling and

thereafter word polarity vs. popularity generation for dis-

covering and clustering the GST exclusive topic words

from GST tweets in India. We collected tweets on GST for

a course of 7 months, pre-processed and filtered the tweets,

extracted unigrams, bi-grams and trigrams from the tweets,

compared these grams with previous state-of-the-art lexical

and twitter datasets. We separated the words that we found

are matching and did the stemming and POS tagging. This

helped us to create a Bag-of-Words from the GST tweets

which we retained separately. Simultaneously, we devel-

oped an NLTK based Naı̈ve Bayes sentiment analyzer; we

gave our twitter dataset sentiment ratings on a scale of 1.0

to 5.0. Now using the bag-of-words that we obtained, and

the sentiment rated tweets, we developed a sentiment-trend

model, by which we were able to generate the scores for

Figure 8. Performance evaluation graph (Accuracy vs. Loss) of our LSTM model.

Table 9. Tweets which caused the probable performance drop.

Sample Tweet Input In

Average Prediction

Accuracy (%)

Actual Prediction

Accuracy (%)

‘‘@LMKMovieManiacathuepdi #GST vanthumrenduthadava poi

pakkurangalo….ungalukuenaosi ticket dana ??????’’

2000th epoch 84.17% 84.03%

‘‘@MrsGandhi J&K oppositnldrskokyataklif? Rich enuf to last 3 generations.

Coming in way of dvlpmt for all #kashmiris by opposing #OneNationOneTax’’

5000th epoch 84.17% 84.09%

‘‘@KyaUkhaadLega: ‘‘Food items sastezaroorhogayehain par tum control

rakhna, aurbhi log haindeshmei?’’ #GST’’

6000th epoch 84.17% 83.94%
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word popularity and polarity for most occurred words in the

GST related tweets during the course of GST implemen-

tation phase in India. We identified a number of 9871 words

within a miniature sample of 10,000 tweets from our entire

data corpus and visualized their sentiment polarity using a

3D data cluster and polarity vs. polarity mapping as a

whole. Now using this newly developed rated dataset, we

implied our LSTM model for training and testing of our

data. We kept a split of 80:20, i.e., 80% data for training,

and rest 20% data for testing. After 10,000 epochs we

achieved an accuracy of 84.51%.

However, for our future work, we want to keep the most

occurred words from this event, and we want to deploy

them if any such event takes place, to predict the course and

trend of that event. With that, we would also like to develop

a system to successfully evaluate bi-lingual font-mixed

tweets to enhance the accuracy of our experiment. Finally,

since our work is one of the first works on such a large-

scale economic reform, we are keen to publish our GST

data with all the components on an open-source data

repository platform like Github14 in near future, so that the

other researchers feel free to experiment with our findings

from this event, and they can compare their achieved results

with that of ours.
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