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Abstract. An attempt is made in this paper to report how a supervised methodology has been adopted for the

task of Word Sense Disambiguation (WSD) in Bengali with necessary modifications. At the initial stage, four

commonly used supervised methods, Decision Tree (DT), Support Vector Machine (SVM), Artificial Neural

Network (ANN) and Naı̈ve Bayes (NB), are developed at the baseline. These algorithms are applied individually

on a data set of 13 most frequently used Bengali ambiguous words. On experimental basis, the baseline strategy

is modified with two extensions: (a) inclusion of lemmatization process into the system and (b) bootstrapping of

the operational process. As a result, the levels of accuracy of the baseline methods are slightly improved, which

is a positive signal for the whole process of disambiguation as it opens scope for further modification of the

existing method for better result. In this experiment, the data sets are prepared from the Bengali corpus,

developed in the Technology Development for Indian Languages (TDIL) project of the Government of India and

from the Bengali WordNet, which is developed at the Indian Statistical Institute, Kolkata. The paper reports the

challenges and pitfalls of the work that have been closely observed during the experiment.

Keywords. Natural language processing; Word Sense Disambiguation; supervised methodology;

lemmatization; bootstrapping.

1. Introduction

In every natural language, there are so many words that

carry different senses in different contexts of their use.

These words are often recognized as ambiguous words and

finding the exact sense of an ambiguous word in a piece of

text is known as Word Sense Disambiguation (WSD) [1–5].

For example, the English words head, run, round, manage,

etc. have multiple senses based on their contexts of use in

texts. Finding the exact senses of the words in a given

context is the main challenge of WSD. To date, we have

come across three major methodologies that are used to

deal with this problem, namely, supervised methodology,

knowledge-based methodology and unsupervised

methodology.

In supervised methodology [6–25], sense disambiguation

of words is performed with the help of previously created

learning sets. These learning sets contain related sentences

for a particular sense of an ambiguous word. The super-

vised method classifies the new test sentences based on the

probability distributions calculated using these learning

sets.

The knowledge-based methodology [26–36] depends

on external knowledge resources like online semantic

dictionaries, thesauri, machine-readable dictionaries,

etc. to obtain sense definitions of the lexical

components.

In unsupervised methodology [37–39], the sense disam-

biguation happens in two phases. First, the sentences are

clustered using a clustering algorithm and these clusters are

tagged with relevant senses with the help of a linguistic

expert. Next, a distance-based similarity measuring tech-

nique is used to find the closeness of a test data with the

sense-tagged clusters. The minimum distance from a sense-

tagged cluster leads to assigning the same sense to that test

data.
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The present work is developed based on the four com-

monly used supervised methods, namely, the Decision Tree

(DT), the Support Vector Machine (SVM), the Artificial

Neural Network (ANN) and the Naı̈ve Bayes (NB) for

sense classification; in the baseline experiment, these

methods generate 63.84, 76.9, 76.23 and 80.23% accurate

result, respectively, when they are tested on 13 mostly used

Bengali ambiguous words; next, two extensions are adopted

over the baseline strategy to increase the level of accuracy:

(a) incorporation of lemmatization process in the system

that generates 68.30, 79, 78.23 and 82.30% accuracy,

respectively, and (b) operation of bootstrapping on the

systems (including lemmatization feature) that produces

70.92, 79.15, 79.53 and 83% accuracy, respectively.

Obviously, the additional features and properties have

made the proposed technique more robust and less erro-

neous in generation of outputs.

The organization of the paper is as follows. Section 2

presents a brief survey of this research methodology. In

section 3, experimental set-up is described. The proposed

approach is demonstrated in section 4. In section 5,

extensions on the baseline methodology are described in

detail. The report is concluded with future scope in

section 6.

2. Survey

In the case of supervised methodology, manually created

learning sets are used to train the model. The learning sets

consist of example sentences relating to a particular sense

of a word. The test instances are classified based on their

probability distributions, calculated using the learning sets.

Some commonly used approaches deployed in this

methodology are discussed here.

2.1 Decision list

In the Decision List [36, 40]—based approach, first, a set of

rules are formed for a target word. Next, a part of the

example sentences are fed to the system to calculate the

decision parameters like feature value, sense score, etc.

When a test data comes for classification task, these feature

values categorize that data to a particular class using these

parameters.

2.2 DT

The DT [41–43]—based approach frames the rules in the

form of a tree structure (figure 1) where the non-leaf nodes

denote the tests and the branches represent the test results.

The leaf nodes of the tree carry the different senses. If a set

of rules can guide an execution to a leaf node then the sense

is assigned to that word as a derived sense.

2.3 NB classification algorithm

NB classifier [44–46] is a powerful algorithm for the

classification task based on Bayes theorem. The Bayes

theorem is stated by the following equation:

P AjBð Þ ¼ P BjAð ÞP Að Þ
P Bð Þ

where A is called the proposition and B is called the evi-

dence. P(A) is called the prior probability of proposition

and P(B) is called the prior probability of evidence. P(A|B)

is called the posterior and P(B|A) is the likelihood.

The classwith the highestmembership probability for a data

point is considered as the most likely class for that data point.

2.4 ANN-based classification

ANN [47–50] is a model of artificial neurons that works

similar to a neural structure of brain. This model processes

one input at a time and assigns it to an arbitrary class. Next,

this allocation is verified with a known output. The errors

from every iteration stage are fed back to the model to

rectify the errors for the next iterations.

2.5 Exemplar-based strategy

In Exemplar-based [51] strategy, the examples are considered

as points, distributed over a feature space. When a new data

point comes to be categorized, any distance-based similarity

measuring technique is used to find the closeness of the data

point w.r.t. all the other classifiers. The minimum distance

w.r.t. a particular classifier represents the sense of the test data.

2.6 SVM-based algorithms

In SVM-based [52–54] strategy, examples are treated as

polarized points, either positive or negative. The goal of the

methodology is to separate these positive and negative

points w.r.t. a hyper-plane. A test data is classified by

evaluating, at which side of the hyper-plane the point

belongs to.

bank of?

no yes

no yes

- Bank of COUNTRY?

Bank/FINANCE

bank account?
no yes

Bank/FINANCE of?

Bank/RIVER

Figure 1. An example of a decision tree.
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2.7 Ensemble methods

In the Ensemble methods [55], the classifiers are combined

after every execution for a better classification result. This

combination occurs according to different parameters, such

as Majority Voting, Probability Mixture, Rank-based

Combination, AdaBoost [56, 57], etc.

3. Experimental set-up

3.1 The Bengali corpus

The Bengali corpus used in this research work was devel-

oped in the Technology Development for Indian Languages

(TDIL) project of the Government of India. This corpus

contains text samples from 85 text categories or subject

domains like Physics, Chemistry, Mathematics, Agricul-

ture, Botany, Child Literature, Mass Media, etc. covering

11,300 number of A4 pages; 271,102 number of sentences;

3,589,220 number of words in their inflected and non-in-

flected forms and 199,245 number of distinct words. Each

of the distinct words appears in the corpus with a different

frequency of occurrence. For example, the word

‘‘head’’ occurs 968 times, ‘‘of

head’’ occurs 398 times and ‘‘on head’’

occurs 729 times, followed by other inflected forms like

‘‘in head itself’’ occurring 3 times,

‘‘the head’’ occurring 112 times,

‘‘the head’’ occurring 13 times,

‘‘heads’’ occurring 3 times, etc. This

corpus is exhaustively used in this work to extract sentences

containing a particular ambiguous word.

3.2 Selection of ambiguous word

Theoretically it is possible to assume that anyBengali word can

appear in a text with certain level of ambiguity. People of

computational linguistics like to use several constraints from

implementation perspective to select the ambiguous words. As

mentioned earlier, the Bengali text corpus contains 199,245

distinct words. First, these words are arranged in decreasing

order according to their term frequency in the corpus. Themost

frequently used words are then selected for experiment with

some necessary pre-requisite conditions as discussed in

section 3.3.

3.3 Selection of senses of the ambiguous words

for experiment

After retrieving the ambiguous words, a set of steps have

been defined and executed to select their multiple senses for

the experiment. The range of sense variation of Bengali

words is so vast that it appears as a real challenge to select a

few senses from them for the experiment. For example,

according to the Sansad Banglā Avidhān, the word

can denote more than 80 (eighty) different sen-

ses, both in its singular and conjugate forms, whereas the

Bengali WordNet lists only 14 (fourteen) distinct senses for

the word. On the contrary, the TDIL Bengali text corpus

provides only 4 (four) different senses of this word with

some needful number of sentences.

In this experiment, a particular sense of an ambiguous

word is considered for evaluation process when at least 20

sentences (threshold) are present in the corpus having that

particular sense.

As the supervised methodologies depend on some

learning sets initially sense-tagged for classification of test

data, for an individual ambiguous word, only those senses

are considered for evaluation that follow the afore-men-

tioned criteria.

The selected senses for the experiment are listed in

table 1.

3.4 Text normalization

The texts stored in the TDIL Bengali corpus are non-nor-

malized in nature. Hence, the very first job was to nor-

malize the texts adequately by (a) removing uneven number

of spaces, new lines, etc., (b) discarding comma, colon,

semi colon, double quote, single quote and all other

orthographic symbols, (c) converting the whole texts into

Unicode-compatible single Bengali font (Vrinda in this

work) and (d) considering all types of Bengali sentence

termination symbols, such as note-of-exclamation, note-of-

interrogation and purnacched (full stop) (‘‘|’’).

3.5 Removal of function words

In the field of linguistic study, the nouns, verbs, adjectives

and adverbs are called as content parts of speech (POS),

and function words are those words that exist in a sentence

to explain or create grammatical or structural relationships

into which the content words may fit.

In the researchworks inNaturalLanguageProcessing (NLP),

there is no specific rule or process to differentiate between the

contentword and functionword; rather, it is more or less based

on nature of the NLP work. Although theoretically all the

Bengali words carry some important meaning in every sen-

tence, in computational environment, considering all words in a

text creates two problems: first, sometimes the size of the

vocabulary (distinctword) goes out of the computational power

of a system, and second, the context analysis of a target word

cannot retrieve sufficient meaningful information from the

functionwords of its surrounding. To deal with these problems,

after lemmatization process, the words except nouns, verbs,

adjectives and adverbs (in Bengali, adverbs are also treated as a

kind of adjective) are eliminated from the texts as they are

function words.
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3.6 Performance evaluation

In the proposed work, the system identifies all the target

words in the data set for evaluation and resolves senses for

all of them either correctly or wrongly. For this reason, the

performance of the systems is evaluated by the ‘‘percent-

age-of-accuracy’’ throughout the work.

3.7 Preparation of data set

3.7a Annotation of input data: After text normalization

process, the input sentences are annotated for the experi-

ment in the following way:

\Sentence x[ tag at the beginning of each sentence

represents the sentence number. The target word is

bounded by two tags. In the preceding tag, ‘‘wsd_id’’

represents the ambiguous word number (as this experi-

ment deals with single-word-wsd, wsd_id is considered as

(1) in the sentence and ‘‘pos’’ represents the part-of-

speech of the target word in that particular sentence (see

figure 2).

3.7b Preparation of reference output data: The reference

output files are prepared earlier with the help of a standard

Bengali dictionary (Sansad Banglā Avidhān) (see figure 3).

The system-generated results are verified programmatically

with these reference outputs. Annotations of these sen-

tences are similar to the input sentences, except that

the actual senses of the ambiguous words are mentioned

in the tag.

Table 1. Selected senses of the ambiguous words.
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The outputs generated by the program have the same

annotation like this reference output. Therefore, the two

results are compared programmatically.

4. Proposed approach

In the proposed approach, first of all, four commonly used

supervised methods, DT, SVM, ANN and NB, are used as

the baseline strategy for sense classification. These algo-

rithms are tested on 13 mostly used ambiguous words. The

data sets are prepared from the Bengali corpus and the

Bengali WordNet.

In the next phase, two modifications are adopted over

this baseline strategy: (a) lemmatization of the whole sys-

tem and (b) bootstrapping. These two modifications are

tested over the same data sets used in the baseline experi-

ment. In the evaluation stage, it is observed that the mod-

ified approaches produce a better accuracy than the

baseline strategy.

4.1 Flow chart of the baseline strategy

The baseline strategy can be represented by the following

diagram (figure 4):

The flowchart in figure 4 depicts the overall baseline

strategy. First, the sentences carrying the selected

ambiguous words are retrieved programmatically from the

TDIL corpus. Initially, these sentences are non-normalized

in nature. Hence, they are passed through a series of

Figure 2. Partial view of a sample input file.

Figure 3. Partial view of a reference output data.

The TDIL Bengali corpus

Sentences, carrying a target word retrieved programmatically

Pre-processing tasks

Module 1: Training module

Module 2: Testing Module

Output: Disambiguated sense

Figure 4. Flow chart of the proposed baseline strategy.
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preprocessing steps such as normalization, annotation (see

section 3.7), etc. Next, some portion of the normalized data

sets is used for preparing the training module and remaining

is used for testing purpose (i.e., split in 3:1 ratio of training

set and test set for 4-fold cross-validation). Finally, the

sense-resolved test sentences are evaluated programmati-

cally by comparing to a reference result (see section 3.7).

4.2 Result in the baseline experiment

In the baseline strategy, four commonly used supervised

methods, DT, SVM, ANN and NB, are used for sense

classification. The algorithms are tested individually on the

same data sets using 4-fold cross-validation, which effec-

tively results in 3:1 ratio of training set and test set. The

results are presented in the form of ‘‘percentage-of-accu-

racy’’, because the systems identify all the test instances for

evaluation and assign a sense to each of them either cor-

rectly or wrongly. Some of the test cases produced an

appreciable accuracy, but some of them did not perform up

to the mark. It is due to the syntactic and semantic varieties

in sentence structures, which are directly related to the

lexical similarity measure and thus the varieties in accuracy

as well.

Table 2 depicts the average percentage of accuracy of

the four methods at the baseline.

5. Extensions of the baseline methodology

To enhance the performance of the baseline methodology,

the following two extensions have been adopted:

(a) lemmatization of the whole system and

(b) bootstrapping.

5.1 Lemmatization of the whole system

Since Bengali is a morphologically very strong language,

the lexical matching between the inflected words is not

adequate for measuring the similarity between the words.

To overcome this bottleneck, the whole system has been

operated on the lemmatized forms of the words [58]. The

expansion of lexical coverage due to this lemmatization

task generates such a situation where more number of

lexical similarities are observed between the instances,

which eventually leads the system to act in a robust manner

to achieve higher level of accuracy. The lemmatization tool

operated on the training data and test data in a uniform

manner without any selectional bias.

Partial view of a sample lemmatized input data is pre-

sented in figure 5. Annotation of the sentences follows the

same strategy as in the baseline experiment (see sec-

tion 3.7); in addition, the words are in lemmatized form.

Words are represented in the following format: ‘‘inflected-

word/corresponding-stem-form/POS’’. The experiment is

Table 2. Execution of the baseline model.
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carried out on the root forms of the words to increase the

lexical coverage of the words.

5.1a Execution in lemmatized environment: This expansion

approach uses the same reference output files used in the

baseline experiment. Though the inputs are prepared in

lemmatized form, the outputs are generated in surface level

form of the words to conduct a similar comparison with the

baseline experiment. The same supervised methods, same

ambiguous words and the same 4-fold cross-validation

technique used in the baseline strategy are adopted in this

phase of experiment. Like the baseline experiment, the

results are presented in the form of ‘‘percentage-of-accu-

racy’’, because the systems identify all the test instances for

evaluation and assign a sense to each of them either cor-

rectly or wrongly. In table 3, the performances of the

algorithms on the lemmatized data (i.e. lemmatized form of

the baseline data set) are presented.

In table 3, it is observed that the overall accuracy has

been increased due to the expansion of lexical coverage of

the words. As the size of the data sets taken for the

experiment is quite small, at several occasions the algo-

rithm returns the same accuracy. In these cases, the

Table 3. Performance of the algorithms on lemmatized form of the baseline data set.

Figure 5. A sample lemmatized input data.
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lemmatization process cannot produce any effectively new

instance that can enhance the lexical overlap process.

5.2 Bootstrapping

In this extended methodology, the sense-resolute test data

in a particular phase of execution is inserted into the

training sets to enrich the learning procedure. As the

training sets become stronger in every execution, the sys-

tem produces a better accuracy in its next executions. A

small manual intervention was mandatory in this phase. As

the classification of a test data depends on the probability

measures based on the training sets, the methodology

demands a correctly populated training set for sense

retrieval. However, the proposed model could not produce

an absolute result in a particular execution. Hence, to

generate an error-free training model, all the misclassified

instances are further rectified manually, which leads the

system towards a right direction (figure 6).

5.1b Execution of bootstrapping technique: In this phase

of experiment, two consecutive executions are considered.

As, in the previous experiment (see section 5.1) it is

observed that performance of the algorithms increases due

to lemmatization task, the bootstrapping strategy is also

developed in lemmatized environment.

In the first phase, the module is tested on the data set

used in the previous experiment (see section 5.1). In the

second phase, after the training sets are auto-incremented, a

new set of data is selected from the corpus for experiment.

The efficiencies of the systems are measured using 4-fold

cross-validation technique, which effectively results in 3:1

ratio of training set to test set. The accuracy of the result in

both the phases is presented in table 4. Like the previous

two experiments (baseline and lemmatization), the results

are presented in the form of ‘‘percentage-of-accuracy’’

because the systems identify the entire test instances for

evaluation and assign a sense to each of them either cor-

rectly or wrongly.

It is observed in the previous two experiments (sec-

tions 5.1 and 5.2) that extensions on the baseline method-

ology can produce a better result in most of the cases

(tables 3 and 4). However, in a few cases, the accuracy

level has slightly dropped. Through investigation it is

observed that the accuracy of the system depends on several

parameters such as the following.

(a) Same sense with no contextual similarity: for example

and

. In these two

sentences, the ambiguous word carries the same sense

in every sentence, but there is no contextual similarity in

the sentences. Establishing a semantic relation in this type

of sentences is a big challenge in computational

environment.

(b) Occurrence of same lexical entries in semantically

dissimilar sentences: for example

and .

This mentioned sentence pair is composed of similar con-

tent words but they represent different senses for the

ambiguous word .

(c) Presence of multiple sense carrying contextual words in

a single sentence: for example

In this sentence, while disambiguating the word , the

word is a contextual word for the sense ; the

word is a contextual word for the sense , as well

as ; and is a contextual word for the sense

.

(d) Sentence with sense anomaly: for example

The Bengali text corpus

Sample data set is retrieved

Pre-processing tasks are performed

Supervised method applied

Actual sense resolved

Resolved sentences populate the learning 
sets for further execution

Figure 6. Flowchart of the proposed bootstrapping technique.
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For this type of sentence, it becomes very tough to tag a

particular sense even by human judgment.

(e) Very large sentence, containing a lot of irrelevant

information in it: for example

(f) Very short sentence, containing insufficient information

for computation: for example

(g) Spelling error: dealing with the spelling errors in the

words is also a big challenge in this work. The

dissimilar use of

and different typographical mistakes in the words create

a major problem in lexical matching. These errors could be

managed easily by a human-driven system, but in an

automated system, these spelling errors directly affect the

output.

Table 4. Result of bootstrapping strategy.
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(h) Scarcity of information in WordNet: The Bengali

WordNet is in developing phase, so it is not a complete

reference for retrieving the semantic information of the

Bengali words. For example:

(i) The different sense definitions of the commonly

used Bengali words are missing in this dic-

tionary, such as (single sense present),

(absent in the dictionary), etc., and a few com-

mon words in inflected forms (such as

etc.) are also absent in this

dictionary.

(ii) A few sense definitions are found in the

WordNet that are absent in the standard lexical

dictionary, as well as those unknown to the

linguistic experts also, such as

(iii) A few common relations among the words are

not established (properly/not at all) in this online

dictionary, such as hypernymy, hyponymy,

holonymy, meronymy, antonymy, etc.

6. Conclusion and future scope

In this paper the work for WSD in Bengali language has

been proposed using four supervised classification algo-

rithms at the baseline, which is supported with two relevant

extensions, namely, lemmatization and bootstrapping. Due

to lemmatization, lexical coverage of the inflected words is

increased, which yields more lexical similarity, causing

better accuracy than the baseline result. In bootstrapping

strategy, more enriched training sets in every iteration

resolve a better result in every next iteration.

In reality, the complex linguistic nature of the South

Asian languages like Hindi, Bengali, Tamil, Telugu, Pun-

jabi, Malayalam, Marathi, etc. usually puts several chal-

lenges in the form of fonts, texts, morphological

complexities, etc. At the same time the variation of senses

of words, diversities in sentence structures and complex

formation of content word and function words, etc. demand

additional attention for achieving better result from such

experiments.

A dedicated research work might be carried out on

identification of the function words and content words,

identification of singular form and conjugate form of the

words, accurate all-word lemmatization and all-word POS

tagging, handling the sense distinctions of the Bengali

words, etc. for better performance from such algorithms.
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[15] Cañas A J, Valerio A, Lalinde-Pulido J, Carvalho M and

Arguedas M 2003 Using WordNet for word sense disam-

biguation to support concept map construction, string pro-

cessing and information retrieval. In: Proceedings of SPIRE

2003, pp. 350–359

[16] Marine C and Dekai W U 2005 Word sense disambiguation

vs. statistical machine translation. In: Proceedings of the

43rd Annual Meeting of the ACL, Ann Arbor, pp. 387–394
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