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Abstract. In this paper, a novel multi-document summarization scheme based on metaheuristic optimization

is introduced that generates a summary by extracting salient and relevant sentences from a collection of

documents. The proposed work generates optimal combinations of sentence scoring methods and their

respective optimal weights to extract the sentences with the help of a metaheuristic approach known as

teaching–learning-based optimization. In addition, the proposed scheme is compared to two summarization

methods that use different metaheuristic approaches. The experimental results show the efficacy of the proposed

summarization scheme.
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1. Introduction

1.1 Backgorund

Due to the rapid growth of online information, it has become

difficult to extract relevant information from a large docu-

ment. Automatic text summarization (ATS) has attracted

substantial interest in providing relevant information in less

time [1]. Text summarization is a process of transfiguring a

huge text in concise form. Traditionally, ATS is classified into

extractive and abstractive summarizations. The extractive

summarization [2] aims at extracting most relevant informa-

tion from a given text, whereas the abstractive summarization

rephrases the relevant information or generates new sentences

from a group of relevant concepts in a text document. ATS can

be designed for a single document or multiple documents. The

former extracts the information from a single text, whereas the

latter extracts the information from multiple texts written

about the same topic. It is worth noting that in multi-document

summarization, every topic from multiple perspective can be

described by a single concise document; however, it is a more

challenging task than the single document summarization in

terms of the topic multiplicity and non-redundancy.

1.2 Motivation

This work focuses on extraction-based multi-document

summarization task. The extractive summarization methods

usually follow the computation of sentence salience scores

using different methods to generate summary [3]. Oliveira

et al [4] suggest that different combinations of these

methods (using heuristic/simple methods) may produce

better results. The heuristic approaches are often too greedy

and thus they get trapped into local optimum solutions. The

metaheuristic approaches are better to find the global

optimum solutions. Inspired by this, we intend to investi-

gate the optimal combinations of sentence scoring methods

by modelling as an optimization problem and attempt to

globally solve the problem. In recent years, many meta-

heuristic approaches like Particle Swarm Optimization

(PSO) [5–11], Genetic Algorithm (GA) [12–15], Harmony

Search Algorithm (HSA) [16], Cat Swarm Optimization

(CSO) [17], Cuckoo Search (CS) [18], Multicriteria Opti-

mization (MCO) [19] and Jaya [20] have been used to find

the optimal weights for scoring methods or relevant sen-

tences for summary generation. These metaheuristic

approaches require significant computational effort for

tuning a large number of controlling parameters. Further, a

minor change in the algorithm parameters changes the

effectiveness of the algorithm. Due to this fact, the per-

formances of these approaches are highly inconsistent. To

mitigate these problems, the notion of Teaching–Learning-

based Optimization (TLBO) is used that involves a minimal

number of controlling parameters and thereby provides

high consistency in the performance. This motivates us to

apply TLBO for accomplishing the task of text

summarization.

The main challenge of multi-document summarization is

to produce redundant-content-free summary generation. A*For correspondence
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summary is considered good if it represents the whole

information of document [21]. Hence, the content of a

summary should have minimum redundancy to maximize

the coverage of information. Rautray and Balabantaray [17]

have addressed this problem by employing WordNet that

tells about the relations between the words [22, 23].

However, the WordNet does not provide similarity and

relations between the words. The concept of word embed-

ding can handle the task of finding the similarity and

relations between the words in a better way. This motivates

us to find word embedding using the word2vec tool and

remove the redundancy in the summary using the word-

embedding-based similarity.

1.3 Our contribution

In this paper, we propose a novel text summarization

method that aims to find the optimal combinations of sen-

tence scoring methods and generate summary by optimiz-

ing three important aspects of summary, which are

cohesion, non-redundancy, and readability. The contribu-

tions of this paper may be summarized as follows.

a. We derive a new formula for sentence position (one of

the significant sentence scoring methods) based on the

heuristic that the first few and last few sentences of a

document are more relevant than any other sentences.

b. The optimal combinations of the sentence scoring meth-

ods are generated using metaheuristic approach. Here, we

have used TLBO metaheuristic approach. Moreover, to

our best knowledge, ‘TLBO’ has not been applied in the

field of text summarization as illustrated in table 1.

c. The performance of the proposed method is evaluated on

DUC datasets using various evaluation metrics such as

recall, precision, F-score, readability, cohesiveness and

non-redundancy.

d. A comparative evaluation of the proposed scheme to

metaheuristic-based text summarization methods: PSO–

GA (hybrid form of PSO and GA) [5] and CSO [17] is

done.

The organization of the remaining paper is as follows.

Section 2 reviews the state-of-the-art methods in the field

of metaheuristic-based extractive summarization and sum-

mary evaluation. Section 3 provides the related back-

grounds. Section 4 introduces the proposed scheme and

section 5 discusses the data and evaluation methods. Sec-

tion 6 provides the results and discussion and finally the

paper is concluded in section 7.

2. Literature review

The multi-document summarization has several issues like

redundancy, multiple document compression, speed of

sentence extraction, sentence selection, etc. In the past,

some researchers have used the optimization algorithms

such as GA, PSO, harmony search (HS), differential evo-

lution (DE), CSO, etc. to generate the multi-document

summaries. Possibly, the first optimization algorithm used

in multi-document summarization task is GA [24], which

retrieves the relevant sentences based on four good sum-

mary factors: desirable length, high coverage, high infor-

mativeness and low redundancy. It takes into account the

similarity between the words using the WordNet. Kogila-

vani and Balasubramanie [14] present a method for optimal

summary generation by grouping the related documents

into the same cluster using some clustering algorithm and

extracting important sentences from each cluster using the

GA. Next, Khan et al [13] discuss a framework for

abstractive summarization using the GA. In this method,

the semantic role labelling has been employed to represent

the source document in predicate argument structures and

then the GA is used to generate the optimal weights of text

features. An MCO-based multi-document summarization

[19] finds the extractive generic summary with maximal

relevance and minimal redundancy. The sentences are

scored using five features: tf–idf, aggregate cross sentence

similarity, title similarity, proper noun and sentence length.

Table 1. Evolutionary methods used to solve text summarization

problem.

Authors Year

Evolutionary

method employed

Input

document

type

Gordon [12] 1988 GA Single

He et al [24] 2006 GA multi

Shareghi and

Hassanabadi [16]

2008 HS Single

Aligulieyev [25] 2009 DE Single

Binwahlan et al [8] 2009 PSO Single

Binwahlan et al [9] 2009 PSO Single

Binwahlan et al [10] 2010 PSO Single

Kogolavani and

Balasubramanie

[14]

2010 GA Multi

Algiliev et al [6] 2011 PSO Multi

He et al [26] 2011 Manifold ranking Multi

Alguliev et al [27] 2012 DE Multi

Mendoza et al [28] 2013 MA Single

Asgari et al [7] 2014 PSO Single

Khan et al [13] 2015 GA Multi

Meena and Gopalani

[15]

2015 GA Single

Abbasi-ghalehtaki

et al [5]

2016 PSO, GA Single

Ansamma et al [19] 2017 MCO Multi

Rautray and

Balabantaray [18]

2017 CS Multi

Rautray and

Balabantaray [17]

2017 CSO Multi
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Rautray and Balabantaray [17] present a multi-document

summarization method using a new metaheuristic

approach, called ‘cat swarm optimization’. In this method,

the multiple documents are reduced into a single document

via sentence informative score and inter-similarity score.

The sentence informative score is calculated using the tf–idf

vectors and the inter-similarity score is calculated using the

cosine similarity. Rautray and Balabantaray [18] discuss a

technique for multi-document summarization using the CS

employing three features: coverage, cohesion and read-

ability. Alguliev et al [27] discusses a multi-document

summarization technique by considering three aspects of

summarization: content coverage, diversity, and length of

summary; and optimizes these aspects using the differential

evolution. Alguliev et al [6] introduce a PSO-based text

summarization model that maximizes the content coverage

and minimizes the redundancy in the summary. It optimizes

relevancy, redundancy and summary length, together using

the binary PSO.

The multi-document summarization also has the issue of

finding similarity between the documents. Some research-

ers have discussed the similarity measurement using the

word embedding. The method [29] introduces a Word

Mover Distance (WMD) function between the text docu-

ments in which the embedded words of one document need

travel to reach the embedded words of other document. The

scheme [30] discusses a similarity function on the basis of

embeddings in the form of a negative dissimilarity function

using the dissimilarity function. The scheme [31] presents

an embedding-based similarity function for short texts. This

discussion shows that the metaheuristic approaches and

word-embedding-based similarity measurements have been

widely used in text summarization. Motivated by this dis-

cussion, we present a novel TLBO-based multi-document

summarization method with word embedding.

3. Preliminaries

In this section, we provide the related preliminaries used in

this paper.

3.1 Word2vec tool

Word2vec [32] is a set of related models that provide an

efficient implementation of continuous bag-of-words

(CBOW) and skip-gram models. These models are used to

produce the word embeddings in the form of vector spaces

with several hundreds of dimensions of features, where each

word of a document is represented as one-hot vector with

dimension 1 � nd, where nd is vocabulary size. Our

scheme focuses on the skip-gram neural network model that

works on a single hidden layer. Further, the skip-gram

model trains each word by looking up at nearby words in a

document and randomly picks up one. Here, we use the

pre-trained word2vec model on Google news dataset that

contains about 100 billion words and 3000000 unique

phrases built with layer size of 300. The effectiveness of

word embedding is limited by Out-Of-Vocabulary (OOV)

words. Hence, we handle these words by a mimicking

approach using sub-word RNNs [33]. It does not require re-

training on the original word embedding corpus; instead,

learning is performed at type level. For example the embed-

ding of word ‘exaggerate’ will be obtained by pairing each

character of the word (like ‘ex’, ‘exa’, ‘rate’, ‘ge’, etc.) and

then finding the related words for each pair using a model that

has been trained by pairing the characters of each word for

which embeddings existed. In this way, the related words for

‘exa’ can be ‘over’, ‘much’, etc.; for ‘rate’ can be ‘measure’,

‘estimate’, ‘value’, etc. Therefore, the related words for ‘ex-

aggerate’ can be ‘overestimate’, ‘overvalue’, etc.

3.2 TLBO

TLBO is a new metaheuristic approach [34]. Its concept

stems from the impact of a teacher on the students and

conversation between students. A teacher is considered as a

person having the best knowledge who can teach the stu-

dents and make them equivalently knowledgeable. This

effective feature is the origin of TLBO. This algorithm is

composed of two phases: teacher phase and student phase.

The student solution enhances their knowledge from the

teacher solution in teacher phase and through exchanging

their knowledge between themselves in student phase. In

this study, TLBO is considered to address the problem of

text summarization as well as finding optimal contributions

of scoring methods. In teacher phase, TLBO explores the

search space of a given document to find the most relevant

sentence of a document and subsequently optimal combi-

nation of sentence scoring methods. In student phase, TLBO

finds relevant sentences of the document according to the

best sentence found in teacher phase. In this way, these

phases of TLBO are correlated with text summarization.

3.3 Similarity measure

Generally, the sentences of one document, use one word

effectively to say one concept. As a result, it is not nec-

essary to analyse the relations between two words belong-

ing to different sentences of one document. Hence, we

measure the similarity between the sentences of one doc-

ument using the tf–idf-based cosine similarity function by

counting the words or sequence of words. On the other

hand, the sentences of two different documents may use

different words to say one concept. As a result, it is nec-

essary to analyse the relations between two words belong-

ing to different documents. Hence, in this case, we have

been using a recently introduced similarity function based

on WMD [29].
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3.3a Cosine similarity: It uses the word’s score repre-

sentation of textual units. The score of each word is cal-

culated by tf–idf, which is a combination of word frequency

and inverse sentence frequency schemes, which is calcu-

lated as follows. Assume that wp is a word p of sentence sj.

Then

apj ¼ tfpj � log
jdij
jdijp

ð1Þ

where apj denotes tf–idf of a word wp of sentence sj, and

jdijp is the number of sentences of document di in which

word wp occurs. According to this representation, each

sentence sj is represented as ŝj ¼ fa1j; a2j; . . .; ajsjjjg. Then,

the cosine similarity between two vectors ŝj and ŝj0 is cal-

culated as follows:

SimCosðŝj; ŝj0 Þ ¼
P

p2j;j0 apjapj0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

p2j a
2
pj

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
p2j0 a

2
pj0

q : ð2Þ

3.3b WMD-based similarity: It is simply the negative

distance calculated by WMD. Assume that wp and wp0 are

two words of different documents. Their similarity is cal-

culated as follows:

SimWMDðwp;wp0 Þ ¼ �WMDðwp;wp0 Þ: ð3Þ

WMD uses the word embeddings and widely studied Earth

Mover’s Distance [35] to find the dissimilarity between the

words. It calculates the minimum amount of distance that

the embedded words of one document needs to travel to

reach the embedded words of another document.

4. Proposed multi-document summarization

Apart from relevant information, a good summary should

contain three important features that have been considered

in past years [16, 36–38]. They are the following.

1. Readability: The summary should be readable. A

readable summary consists of sentences that elaborate

their preceding sentences and contents to make it easily

understandable. The summary should not contain com-

plex words and grammatical errors.

2. Cohesion: The summary sentences should be conceptu-

ally related to each other.

3. Non-redundancy: It indicates the novelty in summary.

We would like to generate a summary such that these

features are maximized. We now introduce our proposed

scheme.

Let D ¼ fd1; d2; . . .; djDjg be a given collection of doc-

uments, document di ¼ fs1; s2; . . .; sjdijg, i ¼ 1; 2; . . .; jDj, is

a collection of sentences. Each document is first prepro-

cessed in three stages: sentence separation, stop-word

removal and stemming. As a result, sentence

sj ¼ fw1;w2; . . .;wjsjjg, j ¼ 1; 2; . . .; jdij, is converted into a

set of words. Each sentence sj of document di is scored

using sentence scoring methods T ¼ ft1; t2; . . .; tng, where

n is number of scoring methods. As a result, each sentence

sj is transformed into vector form ŝj ¼ ðSt1; St2; . . .; StnÞ,
where Stk denotes score of the sentence using tthk scoring

method, k ¼ f1; 2; . . .; ng.

We attempt to find a subset of sentences of each docu-

ment di ¼ fs1; s2; . . .; slg, where l is length of summary that

covers the main content of the document. We accomplish

this task by employing TLBO. As a result, we find a col-

lection of summaries Sums ¼ fSums1
; Sums2

; . . .; SumsjDj g,

Sumi 2 di. Finally, we find a summary

Sums ¼ fs1; s2; . . .; sLg, where L� jDj � l is length of final

summary obtained by minimizing the redundant content

between two summaries. The methodology of our proposed

approach as shown in figure 1 is discussed here.

4.1 Preprocessing

Preprocessing is a preliminary process of our proposed

algorithm that covers the stop-word removal, stemming

[39] and sentence separation steps. We accomplish these

processes by employing Natural Language Tool Kit

(NLTK) [40]. Here, we use the Porter stemmer for English

text.

Figure 1. Methodology of proposed scheme.
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4.2 Sentence scoring

In order to summarize a document using metaheuristic

approach, it is necessary to convert the text data into a

suitable numerical form. Scoring sentences of the document

using text features is the unique way to transform the

sentences of the document in a vector form. The text fea-

tures help in recognizing the relevant sentences in the

document. Hence, they play a major role in processing of a

text document. Oliviera et al [4] suggest some scoring

methods using text features. Some of them are modified in

our scheme as briefly presented here.

4.2a Aggregate similarity ðt1Þ: The sentences can be

scored by finding the common information residing in

them. This method considers the sentences having more

common information as more relevant sentences. It can be

expressed as follows:

St1ðsjÞ ¼
Pjdij

j0¼1;j 6¼j0 ðSimCosðsj; sj0 ÞÞ
jsjj

: ð4Þ

4.2b Bushy path ðt2Þ: Connected directed edges indicate

the number of sentences connected with a sentence. It

computes the similarity of a sentence with other sentences

and counts the number of sentences that have high simi-

larity. The sentences having more outgoing connections are

considered as more relevant. It can be expressed for a

sentence sj as follows:

St2ðsjÞ ¼
number of outgoing connected edges with sj

jdij
:

ð5Þ

4.2c Cue phrases ðt3Þ: The sentence with the phrases ‘In

the abstract’, ‘In conclusion’ , etc. contains significant

information. Hence, the scores of sentences using this

method are calculated as follows:

St3ðsjÞ ¼
number of cue phrases in sj

jsjj
: ð6Þ

4.2d Lexical relation ðt4Þ: A good sentence is constructed

with a set of highly related words. On the basis of this

supposition, it finds a strong lexical relation (for example,

‘big bang theory’ is a strong chain of words) between the

words of sentences using the embedding tool word2vec. In

the following, the sentence having the highest number of

strong chains of related words gets the highest score and it

is calculated as

St4ðsjÞ ¼
number of strong chain in sj

jsjj
: ð7Þ

4.2e Named entities ðt5Þ: The method considers that the

sentences containing named entities have higher probability

to be included in the summary and it is calculated as

St5ðsjÞ ¼
number of named entities in sj

jsjj
: ð8Þ

4.2f Noun and verb phrases ðt6Þ: The noun and verbal

phrases generally refer to the subject and predicate parts

of a sentence. The noun phrase includes group of nouns

and their components. The verb phrase includes helping

verbs, their components and objects. This method con-

siders that a sentence’s significance is determined by its

number of nouns and verb phrases. It can be computed as

follows:

St6ðsjÞ ¼
number of noun and verb phrases in sj

jsjj
: ð9Þ

4.2g Numerical data ðt7Þ: The sentences with numerical

data generally indicate important information, which is

likely to be included in the summary. It is calculated as

follows:

St7ðsjÞ ¼
number of numerical data in sj

jsjj
: ð10Þ

4.2h Open relations ðt8Þ: This method considers that a

sentence containing open relations like quotation marks,

parenthesis, etc. may indicate a sentence with more sig-

nificant facts. It can be computed as follows:

St8ðsjÞ ¼
number of open relations in sentence sj

jsjj
: ð11Þ

4.2i Proper noun ðt9Þ: A proper noun indicates an indi-

vidual person, place or organization, and it conveys better

information in a sentence than any other feature. It is cal-

culated as follows:

St9ðsjÞ ¼
number of prope r nouns in sentence sj

jsjj
: ð12Þ

4.2j Sentence centrality ðt10Þ: The sentence centrality

refers to the degree of word overlap of a sentence with

other sentences. This method considers that the central

sentences best describe the significant information of a

document. It can be computed as follows:

St10ðsjÞ ¼
P

j wpj \ wpj0
P

j0 wpj [ wpj0
: ð13Þ

4.2k Sentence length ðt11Þ: This feature is used to filter

out very short and very long sentences. The average

length of a sentence can be calculated by the following

function:

ALðdiÞ ¼
minðjdijÞ þ maxðjdijÞ

2
ð14Þ

where ALðdiÞ is the average length of a sentence in the

summary. On the basis of average length, we calculate the

sentence length score as follows:
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St11ðsjÞ ¼ 1 � jALðdiÞ � jsjjj
maxðjdijÞ

: ð15Þ

4.2l Sentence position ðt12Þ: It is one of the major fea-

tures for sentence extraction. Generally, in a document, first

few sentences and last few sentences consist of more sig-

nificant information than others. Hence, we take into

account this factor and calculate the score by deriving a

new formula as follows:

St12ðsjÞ ¼
jðjdij=2Þ � jj

ðjdij=2Þ : ð16Þ

4.2m Sentence with title words ðt13Þ: The title words in

sentences show highly relevant sentences of a document.

This score is calculated as

St13ðsjÞ ¼
ð
P

wp0 2title
P

wp2sj wp0 \ wpÞ2

jtitlej � jsjj
ð17Þ

where |title| is number of words in the title.

4.2n Sentence significance ðt14Þ: Sentence significance

tells about the information contribution. The significance

score for a sentence is calculated as follows:

St14ðsjÞ ¼
Pjsjj

p¼1 apj
jsjj

: ð18Þ

4.2o Upper case word ðt15Þ: The sentences with upper

case words usually have significant information. These

words may refer to acronyms, organization names, etc. The

sentences are scored based on this method as follows:

St15ðsjÞ ¼
number of upper case keywords in sj

jsjj
: ð19Þ

4.2p Frequent words ðt16Þ: A sentence with frequent

words can also represent the title of the document and it

conveys significant information. It is calculated by finding

the term frequency (tf) of words. Top 30% highest fre-

quency words are considered as frequent words. The score

of a sentence with frequent words is calculated as follows:

St16ðsjÞ ¼
P

wp0 2fw
P

wp2sj wp0 \ wp

jsjj
ð20Þ

where fw denotes frequent words.

4.3 Multiple summaries generation using TLBO

The summaries with respect to each document of a multi-

document are generated with two aspects. (i) First is

optimal combinations of sentence scoring methods. Oli-

veira et al [4] suggest that the set of combinations of

sentence scoring methods can produce better results. In

our study, every combination is a set of four sentence

scoring methods. ii) Second is an optimal weight for each

sentence scoring method, which also produces good

results. On the basis of these two aspects, the summaries

are generated for each document of multi-document using

TLBO as illustrated in figure 2. The steps involved are

described here.

4.3a Initialization: The initial weights of text features are

generated randomly in the form of a solution X ¼
fx1; x2; . . .; xyg with size y and dimension ND in the range

(0, 1). The termination criterion (z) is initialized as illus-

trated in figure 3. Here, we consider 16 text features.

Hence, ND of every solution is 16.

4.3b Mean of scoring methods’ weights: The adopted

metaheuristic approach relies on the fact that a good solu-

tion produces a better mean for the results of a learner.

Hence, each solution is updated using the mean of the

generated weights M ¼ fm1;m2; . . .;mNDg with respect to

each scoring method as illustrated in figure 4.

4.3c Sentence extraction: After calculating the mean of each

sentence scoring method, we sort the solutions according to their

respective initial weights. Hence, each solution, say xq, is divi-

ded into four sub-solutions to obtain different combinations of

four sentence scoring methods. In this way, we find four sets of

sub-solutions, say, xq ¼ fxq1; xq2; xq3; xq4g for each solution.

Next, each sub-solution with its respective weight is used to

extract a set of sentences as a summary from the document. As a

result, we get four summaries for each solution, say

Sumsq ¼ fSumsq1
; Sumsq2

; Sumsq3
; Sumsq4

g, where Sumsq repre-

sents the system summaries generated using xq solution. These

four summaries are then evaluated using a fitness function. The

summary that has the maximum fitness scoreFðSumsqÞ ¼ max

fFðSumsq1
Þ;FðSumsq2

Þ;FðSumsq3
Þ;FðSumsq4

Þgis considered

as the best summary among four for the solution and its fitness

score is assigned as the local best lbq ¼ FðSumsqÞ for the

solution. The sub-solution corresponding to the best summary is

considered as the best optimal combination among four.

4.3d Fitness function: A good summary can be generated

by considering three major aspects: cohesion, non-redun-

dancy and readability. Cohesion indicates a conceptual

relation between the sentences of a summary. It means that

every sentence of a summary should discuss about the same

information. A good summary does not contain redundant

content. It causes decreasing coverage of significant infor-

mation in summary. Readability indicates linking of sen-

tences with their preceding sentences. A good summary

should be readable, so that flow of information could be

maintained. Shareghi and Hassanabadi [16] suggest cohe-

sion estimation as follows:

CohesionðSumsÞ ¼
logðAvgsj2fSumsgðSimCosðsjÞÞ � 9 þ 1Þ
logðmaxsj2Sums

ðSimCosðsjÞÞ � 9 þ 1Þ
ð21Þ

110 Page 6 of 15 Sådhanå (2019) 44:110



where similarity has been calculated using cosine similar-

ity. Avgsj2fSumsg is the average of the similarities of all

sentences belonging to system summary and

maxsj2Sums
ðSimðsjÞ is the maximum of similarities in system

summary.

Non-redundancy [19] can be obtained by finding

dissimilarity between the sentences using cosine similarity

as follows:

Non redundancyðSumsÞ ¼ 1 � max
j2Sums

ðSimCosðsj; sj0 ÞÞ

ð22Þ

where Sums denotes system summary and Simðsj; sj0 Þ
denotes similarity between sj and sj0 .

Readability [16] can be calculated by finding the

similarity of a sentence with its preceding sentence using

the cosine similarity:

ReadabilityðSumsÞ ¼
P

j2Sums
SimCosðsj; sjþ1Þ

max SimCosðsjÞ
: ð23Þ

Finally, the fitness function is formulated by the linear

combination of these aspects with their weights as

follows:

Figure 2. Flow chart for multiple summaries generation using TLBO.
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FðSumsÞ ¼ b� CohesionðSumsÞ þ
�

1 � b
2

�

� Non redundancyðSumsÞ

þ
�

1 � b
2

�

� ReadabilityðSumsÞ:

ð24Þ

Here, the value of 0\b\1 is user defined. We assume that

the sentences of a summary should have high conceptual

relation to each other. Hence, we give higher weight to

cohesion than others. For the rest of the two, we give equal

weights. We use the value of b as 0.4 and the weights for

others are 0.3 and 0.3.

4.3e Identification of teacher: A teacher is considered as

the most knowledgeable person who can produce the best

result and enhance the knowledge of others. With this

consideration, a solution that produces the best result

Best X ¼ flb1; lb2; . . .; lbyg is assigned as a teacher. The

teacher will try to shift the mean M toward Best X. Hence,

Best X will act as New M. The evaluation of each solution

is done using a suitable fitness function as described earlier.

4.3f Update weights of text features in teacher phase: The

weights of text features are updated with the help of

assigned teacher solution and the mean values of text fea-

tures as follows:

New Xq ¼ Xq þ rðBest X � TF �MÞ ð25Þ

where New X denotes the updated qth solution of weights.

Xq denotes the existing qth solution of the weights; r is a

random number in the range [0,1] and TF is the teaching

factor, which is either 1 or 2. M is the existing mean. The

updated weights are then evaluated using the fitness func-

tion. If a solution produces better result than the previous

one, then the updated weights are accepted. This modifi-

cation in weights is done in teacher phase.

4.3g Update weights in learner phase: The solution can

also be enhanced by gaining the information from the solution

that produces better result that is known in learner phase.

Hence, the weights of text features are updated in this phase by

randomly selecting one for each solution. Let, for each xq, xq0

be the randomly selected solution. Then, by evaluating both

the solutions xq and xq0 , if xq\xq0 , xq is updated as follows:

New xq ¼ xq þ rzðxq � xq0 Þ: ð26Þ

Otherwise, xq is updated as follows:

New xq ¼ xq þ rzðxq0 � xqÞ ð27Þ

where New xq represents new qth solution.

If xq ¼ xq0 , then xq remains the same. In this way, if any

modification in weights of the text features occurs, then it is

evaluated. If it is found to be a better solution than the

previous one, then the solution is updated; otherwise, it

remains unchanged.

4.3h Termination of the algorithm: If the number of user-

defined iterations is over, then the best weights of text

features that have the highest fitness value are selected as

final weights of the scoring methods. If the number of

iterations is not over, then the new weights are calculated to

update the weights using Eqs. (25)–(27).

4.4 Single summary generation

Single summary from multiple summaries of multiple

documents can be generated by merging all of them. Since

multi-document summarization has a major challenge of

appearance of redundant content in a summary due to

redundancy in multiple documents, the generated sum-

maries are analysed by semantic similarity measure

between the inter-summary sentences to reduce the redun-

dancy between summaries as follows.

The overall similarity of sentence sj of summary Sumsi

with a sentence sj0 of another summary Sumsi0 is calculated

as follows:

SimðsjÞ ¼
Xl0

j0¼1

SimWMDðsj; sj0 Þ;

SimWMDðsj; sj0 Þ ¼
P

wp2sj
P

wp0 2sj0 SimWMDðwp;wp0 Þ
jsjj:jsj0 j

;

sj 2 Sumi; sj0 2 Sumi0 ; 1� i; i0 � jDj; and i 6¼ i0;

ð28Þ

Figure 3. Initialization of solution.

Figure 4. Mean of scoring methods’ weights.
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where l0 is the length of summary Sumsi0 . For normalizing

the similarity score, we use the max–min normalization, as

follows:

SimðsjÞnorm ¼ SimðsjÞ � minfSimðsjÞg
maxfSimðsjÞg � minfSimðsjÞg

: ð29Þ

Usually, a similarity function calculates tf–idf to find the

similarity between the sentences. However, this feature is

not often suitable for inter-summary sentences similarity

due to frequent near-orthogonality [41]. It also does not

capture the similarity between the individual words. The

summaries of two different documents may extract two

sentences that have no common words, but may be related

to each other. Hence, it is necessary to find the similarity of

each word in sentences. To get rid of this problem, we

apply the WMD-based similarity, whose performance is

based on the word embeddings.

Finally, the sentences with least similarity from all

documents are extracted using a cut-off value. The cut-off

value is decided through an experimental analysis, where

we have done text summarization using some baseline

methods at different summary lengths like 10%, 20%, 30%,

40% and 50%. We have found that at 30% summary length,

these methods give the best performance. Hence, we have

extracted 30% sentences from each document to generate a

summary of 30% length. The sentences having similarity

less than the given cut-off value are considered for inclu-

sion in a document. All non-redundant sentences from all

summaries are merged into one to generate a single

summary.

5. Experimental set-up and dataset

This section discusses the experimental set-up for the pro-

posed scheme, dataset used for evaluation, evaluation

metrics and performance analysis.

5.1 Experimental set-up

Experiments are done using the ROUGE tool [42], which

evaluates a summarization system on the basis of N-gram,

skip-bigram plus unigram, skip-bigram, longest common

sequence and weighted longest common sequence. It

evaluates the performance in terms of three metrics: pre-

cision, recall and F-score. We also evaluate the readability

and cohesion factor of the system summary.

5.2 Dataset

The DUC 2006 and DUC 2007 datasets are used for eval-

uation, which contain 50 and 45 sets of documents,

respectively, and each set contains 25 documents. A brief

discussion about these datasets is given in table 2.

5.3 Evaluation metric

The summaries are evaluated using the co-selection-based

metrics and content-based metrics. The precision, recall, F1

and accuracy metrics are adopted for co-selection-based

evaluation, which is accomplished with the reference

summary. Suppose D is a document, RC denotes its

retrieved correct sentences, NI denotes the non-retrieved

incorrect sentences, NC denotes the non-retrieved correct

sentences and RI denotes the retrieved incorrect sentences;

then the recall, precision, F1 and accuracy are defined as

follows.

1. Recall: Recall is the ratio of total retrieved correct

sentences to the total of retrieved and non-retrieved

correct sentences in a document. Mathematically, it is

given as follows:

recall ¼ jRCj
jRCj þ jNCj : ð30Þ

2. Precision: Precision is the ratio of total retrieved correct

sentences to the total of retrieved correct sentences and

retrieved incorrect sentences in a document. Mathemat-

ically, it is given as follows:

precision ¼ jRCj
jRCj þ jRIj : ð31Þ

3. F1 score: The F1 score is the harmonic mean of the

precision and recall. Mathematically, it is given as

follows:

F1 ¼ 2 � precision� recall

precisionþ recall
: ð32Þ

4. Accuracy: Accuracy is the ratio of the total of the

retrieved correct and non-retrieved incorrect text to the

total text of a document. Mathematically, it is given as

follows:

accuracy ¼ jRCj þ jNIj
jDj : ð33Þ

Table 2. Dataset description.

Dataset parameters

Datasets

DUC 2006 DUC 2007

Number of sets of documents 50 45

Number of documents in each set 25 25

Average number of sentences per

document

30.12 37.5

Maximum number of sentences per

document

79 125

Minimum number of sentences per

document

5 9

Data source AQUAINT AQUAINT

Summary length (%) 40 40
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The cohesion and readability metrics are adopted for con-

tent-based evaluations. The cohesion scores are evaluated

using Eq. (21) and the readability of summaries is evalu-

ated in terms of five readability metrics [43]: Flesch–Kin-

caid Grade Level (FKGL), Gunning Fog Index (GFI),

SMOG Index (SMOGI), Coleman–Liau Index (CLI) and

Automated Readability Index (ARI). These metrics tell

how much the contents of a summary are easily under-

standable at word level. They are computed as follows:

FKGL ¼ 0:39
W

jSumsj

� �

þ 11:8
Syl

W

� �

� 15:59 ð34Þ

GFI ¼ 0:4
W

jSumsj

� �

þ 100
cw

W

� �� �

ð35Þ

SMOGI ¼ 1:0430 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Syl� 30

jSumsj

� �s

þ 3:1291 ð36Þ

CLI ¼ 0:0588 � AC � 0:296 � AS� 15:8 ð37Þ

ARI ¼ 4:71
C

W

� �

þ 0:5
W

jSumsj

� �

� 21:43 ð38Þ

where W denotes the total words; Syl and cw are total

syllables and complex words (those words that are not

used frequently in normal writing), respectively. AC is

the average number of characters C per 100 words, and

AS is the average number of sentences per 100 words.

Additionally, the sentence level readability RPS (Relat-

edness with Previous Sentence) is analysed using Eq. (23)

and the results of readability metrics are shown in

table 5.

6. Results and discussion

The results of optimal features’ sets using the TLBO have

been evaluated as shown in tables 3 and 4. These

tables contain different combinations of the scoring meth-

ods used to extract the sentences for summary generation

with a number of documents, whose sentences are extracted

with the respective combination of the scoring methods,

average recall values of a number of documents for every

combination of scoring methods and the average recall

values of a number of documents with all sentence scoring

methods. As evident from these results, the optimal com-

binations of scoring methods produce better results than

those that take into account all features. It is also evident

that the sentence scoring methods t2, t4, t10, t12 and t13

contribute more than others in sentence extraction.The

proposed model has been evaluated in the context of multi-

document extractive summarization task on the datasets

provided by the Document Understanding Conference. For

each data collection, the proposed scheme generates a

summary at 30% summary length.

To compare the performance of our proposed model, we

have considered other existing metaheuristic approaches:

hybrid PSO–GA and CSO, with the same settings for

implementation and evaluation. Table 5 shows the co-se-

lection-based evaluation and table 6 shows the content-

based evaluation.

Table 3. Document’s summary description and their evaluation

with respect to the set of sentence scoring methods on DUC 2006

dataset.

Set of

features

Features

description

Number

of

documents

Recall values

of summaries

extracted

from

respective

features

Recall

values of

summaries

extracted

from all

features

Set1 t2, t12, t14,

t16

261 0.646 0.610

Set2 t2, t4, t10,

t12

192 0.615 0.597

Set3 t1, t5, t13,

t14

166 0.672 0.624

Set4 t4, t5, t12,

t13

138 0.658 0.603

Set5 t1, t2, t10,

t13

123 0.579 0.561

Set6 t5, t10, t12,

t13

94 0.604 0.581

Set7 t4, t10, t12,

t16

67 0.682 0.646

Set8 Mixed 209 0.613 0.565

Table 4. Document’s summary description and their evaluation

with respect to the set of sentence scoring methods on DUC 2007

dataset.

Set of

features

Features

description

Number

of

documents

Recall values

of summaries

extracted

from

respective

features

Recall

values of

summaries

extracted

from all

features

Set1 t2, t12, t14,

t16

278 0.682 0.635

Set2 t1, t4, t10,

t12

204 0.675 0.576

Set3 t1, t11, t13,

t14

189 0.588 0.551

Set4 t4, t5, t12,

t13

143 0.612 0.595

Set5 t1, t2, t10,

t12

96 0.541 0.504

Set6 t5, t10, t12,

t13

54 0.539 0.522

Set7 Mixed 161 0.616 0.607
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The performance analysis of the summarization

scheme has been done in two stages: co-selection- and

content-based analysis, which is presented here.

6.1 Co-selection-based analysis

We have evaluated the scores by matching the unigrams

between the system summary and reference summary using

the ROUGE (Recall-Oriented Understudy for Gisting

Evaluation) tool, as shown in table 2. The precision score

for the proposed scheme is 0.561, which is the ratio of

common unigrams in the system summary and reference

summary to the total unigrams in the system summary. This

implies that �56% contents of the system summary have

been accurately extracted by the proposed scheme. The

recall score is 0.634, which is the ratio of common uni-

grams in the system summary and reference summary to the

total unigrams in the reference summary. This implies that

�63% contents of the reference summary have been

accurately extracted. The obtained F1 score is 0.595, which

is used to know how much contents are accurately extracted

with respect to both the system summary and reference

summary by giving them equal weights. This implies that

�60% contents have been accurately extracted. Finally, the

accuracy score, which takes into account the common

unigrams as well as the non-retrieved non-relevant uni-

grams, refers to the closeness of accuracy of the extracted

contents with respect to whole document. The overall

accuracy is �85%, which shows that the proposed

scheme performs effectively. Figure 5 shows the graphical

representation of the co-selection-based results.

Since the fulcrum of the proposed scheme is to find the

optimal set of scoring methods and their weight assign-

ment using TLBO, to show its effectiveness, we have

implemented the existing schemes for text summarization

that are based on metaheuristic approaches. Abbasi-

ghalehtaki et al [5] and Rautray and Balabantaray [17]

have discussed the summarization schemes based on the

following metaheuristic approaches: hybrid PSO–GA and

CSO, respectively. From table 2, we can observe that

TLBO performs the best among all the schemes for the

following reasons.

i. GA does not search the solution in local space.

Hence, when the distance between the particles

becomes shorter, it is unable to find the optimal

solution. On the other hand, PSO searches the

solution in both local and global spaces; still its

performance is lower than that of TLBO. The main

reason is that PSO mainly focuses on the global

search space. The best solution is considered as its

local best solution for every particle in PSO, whereas,

in TLBO, the best solution is selected from a set of

solutions obtained from the influence of a teacher

solutions and learner solutions.

ii. The main advantage of TLBO is the controlling-

parameter-free scheme. Generally, the evolutionary

optimization approaches like GA, PSO, CSO consist

of a large number of variables and constraints that

cause frequent variations in their output. These

approaches require tuning of the controlling param-

eters. TLBO requires only one random number, due

to which the variation in output is very less in

comparison with other approaches.

Table 5. Co-selection-based evaluation results for summariza-

tion schemes.

Datasets Methods

Co-selection-based performance

parameters

Precision Recall F1 Accuracy

DUC 2006 TLBO 0.561 0.634 0.595 0.850
PSO–GA 0.532 0.571 0.551 0.814

CSO 0.568 0.520 0.543 0.805

DUC 2007 TLBO 0.557 0.608 0.581 0.832
PSO–GA 0.524 0.587 0.554 0.817

CSO 0.538 0.569 0.553 0.803

Bold values indicate the overall best performance.

Table 6. Content-based evaluation results for summarization schemes.

Datasets Methods

Content-based performance parameters

Cohesion

Non-

redundancy

Readability

GFI CLI FKGL ARI SMOG RPS

DUC

2006

TLBO 0.683 0.9573 14.65 9.78 10.70 11.64 12.37 8.78
PSO–

GA

0.579 0.9328 13.82 8.48 9.56 10.91 10.42 7.46

CSO 0.531 0.9217 12.48 8.31 9.22 10.11 10.24 7.13

DUC

2007

TLBO 0.645 0.9547 14.28 9.43 10.41 11.41 12.20 8.53
PSO–

GA

0.527 0.9231 13.51 8.32 9.36 10.30 10.52 7.21

CSO 0.506 0.9178 12.11 8.15 9.16 10.06 10.09 7.02

Bold values indicate the overall best performance.
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iii. TLBO is very simple in computation in comparison

with other metaheuristic approaches.

iv. The proposed scheme is based on finding the optimal

combinations of sentence scoring methods that are

not adopted in any of the schemes used in compar-

ison. This produces better performance for the

proposed scheme.

The performance of the proposed scheme is approximately

identical for both datasets. Its working is independent of the

data.

6.2 Content-based analysis

Table 3 shows the scores of cohesion, non-redundancy and

readability of the system summary generated by the

schemes based on different metaheuristic approaches. The

cohesion and non-redundancy scores show that TLBO

performs the best among all approaches. This implies that

the contents of the generated summary using TLBO are

highly related to each other and non-redundant in com-

parison with other approaches for both datasets. The read-

ability scores calculated in terms of GFI, CLI, FKGL, ARI

and SMOGI are at word level, which shows the ease of

reading of contents on the basis of number of complex

words, number of syllables, number of sentences and

average number of characters. TLBO again performs the

best for all the word level readability functions. RPS shows

the readability at the sentence level by obtaining the

relatedness between two adjacent sentences. The scores of

RPS show that TLBO performs the best among all.

Graphical representations of the content-based evaluation

metrics show that the performance of the proposed

scheme is not data dependent. Figures 6, 7 and 8 show

graphical representation of the content-based results.

6.3 Manual readability testing

We have also tested the readability of each system-gener-

ated summary manually, where two expert assessors give a

rating for each system-generated summary on the formats

that are readable, partially readable and non-readable,

which are given as follows [38, 44].

1. The summary should be understandable, non-redundant

and focused to main topic.

Figure 5. Co-selection scores for the summarization schemes.

Figure 6. Cohesion scores for the summarization schemes.

Figure 7. Non-redundancy scores for the summarization

schemes.

110 Page 12 of 15 Sådhanå (2019) 44:110



2. Sentences of a summary should be complete and linked

to each other.

3. The summary should not contain complex sentences.

If a summary follows all of these guidelines, then it is rated

as readable. If a summary follows half of these given

guidelines, then it is rated as partially readable else it is

rated as non-readable [44]. Since human judgments cannot

be consistent every time, it is interesting to measure how

well two different judges agree on readability. The best way

to measure inter-judge agreement is the kappa statistics

[45], given as follows:

kappa ðjÞ ¼ PðAÞ � PðEÞ
1 � PðEÞ ð39Þ

where P(A) is the proportion of the time the judges agreed,

and P(E) is the proportion of the time the judges agree by

chance. A value of j-measure in the interval [2/3, 1] is seen

as acceptable. The results of manual readability with kappa

measures are shown in table 7. The manual readability

results confirm that the produced summaries are readable.

The results of j-measure show that all judgments are

acceptable.

7. Conclusion

In this paper, we have discussed a TLBO-based multi-docu-

ment summarizer to create a generic extractive summary. The

proposed summarizer has been compared to hybrid PSO–

GA-based summarization scheme and CSO-based summa-

rization scheme. The performance of all the summarizers has

been evaluated in terms of precision, recall, F1, accuracy,

cohesion, readability and non-redundancy, on DUC datasets

in two stages. The first stage, i.e., co-selection-based evalu-

ation, shows the performance of summarizer on the basis of

reference summary, while the second stage, i.e., content-

based evaluation, shows the performance of the summarizer

on the basis of the contents of the system summary. In most of

the cases, TLBO has performed better than other approaches.

From the results of good contributed scoring methods, we can

say that the derived sentence position method works well. In

the future, we intend to examine the proposed scheme with

respect to other nature-inspired algorithms.

Nomenclature

Notations Description

D document collection

|D| number of documents in document collection

di ith document of document collection

jdij number of sentences in ith document

S set of sentences in a document

sj jth sentence of document

jsjj number of words in jth sentence

wp word p of sentence sj
apj tf–idf score of a word p in jth sentence

tf term frequency

idf inverse document frequency

fw frequent words

Sums system-generated summary

SimðsjÞ similarity score of a sentence j

Xq qth solution

New Xq updated qth solution
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