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Abstract. Collaborative Filtering (CF) is a prominent approach to ensure personalized recommendations to

active online users. An efficient CF is the memory-based strategy that finds nearest neighbours to an active user

using conventional similarity measures. Most such measures deal with a co-rated item rated by a pair of users

and hence they are not appropriate to provide an effective recommendation to a sparse dataset having less co-

rated items. This study proposes a novel similarity measure, Matusita coefficient in CF (MCF), which considers

all ratings given by a user to estimate nearest neighbours. MCF considers local and global rating information

provided by users on different rating scales. The performance of the proposed measure is examined and checked

by comparing it to conventional measures using popular benchmark datasets like MovieLens and Netflix. The

recommendation results demonstrate that the proposed measure outperforms conventional similarity measures

on various performance metrics like Mean Absolute Error, Root Mean Squared Error, accuracy, precision, recall

and coverage.

Keywords. Collaborative Filtering (CF); memory-based CF; similarity measure; Recommender System (RS);

co-rated items; no co-rated items; sparse dataset.

1. Introduction

The progress of technology in electronic devices, like cell-

phones, tablets, personal computers and other intelligent

frameworks, helps people receive services/items from elec-

tronic business sites (i.e., Amazon, Flipkart, eBay, etc.) and

social networking sites (i.e., Facebook, LinkedIn, Twitter,

etc.). People find it difficult to arrive at correct decisions since

the WWW is flooded with an enormous amount of varied

information. To attain satisfactory search results, people are

forced to spend more time and energy. Generally, purchase

history and search results of online users, recorded by these

sites, help examine and estimate decisions efficiently. The

personalized Recommender System (RS) tool summaries the

user’s history and advices a few amazing services that users

may be interested in future. RS doubles the income of many

electronic business services, which cover movies [1], prod-

ucts [2], books [3], music [4], videos [5], social networks [6],

tourism [7], etc. Filtering algorithms are the backbone of RS.

The types of filtering algorithm used by RS includes demo-

graphic filtering, content-based filtering and Collaborative

Filtering (CF). Demography-based RS works on the premise

that users with common personal characteristics will also

experience common choices [8]. Content-based RS

recommends a new item by matching its characteristics with

the characteristics of items already bought by the user [9, 10].

CF is an extensively used RS filtering mechanism, which

provides recommendations by analysing the rating infor-

mation of items or the users [11–13]. Any CF-based model

is domain independent and provides improved accuracy

over content-based RS. CF is classified into memory-based

and model-based methods [14]. In memory-based CF, ini-

tially, similarities between an active user and other users

are estimated, based on which, closest similar users are

identified. Finally, the target item values are predicted

using the nearest identified user; in turn, recommendations

are provided accordingly. Memory-based CF techniques are

further divided into user-based and item-based methods.

The user-based method predicts the value of a new item

concerning the nearest neighbours of an active user. In an

item-based method, prediction is made by connecting the

nearest neighbour item to the item of an active user.

In memory-based CF, the user–item rating matrix has to

be loaded into memory to estimate the similarity between

the active user and other users at every attempt. It results in

a scalability issue and consumes additional computational

time. To offset this, model-based CF is preferred by

researchers as it uses supervised or unsupervised approa-

ches to learn a model from the training user–item rating

matrix. The learned model is also used to predict the rating*For correspondence
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of the active user’s item. Here, once the model is devel-

oped, the user–item matrix is not needed further. Thus,

prediction is possible offline and works faster even when

the numbers of users and items increase. Memory-based

method needs only one parameter, which is the number of

nearest neighbours (k), whereas model-based approach

requires learning and regularization parameters. Also,

memory-based CF approach ensures better performance

compared with a model-based approach regarding accuracy

[15]. Hence, in this study, memory-based CF approach is

considered for providing effective recommendations to

online users.

Memory-based CF uses conventional similarity measures

to discover active users nearest neighbours or nearest item

to the item of an active user. Conventional measures cal-

culate similarity between a pair of users or pair of items

comprising Cosine, Pearson and its variants [16]. These

measures work on co-rated values, i.e., item rated by a pair

of users or a user rates both items. It results in poor pre-

diction if the dataset has fewer co-rated items. Hence,

conventional memory-based CF method and its variants are

not fit for sparse datasets [17]. Hence, a novel similarity

measure is proposed to offset drawbacks of the measures

mentioned earlier as it improves RS performance in a

sparse dataset.

The contribution of the proposed work is as follows:

• A novel similarity measure is proposed to improve RS

performance in a sparse dataset.

• This measure works on

* Co-rated and no co-rated items.

* Datasets with less co-rated items.

* Covers both local and global rating information

provided by users.

The remainder of this study is organized as follows. Con-

ventional similarity measures and their variants are dis-

cussed in section 2. The proposed similarity measure is

described in section 3. The details of the proposed predic-

tion methods are demonstrated in section 4. Section 5

illustrates details of the performance measures and dataset

used to analyse the RS; the proposed measure’s results are

analysed and compared to those of conventional similarity

measures. Finally, section 6 concludes the study.

2. Background and related work

Over decades, CF algorithms became a progressive

research area that filtered information or recommended

services to online users based on their browsing history.

Most CF algorithms use a memory-based strategy. This

method finds similarity among users and then selects higher

similarity users as neighbours of an active user. Then, based

on its neighbours, the CF recommends items to active users.

Among two types (user-based and item-based) of memory-

based methods, user-based method is recognized as a per-

formance improvement technique regarding accuracy.

Hence, this study proposes a novel similarity measure for

user-based CF. Let OU ¼ ou1; ou2; . . .; oul and I ¼
i1; i2; . . .; im be a set of online users and items, respectively.

The online user–item matrix is represented as R ¼
ðrxyÞl�m; x ¼ 1; 2; . . .; l and y ¼ 1; 2; . . .;m. Rating values

are expressed in a 1–5 scale. Rating value rou;i ¼ / denotes

that the online user has not bought or rated item i. Some

popular memory-based CF similarity measures are dis-

cussed in this section.

Conventional similarity measures used in memory-based

CF are given in table 1. Pearson Correlation Coefficient

(PCC), a conventional and standard measure in user-based

CF, considers only the value of co-rated items to find

similarity [18]. PCC performance is reduced when the

number of co-rated items is less and hence it is not suit-

able for a sparse dataset. PCC is improved as Constrained

PCC (CPCC) to address this shortcoming as it uses the

median of the rating scale rather than considering user’s

average rating value as in PCC. Similarity value among

online users is highly acceptable when online users rate

more similar items [18]. PCC is further improved as

Weighted PCC (WPCC) [19] and Sigmoid PCC (SPCC)

[20]. PCC variants still suffer from lesser co-rated items

and hence fail to find accurate similarity value among users.

Also, these measures do not consider the proportion of

users with common rating (global) information. Hence,

PCC and its variants are not suitable for sparse datasets.

A popular, item-based conventional similarity measure is

COSine (COS) similarity, which does not provide prefer-

ences for different ranges of a rating scale provided by

users to find similarity among a pair of items [21]. This

issue is offset by Adjusted COS (ACOS) measure, which

subtracts the item’s mean value from the user’s rating value

on the corresponding item [22]. The Spearman Rank Cor-

relation (SRC) is another measure, which considers the

rank of the items instead of actual ratings as in PCC.

Rankings are made from higher to the lower rated item, i.e.,

highest rating item ranked as 1 and vice versa [23].

Mean Squared Difference (MSD) considers absolute

rating differences among users to compute similarity [18].

It fails to consider the proportion of common ratings, and

works only on co-rated items. Hence, the accuracy of

similarity value estimated by MSD depends on the number

of co-rated items. Thus, it is not a suitable measure for

sparse datasets. Unlike MSD, Jaccard measure [24] calcu-

lates similarity value using the number of common ratings

among online users rather than absolute rating values, i.e.,

it combines global rating information about users. Simi-

larity value between online users by Jaccard measure is

high when there are more common ratings and vice versa.

The drawbacks of MSD and Jaccard are addressed by the

Jaccard Mean Squared Difference (JMSD) measure, which

combines MSD and Jaccard measures to give importance to

both absolute rating difference and a proportion of common
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ratings among a pair of users [25]. Therefore, it covers both

local and global rating information of users to some extent.

However, it also fails to use no co-rated item values, which

are more in sparse datasets.

PIP (proximity–impact–popularity) measure consoli-

dates three factors, namely proximity, impact and pop-

ularity, for a pair of online users [26]. Proximity deals

with the penalty given to a pair of ratings based on an

agreement value. The true and false values of agreements

are determined by matching the median rating scale with

the pair of user ratings. If the agreement is false, then

high penalty is given and vice versa. Impact describes

how strongly an online item is preferred or not preferred

by the users. Popularity captures a user’s global rating

information and provides additional preference to an

item whose value is far from that item’s mean rating

value. For the new user, the PIP measure outperforms

some conventional memory-based similarity measures

[26]. PIP also suffers from a few co-rated issues and does

not suit for sparse datasets.

PSS (proximity–significance–singularity) was introduced

to improve RS result compared with PIP [26]. Initially,

proximity is calculated as PIP, which measures the distance

between a pair of ratings. Then, a significance factor states

that the ratings are significant only when item ratings are

apart from the median of a rating scale. Finally, the sin-

gularity factor calculates how a pair of ratings differs from

another rating [26]. As in PIP, PSS also suffers from a few

co-rated item ratings. Many similarity measures were pro-

posed by modifying and hybridizing conventional similar-

ity measures. The issues faced by PIP and PSS were

reduced by the New Heuristic Similarity Measure (NHSM),

which is a combination of the Jaccard PSS (JPSS) and User

Rating Preferences (URP) measures [26]. JPSS

Table 1. Conventional similarity measures used in memory-based CF.

Sl.

no. Name of the measure Representation Expression

1 Pearson Correlation

Coefficient (PCC)
simðoux; ouyÞPCC

¼

Pnco

d¼1

ðroux ;id�roux Þ�ðrouy ;id�rouy Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pnco

d¼1

ðroux ;id�roux Þ
2

r

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pnco

d¼1

ðrouy ;id�rouy Þ
2

r where rou;i is the rating of online item i by

the online user ou, rou is the average rating of ou for all co-rated items and

nco is the number of co-rated items by ous

2 Constrained PCC (CPCC) simðoux; ouyÞCPCC

¼

Pnco

d¼1

ðroux ;id�rmedÞðrouy ;id�rmedÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pnco

d¼1

ðroux ;id�rmedÞ2
r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pnco

d¼1

ðrouy ;id�rmedÞ2
r where rmed is the median of value in the rating

scale. For example, rmed value is 3 in the 1–5 scale ratings

3 Weighted PCC (WPCC) simðoux; ouyÞWPCC

¼ simðoux; ouyÞPCC � nco

O
nco �O

simðoux; ouyÞPCC otherwise

(

where O is an experimental value and

set to 50 as in [19]

4 Sigmoid PCC (SPCC) simðoux; ouyÞSPCC ¼ simðoux; ouyÞPCC � 1
1þexpð�nco

2
Þ

5 COSine (COS) simðoux; ouyÞCOS ¼ r!oux � r
!

ouy

k r!oux k�k r!ouy k
where r!oux and r!ouy are rating vector representation,

respectively, of oux and ouy
6 Adjusted COS (ACOS) simðix; iyÞACOS

¼

Pmco

e¼1

ðroue ;ix�rix Þðroue ;iy�riy Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pmco

e¼1

ðroue ;ix�rix Þ
2

r

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pmco

e¼1

ðroue ;iy�riy Þ
2

r where mco represents the number of users who

rated both the items and ri is the average rating of an item

7 Mean Squared Difference

(MSD)
simðoux; ouyÞMSD

¼ 1�

Pnco

d¼1

ðroux ;id�rouy ;id Þ
2

nco

8 Jaccard simðoux; ouyÞJaccard ¼ jIoux j\jIouy j
jIoux j[jIouy j

where Iou is the set of items by ou

9 Jaccard MSD (JMSD) simðoux; ouyÞJMSD ¼ simðoux; ouyÞJaccard � simðoux; ouyÞMSD

10 Proximity–impact–

popularity (PIP)

PIPðroux;i; rouy;iÞ ¼ proximityðroux;i; rouy;iÞ � impactðroux;i; rouy;iÞ � popularityðroux;i; rouy;iÞ

11 Proximity–significance–

singularity (PSS)

PSSðroux;i; rouy;iÞ ¼ proximityðroux;i; rouy;iÞ � significanceðroux ;i; rouy;iÞ � singularityðroux;i; rouy;iÞ

12 New Heuristic Similarity

Measure (NHSM)
simðroux;i; rouy;iÞ

NHSM ¼ simðroux;i; rouy;iÞ
JPSS � simðroux;i; rouy;iÞ

URP
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consolidates the merits of PSS and the modified Jaccard,

which uses a significant portion of common ratings. URP

measure estimates the normalized rating value of user

through mean and variance as URP depends on the ranges

of rating scale value [26].

As all these similarity measures fail to consider no co-

rated items, they are not suitable when a dataset contains

less co-rated items or is sparse. However, the popular

Bhattacharyya similarity measure was employed on no co-

rated items [27]. These rating values are considered only

when the similarity value among a pair of no co-rated items

is maximum. Otherwise the values of no co-rated items are

neglected. It shows that this measure also fails to consider

all the values of no co-rated items. Hence, it is concluded

that all the conventional measures are unsuitable for finding

similarity among a pair of users if the dataset is sparse. In

this study, a novel similarity measure, Matusita coefficient

in CF (MCF), is proposed, which uses both co-rated and no

co-rated item values effectively while eliminating issues

faced by conventional measures.

3. Proposed measures

The essential step of the memory-based CF approach is to

find the nearest neighbours of an active user using a suit-

able similarity measure. To maximize the accuracy of a

user’s similarity value in a sparse dataset, a novel similarity

measure MCF is proposed here. It utilizes both global and

local rating information provided by online users. The

global similarity value between a pair of items is estimated

using Matusita coefficient (MC). Local similarity among

users ratings is identified using correlation-based (LOCcor)

and median-based (LOCmed) measures [28]. Section 3.1

explains the Matusita measure and section 3.2. discusses

the local similarity measure and its types.

3.1 Matusita measure

The Matusita measure is broadly utilized in various appli-

cations like image processing [29], signal and pattern

recognition [30], etc. This measure is introduced to

compute the significant distance between two probability

distributions [31]. This study modifies the Matusita mea-

sure to work with RS and is used to eliminate data sparsity

issues. Let piuðxÞ and pivðxÞ be the probability density dis-

tribution, respectively, of items iu and iv in a continuous

domain. The MC for the continuous domain is character-

ized in Eq. (1):

MCðpiu ; pivÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2� 2

Z ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
piuðxÞpivðxÞ

q
dx

s

: ð1Þ

For the discrete domain X, MC is represented in Eq (2):

MCðpiu ; pivÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2� 2
X

x2X

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
piuðxÞpivðxÞ

qs

: ð2Þ

The probability density values of piuðxÞ and pivðxÞ are

estimated from the given rating values. Let p̂iu and p̂iv be

the estimated probability density distribution, respectively,

of items iu and iv. MC similarity between items iu and iv is

calculated as in Eq. (3):

simðiu; ivÞMC ¼ MCðiu; ivÞ ¼ MCðp̂iu ; p̂ivÞ

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2� 2
Xt

s¼1

ffiffiffiffiffiffiffiffiffiffiffiffi
p̂ius p̂ivs

q
v
u
u
t

ð3Þ

where t denotes the total number of distinct ratings in the

considered rating scale value (s) and s can take value from

the set {1, 2, 3, 4, 5}; p̂ius ¼
#s
#iu

and p̂ivs ¼
#s
#iv

are the esti-

mated probability density distribution, respectively, of

items iu and iv with respect to rating value s, where #iu
represents the number of online users who rated item iu and

#s represents the total number of online users who rated

item iu with rating values s. Here,
Pt

s¼1 p̂ius ¼
Pt

s¼1 p̂ivs ¼
1 and simðiu; ivÞMC

lies between 0 and 1.

simðiu; ivÞMC
is illustrated here with a basic example. Let

iu ¼ ð1; 0; 2; 0; 3; 0; 4; 0; 5; 0ÞT and iv ¼ ð0; 2; 0; 3; 0; 4; 0; 3;
0; 5ÞT be the rating vectors of items. The rating values are

in 1–5 scale. The MC similarity value is computed utilizing

Eq. (3):

simðiu; ivÞMC ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2� 2
X5

s¼1

ffiffiffiffiffiffiffiffiffiffiffiffi
p̂ius p̂ivs

q
v
u
u
t

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2� 2

 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
1

5

��
0

5

�s

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
1

5

��
1

5

�s

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
1

5

��
2

5

�s

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
1

5

��
1

5

�s

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�
1

5

��
1

5

�sv
u
u
t

!

¼ 0:4841:
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Unlike conventional measures, MC similarity measure

works even when there is no co-rated item.

3.2 Local similarity

Local similarity performs an important role in the pro-

posed MCF measure by providing local information on

the ratings of the corresponding users on a pair of items.

A local similarity value between two ratings may be

positive or negative. Positive similarity value indicates

that the users rating on item iu and iv are highly similar

and negative similarity value indicates dissimilarity

among them. A local similarity value between ratings on

a pair of items is estimated utilizing two techniques:

LOCcor and LOCmed . The LOCcor considers user’s average

rating value as the rating scale reference. Let roux;iu and

rouy;iv be the rating values of items iu and iv given by

users oux and ouy; then the function for LOCcor is given

in Eq (4):

LOCcorðroux;iu ; rouy;ivÞ ¼
ðroux;iu � rouxÞðrouy;iv � rouyÞ

rouxrouy
ð4Þ

where roux and rouy are the mean value of the ratings given

by oux and ouy, respectively; roux and rouy are the standard

deviation of ratings given by online users oux and ouy,

respectively. The LOCmed technique utilizes median of the

rating scale as a rating scale reference. The

LOCmedðroux;iu ; rouy;ivÞ appears in Eq. (5):

LOCmedðroux;iu ; rouy;ivÞ

¼
ðroux;iu � rmedÞðrouy;iv � rmedÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

iu2Ioux
ðroux;iu � rmedÞ2

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

iu2Iouy
ðrouy;iv � rmedÞ2

r ð5Þ

Parameter rmed is the median of the rating scale and Ioux and

Iouy are a set of items rated by oux and ouy, respectively.

3.3 MCF: novel similarity measure for memory-

based CF in sparse dataset

The proposed novel similarity measure MCF uses the

benefits of MC and local similarity. MCF considers the

ratings on common items and the numerical rating infor-

mation made by a pair of users, which maximizes the

accuracy of the proposed similarity measure. The Ioux \
Iouy ¼ / reveals that there are no co-rated items between

users oux and ouy. MCF similarity measure between users

oux and ouy is a function of MC similarity between a pair of

items and local similarity between ratings on the pair of

items of the corresponding users. The function of the MCF

measure is shown in Eq. (6):

simðroux ; rouyÞ
MCF

¼
X

iu2Ioux

X

iv2Iouy
simðiu; ivÞMC � LOCðroux;iu ; rouy;ivÞ: ð6Þ

The first parameter simðiu; ivÞMC
considers global rating

information between a pair of items. MC similarity value

can be measured between a pair of items even when there is

no common rated user among them. However, MC measure

does not consider the actual rating information. The second

parameter LOCðroux;iu ; rouy;ivÞ invalidates the shortcoming of

MC by considering all rating information of items iu and iv.

The proposed MCF measure is used in two situations. The

first is when the global similarity value between items iu

and iv is closer to 0; in this case, simðiu; ivÞMC
decreases

local similarity value between ratings of the corresponding

users on the pair of items. In the second situation, if the

global similarity value simðiu; ivÞMC
between items is nearer

to 1, the MCF increases preference for the local similarity

value.

In two cases, simðiu; ivÞMC ¼ 1 and simðiu; ivÞMC ¼ 0,

MCF fails to give importance to the actual rating of items

(i.e.,) LOCcor and LOCmed . To avoid this drawback and to

use absolute rating values, the proposed MCF measure is

combined with the similarity measure JMSD. JMSD

considers the absolute rating information of users and the

proportion of common ratings. That is, JMSD utilizes

local and global rating information to some degree.

Hence, the proposed MCF measure is re-defined and

shown in Eq. (7):

simðroux;i; rouy;iÞ
MCF ¼ simðroux ; rouyÞ

JMSD

þ
X

iu2Ioux

X

iv2Iouy
simðiu; ivÞMC � LOCðroux;iu ; rouy;ivÞ ð7Þ

3.4 Contribution of the proposed similarity

measure

This section discusses the significance of the proposed

MCF similarity measure over existing measures.

• Parameters that find similarity in conventional mea-

sures consider only actual rating information of co-

rated items and do not consider the values of no co-

rated items. Since the Bhattacharyya measure consid-

ers similarity among a pair of no co-rated items, it

neglects no co-rated items when similarity value

among them is minimum. Thus, this measure fails to

consider all no co-rated items’ values.

• In a sparse dataset, rating values by individual users

are minimum and finding co-rated items is inadequate.

Hence, the proposed MCF measure deals with a few or

no co-rated items. It uses local and global rating

information of users.
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• Local rating information obtained using LOCcor and

LOCmed similarity measures, which calculates similar-

ity among absolute ratings of corresponding users on a

pair of items.

• Global rating information obtained using MC similar-

ity measure, which calculates similarity between a pair

of items.

• To use the probability of common rated items and all

rating information efficiently, the proposed MCF

measure adopts the benefits of the JMSD measure,

thereby ensuring that the similarity value of MCF is

not null and insignificant. It shows that MCF is

independent of the number of co-rated items and

highly preferable for sparse datasets.

4. Prediction

The item value is predicted based on the k-nearest neigh-

bours to an active user [32]. Initially, the similarity values

are normalized between 0 and 1. Then, the best k-nearest

neighbours are chosen based on an ascending order of

similarity values. As the proposed measure considers 0 for

a high similarity value, and 1 for low similarity value [33],

two types of prediction strategies (Type 1 and Type 2) are

proposed based on the nearest user who rated/did not rate

an active user’s item. Initially, prediction starts with Type

1; if it fails then Type 2 prediction is carried out [34]. If

these two types of predictions do not succeed, then the

default prediction method is used (see Eq. (14)).

4.1 Type 1 prediction

In Type 1, active user’s item rating is predicted when the

neighbours of an active user also rate the same item. The

prediction function for average (Avg) [32] is presented in

Eq. (8). The proposed prediction functions for MCF are

Weighted Sum (WS) and Adjusted Weight Aggrega-

tion(AWA), which are given in Eqs. (9) and (10),

respectively:

p
Avg
oux;iu

¼ 1

#Eoux;iu

X

n2Eoux ;iu

roun;iu , Eoux;iu 6¼ / ð8Þ

pWS
oux;iu

¼ loux;iu
X

n2Eoux ;iu

ð1� simðoux; ounÞÞ

� roun;iu , Eoux;iu 6¼ /
ð9Þ

pAWA
oux;iu

¼ roux þ loux;iu
X

n2Eoux ;iu

ð1� simðoux; ounÞÞ

� ðroun;iu � rounÞ , Eoux;iu 6¼ /
ð10Þ

where poux;iu is rating prediction on item iu for active user

oux, kou is k-nearest OU to oux, n is any ou in kou, oun is n
th

OU in kou, roun;iu is rating of nth kou on item iu and

simðoux; ounÞ is similarity between oux and nth kou to oux,

loux;iu ¼ 1P

n2Eoux ;iu

ð1�simðoux;ounÞ
, Eoux;iu 6¼ / is a normalization

factor, Eoux;iu ¼ fn 2 kou j 9roun;iu 6¼ /g is a kou who rated

the item iu and #Eoux;iu is a count of kou who rated the item

iu.

4.2 Type 2 prediction

The average rating value of an item by every user is taken

into consideration to fill the neighbour item value related to

an active item [34]. Similar to Type 1, Type 2 also utilizes

the prediction functions Avg, proposed WS and AWA. The

Type 2 Avg prediction function is given in Eq. (11). The

proposed Type 2 functions WS and AWA are given in

Eqs. (12) and (13), respectively:

p
Avg
oux;iu

¼ 1

#Doux;iu

X

n2Doux ;iu

roun;iu , Eoux;iu ¼ / ^ Doux;iu 6¼ /

ð11Þ

pWS
oux;iu

¼ loux;iu
X

n2Doux ;iu

ð1� simðoux; ounÞÞroun;iu

, Eoux;iu ¼ / ^ Doux;iu 6¼ /
ð12Þ

pAWA
oux;iu

¼ roux þloux;iu
X

n2Doux ;iu

ð1� simðoux;ounÞÞðroun;iu � rounÞ

,Eoux;iu ¼/^Doux;iu 6¼/ ð13Þ

where loux;iu ¼ 1P

n2Doux ;iu

ð1�simðoux;ounÞ
Þ , Eoux;iu ¼ / ^ Doux;iu

6¼ / is a normalization factor, Doux;iu ¼ foun 2 OUjoun 6¼
oux; roun;iu 6¼ / g is a kou who did not rate the item iu and

#Doux;iu is a count of kou who did not rate the item iu.

4.3 Default prediction

Equation (14) shows the function for default prediction:

poux;iu ¼ / , Eoux;iu ¼ / ^ Doux;iu ¼ /: ð14Þ

5. Experimental evaluation

5.1 Performance measures

The standard performance measures utilized in RS are

classified as quantitative and qualitative [32]. Maximum

Absolute Error (MAE) and Root Mean Squared Error

(RMSE) are quantitative measures. Accuracy, precision,

recall and coverage are qualitative measures. These two

types of performance measures are described in the fol-

lowing sections.
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5.1a MAE: MAE is an absolute rating difference between

the actual (roux;i) and the predicted rating (proux;i) of oux for

i. Let Voux be the validation data of oux. The MAE for a

single user is expressed in Eq. (15):

MAEoux ¼
1

#Voux

X

i2Voux

j proux;i � roux;i j Voux 6¼ /

0 otherwise

8
><

>:

ð15Þ

If MAE is considered for all validations OU that are V, then

the redefined equation (15) is as follows:

MAE ¼
1

#V

X

ou2V
MAEou V 6¼ /

0 otherwise

8
<

:
ð16Þ

5.1b RMSE: RMSE is a square root of the average of the

square of all errors. The error is the difference between the

actual and predicted rating values. Equations (17) and (18)

represent, respectively, the RMSE value for a single user

and all users separately:

RMSEoux ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

#Voux

X

i2Voux

ðproux;i � roux;iÞ
2

s

Voux 6¼ /

0 otherwise

8
><

>:

ð17Þ

RMSE ¼
1

#V

X

ou2V
RMSEou V 6¼ /

0 otherwise

8
<

:
ð18Þ

5.1c Accuracy: The accuracy of RS is the proportion of a

number of correct recommendations made to the total

number of recommendations given to a user. It is expressed

as follows:

accuracy ¼ mumber of correct recommendations

total Number of recommendations
: ð19Þ

This measure is used to approve prediction quality.

5.1d Precision: Precision is the ability to make relevant

item recommendations from the total number of recom-

mendations given. Let Sou be a set of N recommendations

given to user ou and h be the threshold value to be con-

sidered as a relevant recommendation. The precision value

for a single user preou is given as follows:

preou ¼
f#i 2 Soujrou;i � hg

N
: ð20Þ

From Eq. (20), the precision for all OU is defined as

follows:

precision ¼ 1

OU

X

ou2OU
preou: ð21Þ

5.1e Recall: Recall is the ability to obtain an optimal rele-

vant recommendation from the total number of relevant

recommendations made. Equation (22) shows the recall of a

single user (reou):

reou ¼
f#i 2 Soujrou;i � hg

f#i 2 Soujrou;i � hg þ f#i 2 Scoujrou;i � h ^ rou;i 6¼ /g :

ð22Þ

Recall for all OU is represented as follows:

recall ¼ 1

OU

X

ou2OU
reou: ð23Þ

5.1f Coverage: Coverage is the percentage of items rated by

at least one of the k-nearest neighbours of ou in the total

number of no co-rated items of ou. Equation (24) describes

the coverage measure of the single user (cou):

cou ¼
#Cou

#Dou

� 100 Dou 6¼ /

0 otherwise

8
<

:
ð24Þ

Coverage measure for all users is shown in Eq. (25):

coverage ¼
1

#ou

X

ou2OU
cou Dou 6¼ /

0 otherwise

8
<

:
ð25Þ

where Dou represents the active online user who has not yet

rated items and Cou represents the number of items from the

non-rated items of ou rated by at least one of the k-neigh-

bours of ou.

The following section describes the characteristics of the

dataset considered for analysis and shows the performance

evaluation of the proposed similarity measure over con-

ventional similarity measures.

5.2 Experimental system design

Implementation of user-based MCF measure was done and

analysed for two benchmark datasets, namely MovieLens

[35] and Netflix [36]. The details of these datasets and their

sparsity nature are shown in table 2. Density Index (DI)

values [28] of datasets show that the Netflix dataset is more

sparse than the MovieLens dataset.

Based on the DI value, subsets of MovieLens(ML1)

and Netflix(NF1) datasets are extracted randomly and

their characteristics are shown in table 3. The DI value

is calculated with respect to the number of ratings

provided by the randomly chosen users for chosen

items.

The sparsity nature of the datasets is also proved in terms

of the number of co-rated and no co-rated items, which is

shown in table 4. Here, both the subsets of datasets have

more no co-rated items than co-rated items.
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5.3 Experimental results and discussion

Experimental analysis is performed by considering 20% of

users as validation data from the ML1 and NF1 datasets.

Performance values of MAE, RMSE and coverage are cal-

culated based on the parameter called the number of

neighbours (k), where value of k is defined from 2 to 2074

with an interval of 148. The total number of recommen-

dations (N) parameter determines the value of precision,

recall and accuracy measures, whose value ranges from 10

to 100 with an interval of 10 recommendations. The

interval value for the parameters k and N is fixed based on

the significant difference in the value of performance

measures. Another parameter, threshold value (h), is set as
4 to determine the relevant recommendations for precision

and recall by assuming the irrelevant rating values as 1, 2

and 3 and the relevant rating values as 4 and 5. Table 5

gives details of the parameters considered for evaluating

performance measures.

The prediction mechanisms Avg, WS and AWA are used

to predict the item’s rating of an active user. Among the

three, an ideal prediction mechanism is picked and used for

experimentation. For all conventional similarity measures

(PCC, CPCC, WPCC, SPCC, COS, SRC, MSD, Jaccard,

JMSD, PIP and PSS), performance measure MAE is esti-

mated based on all three prediction mechanisms and the

results are shown in figure 1. Overall, 742 k-nearest

neighbours are considered for MAE estimation because the

error difference for all three prediction mechanisms is

noticeably high for 742 neighbours. Figure 1a presents a

comparison of prediction mechanisms for ML1, whereas

figure 1b demonstrates comparison results for the NF1

dataset.

For ML1 dataset, average MAE value of AWA prediction

mechanism is reduced by about 1.81% compared with the

Avg mechanism and by 1.08% compared with the WS

prediction mechanism. Similarly, the reduced average error

value of AWA mechanism for NF1 dataset is 2.14% and

0.67% for Avg and WS prediction mechanisms, respec-

tively. Overall, it is inferred from figure 1 that the proposed

AWA prediction mechanism ensures a lower prediction

Table 2. Details of datasets.

Dataset Description No. of users (OU) No. of items (I) No. of ratings (R) Density index DI ¼ R�100
OU�I

Rating range

MovieLens Movie 6040 3706 1� 106 4.467 1–5

Netflix Movie 480,189 17,770 100� 106 1.172 1–5

Table 3. Details of subset datasets.

Dataset Subset No. of users (OU) No. of items (I) No. of ratings (R) Density index DI ¼ R�100
OU�I

R
OU

R
I

MovieLens ML1 4599 2650 18562 0.1523 4.0361 7.0045

Netflix NF1 6839 879 7002 0.1165 1.0238 7.9659

Table 5. Parameters for performance evaluation.

Dataset Test users

#k-nearest neighbours

Step

# Recommendations (N)

Threshold (h)MAE, RMSE, Coverage precision, recall, accuracy

ML1 20% Range: 2, ..., 2074 148 Range: 10, 20, ..., 100 4

NF1 20% Range: 2, ..., 2074 148 Range: 10, 20, ..., 100 4

Table 4. Co-rated and no co-rated item details of ML1 and NF1 datasets.

Subset

dataset

Number of

users

Number of one co-

rated items

Number of two co-

rated items

Number of three co-

rated items

Number of four co-

rated items

Number of no co-

rated items

ML1 4599 271180 3626 72 2 168991982

NF1 6839 248694 - - - 95492764
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error than other prediction mechanisms. Hence, AWA is

considered for further experiments.

Various performance measures such as MAE, RMSE,

accuracy, precision, recall and coverage are used to anal-

yse the performance of the proposed MCF measure over

conventional measures. Figure 2 shows a comparison of

similarity measures for the ML1 dataset. As the proposed

MCF measure considers both local and global rating

information, it is analysed as two types of local similarity

estimation techniques, LOCcor and LOCmed . Performance

results of the proposed MCF using LOCcor- and LOCmed-

based local similarity measures are represented as

MCF(cor) and MCF(med), respectively. The MAE and

RMSE values obtained by the proposed and conventional

similarity measures for the ML1 dataset are shown in fig-

ure 2a and 2b, respectively.

In the sparse dataset, the chance of getting more co-rated

items with the k closest neighbours is high when k value is

increased, which in turn reduces the error rate of the pro-

posed similarity measures significantly. For a k value with

more than 742 users, the error rate of MAE and RMSE, for

both the proposed and conventional similarity measures, is

reduced drastically. When the performance difference

between the proposed MCF(cor) and MCF(med) is con-

sidered, MCF(cor) shows better performance than

MCF(med) since MCF(cor) considers the average of user’s

rating instead of a fixed rating scale median (i.e., 3 for 1–5

rating scale). The proposed measures show a lower error

rate compared with conventional similarity measures for all

k values because they consider both local and global rating

information to eliminate the sparsity issue. It is understood

from figure 2a and 2b that the conventional similarity

measure CPCC has better performance than other conven-

tional measures. The minimum error values of CPCC are

0.82 and 1.065 for MAE and RMSE measures, respectively.

However, the proposed MCF(cor) shows a minimum error

value of 0.773 for MAE measure and 0.963 for RMSE

measure, which is better than the CPCC measure. The

average performance improvement of the proposed

MCF(med) over CPCC measure for MAE and RMSE is

1.96% and 9.546%, respectively. Also, figure 2a and 2b

shows that the average performance of the proposed

MCF(cor) measure increased by 4.353% and 11.22%

compared with the CPCC measure regarding MAE and

RMSE, respectively.

The percentage changes in performance measures accu-

racy, precision and recall with respect to the number of

recommendations made to active users are shown in fig-

ure 2c, 2d and 2e, respectively. When the number of rec-

ommendations is above 25, the proposed MCF measure

achieves significant improvement in performance measures

like accuracy, precision and recall, whereas the compared

measures attain a decent achievement for recommendations

of more than 40. When the proposed and conventional

measures are compared for 100 recommendations, the

proposed MCF(cor) measure achieves a maximum perfor-

mance value of 32.6%, 43.2% and 30.2% for accuracy,

precision and recall, respectively. On the other hand, the

competitive measure CPCC reveals a performance value for

accuracy, precision and recall as 25.7%, 38% and 13%,

respectively. The average performance value of the pro-

posed MCF(med) over CPCC measure for accuracy, pre-

cision and recall is 4.54%, 2.88% and 7.83%, respectively.

Also, figure 2c, 2d and 2e proves that the proposed

MCF(cor) performs an average of 7.02%, 7.21% and 15.2%

for accuracy, precision and recall, respectively, which are

better than those of conventional similarity measures.

Figure 2f presents the change of percentage in coverage

measure concerning the number of k-nearest neighbours.

The proposed measure achieves 79% coverage, which is a

7% improvement compared with the CPCC measure. An

average 3.33% improvement is seen in the proposed

(a) MovieLens (ML1) (b) Netflix (NF1)

Figure 1. Comparison of prediction methods for all conventional similarity measures on MAE.
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(a) MovieLens (ML1)-MAE (b) MovieLens (ML1)-RMSE

(c) MovieLens (ML1)-Accuracy (d) MovieLens (ML1)-Precision

(e) MovieLens (ML1)-Recall (f) MovieLens (ML1)-Coverage

Figure 2. Results of the performance measures in ML1 sparse dataset.
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(a) Netflix NF1-MAE (b) Netflix NF1-RMSE

(c) Netflix NF1-Accuracy (d) Netflix NF1-Precision

(e) Netflix NF1-Recall (f) Netflix NF1-Coverage

Figure 3. Results of the performance measures in NF1 sparse dataset.
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MCF(med) over the CPCC measure. The proposed

MCF(cor) improves 13.09% for coverage on average

compared with the CPCC measure. This discussion proves

that the proposed similarity measures MCF(med) and

MCF(cor) achieve better performance than those of the

compared similarity measures. The proposed measure

MCF(med) shows slightly lower performance than that of

MCF(cor) and better performance than those of conven-

tional measures.

The performance results of NF1 dataset is shown in fig-

ure 3 through the same experiment as in ML1 dataset. To

show the effectiveness of the proposed measures

MCF(med) and MCF(cor), NF1 dataset is chosen with a

slightly higher sparsity than that of ML1 (see table 4).

Figure 3a and 3b presents performance measures of MAE

and RMSE, respectively, with respect to various k values.

Even NF1 has more sparsity, but the proposed MCF(cor)

and MCF(med) show minimum errors compared with the

similarity measures. From figure 3a and 3b, the minimum

error values of CPCC for MAE and RMSE are 0.81 and

1.07, respectively. However, the proposedMCF(cor) shows

a minimum error value of 0.77 for MAE measure and 0.99

for RMSE measure, which is lesser than that of CPCC. If

CPCC is considered as the immediate performer, then the

proposed MCF(med) measure improves the average per-

formance of MAE and MAE over CPCC by 1.04% and

1.28%, respectively. The proposed MCF(cor) improves

performance on an average by 3.65% and 6.85% for MAE

and RMSE measures, respectively.

Figure 3c, 3d and 3e shows the percentage change in

performance measures accuracy, precision and recall with

respect to the number of recommendations made to active

users, respectively. The proposed measure MCF achieves

significant improvement in accuracy, precision and recall

when the number of recommendations is more than 20,

whereas the compared measures attain a decent achieve-

ment over 40 recommendations. When the proposed and

conventional measures are compared for 100 recommen-

dations, the proposed measure MCF(cor) achieves the

maximum performance value of 40%, 41% and 27.8% for

accuracy, precision and recall, respectively. On the other

hand, the competitive measure CPCC has a performance

value of 24%, 18% and 14% for accuracy, precision and

recall, respectively. The average performance improve-

ments of MCF(med) over CPCC measure for accuracy,

precision and recall are 7.57%, 13% and 7.85%, respec-

tively. This proves that the proposedMCF(cor) performs on

an average 13.61%, 18% and 13.09%, respectively, for

accuracy, precision and recall, which are better than those

of the conventional similarity measures.

The percentage change in coverage measure concerning

the number of k-nearest neighbours is shown in figure 3f.

The proposed measure achieves 77% coverage, which is

more than 8% improvement when compared with the

CPCC measure. The average improvement of the perfor-

mance measure coverage for the proposed MCF(med)

measure over CPCC measure is 3.97%. The proposed

MCF(cor) improves coverage value by 20.27% on average

over the conventional CPCC similarity measure.

Similar to ML1, it can be concluded that the proposed

similarity measures MCF(med) and MCF(cor) for NF1

achieve better performance than conventional similarity

measures. Also, the proposed measure MCF(med) shows

slightly lower performance than proposed MCF(cor) mea-

sure. Overall, it can be concluded that the proposed

MCF(cor) measure is considered as an efficient method for

RS over conventional similarity measures in sparse

datasets.

6. Conclusions

Conventional similarity measures cannot provide effective

recommendations to an active user in a sparse dataset. As

the sparse dataset contains less co-rated items, the con-

ventional measures fail to consider the no co-rated item

values. The proposed MCF measure efficiently utilizes all

rating information without considering only user-provided

co-rated item values. As a result, MCF measure offers an

efficient recommendation to an active user by finding

reliable neighbours and outperforms conventional similar-

ity measures. Experimental analysis on benchmark datasets

MovieLens and Netflix proves that the proposed MCF

measure removes the sparsity issue and provides effective

recommendations with fewer user and item ratings.
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