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Abstract. Telegraph equations are very important in physics and engineering due to their importance in modelling
and designing frequency or voltage transmission. Moreover, uncertainty present in the system parameters plays a vital
role in the designing process. Also it is known that it is not always easy to find exact solution of fractionally ordered
system. Taking these factors into consideration, here space-fractional telegraph equations with fuzzy uncertainty
have been analysed. A new technique to represent fuzzy number using two different parameters in the same domain
has been used along with a semianalytic approach known as Adomain decomposition method (ADM) for the
solution. Gaussian and triangular shaped fuzzy numbers are considered to model the uncertainties in initial as
well as boundary conditions. The obtained results are compared with the existing solution in special cases for the

validation.
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1. Introduction

Telegraph equations have great significance in
areas of physics [1,2], mathematics [3-5], wave prop-
agation [6], signal analysis [7], random walk the-
ory [8] and other disciplines. These are used to produce
and design high frequency and voltage transmission
lines.

In particular, fractional space telegraph equation has
been analysed explicitly in [9-20]. Neville et al [9]
obtained numerical solution of fractional telegraph
equation using finite difference method and also estab-
lished its stability. Orsingher and Zhao [11] studied the
same type of problem and obtained the Fourier trans-
form of the obtained solution. Adomain decomposition
method (ADM) is used by Momani [10] to obtain the
solution of space and time-fractional telegraph problem.
Same type of problem has been solved by Ahmad and
Ibrahim [12] using the method of separation of variables.
Zhao and Li [13] used difference method and finite ele-
ment method to find the approximate solution of the
space—time fractional telegraph equation. A new per-
turbative Laplace method has been developed by Khan

et al [14] for solving space—time fractional telegraph
equations. Garg et al [15] implemented transform
method to obtain the solution of space—time fractional
telegraph equation. The homotopy perturbation method
has successfully been incorporated by Yildirim [16]
to obtain an approximate solution. Sevimlican [17]
used variational iteration method (VIM) for the solu-
tion of governing equation. Ford et al [18] developed
quadrature formula approach and also obtained the sta-
bility condition. Alkahtani et al [19] applied VIM and
Sumudu transform to get the solution. A new technique
based on Laplace and VIM has been established by
Alawad et al [20] for space—time fractional telegraph
equations.

In the aforementioned works, one may observe that
the parameters, variables, initial and boundary condi-
tions etc. are defined exactly. But in real life, rather
than the exact value, one may have only incomplete
information or vague estimations, because in general
those are found by some experiment, observation, expe-
rience etc. So, to model these types of uncertainties and
vagueness, one may use fuzzy parameters and variables
[21-23].
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Both uncertainty and fractional differential equations
play important roles in real-life applications. Vari-
ous contributions can be seen to the theory of fuzzy
differential equation [24-28] and fuzzy fractional
differential equations [29-37]. The idea of fuzzy frac-
tional differential equation has been first introduced by
Agarwal et al [29]. Using the concept of [29], Arshad
and Lupulescu [30] established some results on the exis-
tence and uniqueness of solutions.

Souahi et al [33] discussed the existence of solution
and uniqueness properties of higher-order equations.
Allahviranloo et al [31] studied explicit solution of
fuzzy/uncertain fractional differential equations. VIM
is used by Khodadadi and Celik [32] for the solu-
tion. Recently, Chakraverty and Tapaswini [34,35] used
homotopy perturbation method with double parametric
form for solving fuzzy fractional Fornberg—Whitham
and diffusion equations. Very recently, Behera et al [36]
successfully obtained the responses of fuzzy fractionally
damped beam using homotopy perturbation method.
Rivaz et al [37] used the generalised differential trans-
form method for the solution of fuzzy fractional ordered
equation.

In the present work, ADM [38,39] has been used
to solve imprecisely defined space-fractional telegraph
equation. Uncertainties involved in the initial and
boundary conditions are modelled in terms of Gaussian
and triangular fuzzy numbers. Using this method, one
can write the solution in power series form or compact
form, which is the main advantage of this method. Also
it converges rapidly. Convergence analysis of ADM can
be found in [38,39]. Some researchers have successfully
executed ADM for differential equations with uncer-
tainty [40—44]. However, the existing methods applied
splitting approach to convert the main equation into two
crisp differential equations for the solution, whereas
the present approach converts the main equation into
a single crisp form using double parametric for the
solution.

Organisation of this paper is given as follows. The
proposed procedure is discussed in §2. In §3, ADM has
been implemented to find the general solution. Different
cases have been studied in §4 depending upon the value
of the function or variable involved. In §5, numerical
results have been presented with analysis. Finally, §6
gives the conclusions.

2. Double parametric form of fuzzy
space-fractional telegraph equation

Let us consider the fuzzy space-fractional telegraph
equation as
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0*p(y, 1)

ay¥
Fp(y.1) APy, i
=77 t 5 TP+,

t>0, O0<ua<2, (D)

subjected to fuzzy initial and boundary conditions as

PO, 1) =81 fit), t>0,
ap(0,t ~
PO, )=52f2(t), >0
dy
and

P, 0) =83s5(y), 0<y<],

where 0%/dy“ is the Caputo derivative [45] of order «
and p(y, t) denotes the causal fuzzy function of space.
Equation (1) may be rewritten as

I p(x, 1)

8y2
07 (% p(y. 1) APy, 1) | - )

= Jt NORE
ay2a\ o + » +p(y, )+g(&y ))
r>0, 0<a<2. )

Using the single parametric form, the above fuzzy space-
fractional differential equation (eq. (2)) can be written
as

0’ p(y.1) 8%p(y, 1)
ay2 T 9y?

aZfa

8y2—a

{3230» 0 925y, r)}

a2 ot?
[ [2r0n 0 8p(y, 1) SC)
+ )
ot ot

+p(y. 1), pr. D1+ gy, 1), (v, 1)]

subject to fuzzy initial and boundary conditions
[p(0,2;7), p(O, £57)]

=[8,(r). 51(N1fi(0), 1 =0,
[83(0, tr) 3p(0,1; r)]

dy Ay

=[5, LM L0, 120,

[p(y.0:7), p(y,0;7)]
= [85(r). 83(r)1s(y), “)

wherer € [0,1],0 <y < 1.
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After that, using double parametric form [36], eq. (3)
can be expressed as

(ﬁ<8“ﬁ(y, tr)  %p(y.1; r)) L0 r))

ay* ay* ay*
aZ—a
= 8y2—a
4 3p(y.tir)  pOy.tir)
912 912
0’ p(y,1:1)
+ at?
ap(y,t;r)  9p(y,t;r)
X e
+(ﬂ< ot at
+8£(y,t;r)
ot
+B(p(y,t5r) —py,t;r) + p(y,t;r))

\+BGE.157) — g 1:7) +g(y.157))
5)

subject to the initial and boundary conditions

(B0, t;r) — p(0,2;r)) + p(0,£57))

= ((61(r) = 8;(") + 8; (") f1(1)

ap0,t;r)  0p(0,t;r) ap(0, ;1)
B - +—=
dy dy dy

= ((82(r) = 8,(r) + 8,(N) fo(t), =0
B, 0;r) = p(y,0;r) + p(y, 05 7))
= ((53(r) = 85(N) + 83(r)s(y), O <y <1 (6)

where r, 8 € [0, 1].

Let
g 2P0 _ Pp0.in)\ | BpO.rin)
dy? ay?2 3y2
_Ppy.in B
dy? ’
p Rp(y.t;r)  02p(y.1ir) . Fp(y,t;1)
2ao
_ i1 B)
012 ’
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ap(y,t;r)y  9dp(y.t;r) Ip(y,t;r)
(’8< o )+ ot )

_ap(y.t;r, B)
ot ’

Bpy,t5r) = ply, t;r)) + p(y, 1571))
=py, t;71, B),
By, t:r) =gy, 1:r) + 8y, 157))

=g, 151, B),
(B(pO,2;r) — p(0,2;r)) + p(0,£57))
= p(0,1;r, B),
ap0,t;r)  9p0,t;r) ap(0, ;1)
ﬂ( oy  dy ) " dy
_9p0, 151, B)
=5
B, 0;r) = p(y,0;r) + p(y, 05 7))
=p(y, 0,7, B),

((B1(r) = 8,(r) + 8,(r) = 81(r; B,
((B2(r) — 8,(r)) + 8,(r)) = 62(r; B)
and

((83(r) — 85(r)) + 85(r) = §3(r: B).
Substituting these values in eqs (5) and (6) we get

3 p(y, t; 1, B)
8y2

92~ (0*p(y.t;r, B)
3y2—oz 912

op(y, t;r,
. Py, t;r, B)
ot

+pWy,t;r, B)+ 80y, t; 1, /3)>
(7)

with initial and boundary conditions
PO, 157, B) = 81 B) f1(0),

ap0,1;r, B)
dy

Py, 0;r, B) = 83(r; B)s(y). 8)

Hence, solving the above one may get the solution as
p(y, t;r, B). Substituting 8 = 0 and 1 gives the lower
and upper bounds of the solution respectively in single
parametric form. This can be expressed as

=8 (r; B) o (1),
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Py, t;1,0) = p(y,t;r)
and

py.t;r, 1) = p(y, t;1).

3. Solution using proposed methodology along with
ADM

ADM has been applied to solve eq. (7), and so we have
Lyyp(y.t;r, B)
=L “(Lup(y. t:r, B) + L p(y. 11, B)
+pO.tir B)+8(y. 151, B)) ©)
where
L, =0/3t, Ly, =0%/31°,
Li_a = 92 /gy
and
Ly, = 8%/0y*.
Apply the operator Ly_y1 on both sides of eq. (9), to yield
Ly Ly p(y.t:r. B)
= Ly (L “(Lup(y. 151, B)
+Lip(y.t;r, B) + p(y, t:1, B)
+8W, 11, B))).

Here L;yl is the inverse operator of Ly.
This may then be written as

Ly Ly p(y.t:r. B)

=p(y.t;1, B) — p0,t; 1, B) — yiy(0,2; 7, B).
Equation (9) becomes
py.t;r, B)

= p(0,t;r, B) +ypy(0,t; 1, B)

n _a[an"(y, t;r,B)+ Lip(y. t;r, ﬂ)} (an
Y L+pG. i B+ 8(y. 15, B) '
According to Adomian decomposition [38,39] we ass-

ume an infinite series solution for unknown function
p(y.t;r, B) as

(10)

POL G B =) Pay, 151, B)

n=0

(12)
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with
po(x, t;r, B)

= pO, 157, B) +ypy(0, 151, ) + L, %g(y. t; 1, B)

and the components p,(y, t; r, 8) where n > 0 are usu-
ally determined by

pn(x, 157, B)
= Ly*(Lt:pn—1(y, 131, B) + Li pn—1(y, t; 7, B)
+ Pn—1(y, 17, B)).

Substituting these terms in eq. (12) one may get the
approximate solution of eq. (7) as

py.t;r, B) = po(y, t;r, B) + p1(y, t;r, B)
+p2(y.t;r, B)+p3(y.tir, B) + -

The above series converges very rapidly [46—49], and
rapid convergence means that only a few terms are
required to get the approximate solutions.

4. Solution bounds for particular cases

In this section, two different cases are considered [10]
depending upon the function fi(¢), f>(¢), s(y) and
g(y, t; r, B) as discussed in the following cases to find
uncertain bounds for fuzzy fractional telegraph equa-
tions using the proposed technique. For Cases 1 and 2,
the uncertainties are modelled through triangular and
Gaussian fuzzy number respectively.

Case 1: For this case, let us consider

hy=e™, p)y=e,
s(y)=e and g(y,t;r,8)=0
along with

81(r, B) = 2(r, B) = 83(r, B)
= B(0.4—0.4r) + (0.2r +0.8) = &(r, B).

Hence, eq. (7) will become

FIp(y.tir. B 9
ayz - ayZ—a

Fpy,t;r, ) Ap(y.t;1, B)
X +
o2 ot

+py.t;r, ﬂ))
(13)
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with the initial and boundary conditions as

PO, 157, B) = 8(r, Be ™,

op(0,t;r, < _
M = &(r, B)e f,
dy
P(y.0:r, B) = 83(r. Be . (14)
By using ADM we have
po(y,tir, B)
=45(r, B (14 y), (15)
1y, t;r, B)
B B yot yoe-i-l
= 6(r, ! , 16
(r.ple <F(a+l)+F(a+2) (10)
Py, t;r, B)
2a 20+1
N _ y y
= 4(r, ! , 17
(r.p)e (F(za+ D F(2a+2)> (17
p3(y.tir, B)
3a 3a+1
< _ y y
= 4(r, ! , 18
(r.ple (F(3a+1) F(3a+2)> (18)
pa(y, t;r, B)
4o 4a+1
% - y y
= §(r, ! 19
(r.pre <r(4a+1)+r(4a+2)> (19
and so on.
Therefore, the general solution can be written as
Py, t;r, B) =3, Ble™”
0 i o ja+1
y y/or
_ |, 20
ZF(ia+1)+ZF(joz+2) 20)
i=0 j=0
or
py.t;r, B)
= (B(0.4 —0.4r) + (0.2r +0.8))e”’
o0 i o joa+1
y y/or
_— _— 21
gr(m+1)+§r(]‘a+2) @h

To obtain the solution bounds in single parametric form
we may put 8 = 0 and 1 in eq. (21) for lower and upper
bounds of the solution respectively. So we get
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p(y,1:r,0) = (0.2r +0.8)e”"

oo ia o0

y
vy FGa+1) = '(jo+2)
(22)
and
p(y,t;r, 1) =(1.2—-0.2r)e™"
Py Mia+1) s F'(jo+2)
(23)
One may note that in the special case when r = 1,

the crisp results obtained by the proposed method are
exactly the same as that of the solution obtained by
Momani [10] and Yildirim [16].

Case 2: In this case, the values f1(t), f>(t) and s(y) are

considered the same as that of Case 1. Along with these
it is also assumed that

Ey.tir ) =—y" —t+1
and
81(r, B) = b2(r, B) = 85(r, B)
= B(0.4/~2log, r)
+(1—0.2/-2log, r) = (1, B).

Using ADM for this case again, one may have

. 5 2y0l+2
po(y,t;r, B) =8(r, B)r — m
ya
+(1 — t)m, 24)
ya 2y201+2

pr(y.t;r, B) =38(r, BY(1 +1)

T@+1) TI'Qa+3)

y2a

f———,
TQa+ 1)

(25)

y2a

F'Qa+ 1)

y3a 2y

FGa+1) T@a+3)
(26)

Pyt B) =38(r, Y2 +1)

3a+2
—(141)
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y3a
'Go+1)

y4ot y4a+2

Tda+1) 2r<4a +3)
(27)

3y, t;r, B) =38(r, BYB +1)

—241)

and so on.
The solution in general form may be obtained as

p(y.t;r, B)

B yoc yZa
= &(r, t 1+t)————+ QR+t ——
r ﬂ)( O e T T e 1
3a 3o
Y y
34+t
TGO+ )F(3a+1) F(3a+1)+ )
a+2 o 2 20042
22 +-n—2 =
['(a+3) Ma+1) T'Qa+3)
y2a y3a
(1 + )=
+ 'Qe+1) (+ )F(3(x+1) )
2 3a+42 4a 4a+2
_ Y o425 Y
'Ga+3) 'da+1) 'da+3)
(28)
or
P, t;r, B)
= (0.2y/—2logr) + (1 — 0.1,/—21logr)
ya yZa
t 1+1)——— 24+t)——
x( HU+ D + 4 D
3a 3a
Y y
34+t
o +)F(3()z+1)+F(30¢-|—1)+ )
a+2 o 2 2042
oY iq-n2 2
C(a+3) MNa+1) TI'Qa+3)
y2a y3oe
—t=— (1 +t)) =
+ Qa+1) FGa+1)
2342 4o 4a+2
Y, ) S A,
I'Ga—+3) 'da+1) I'da+3)

(29)

Putting § = Oand 1 in p(y, t; r, B) we get the lower
and upper bounds of the fuzzy solutions respectively as

p(y.1;1,0)

= (1 -0.1y/=2logr)
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ya yZa
t 14—+ Q2+HH——
s )F(oz+1)+( * )F(2a+1)
x y30l y3a
341
PO Gy T T TGar D
o+2 o 9y 20+2
(2 2 oY
(o +3) MNa+1) T'QRa+3)
y2a y3a
—te——— =+ )=
+ IF'Qa+1) I'Ga+1)
2y3a+2 4o 442
_ Y o425 Y
I'Ga+3) IFda+1) T'(4a+3)
(30)
and
p(y,t;r, 1) = (1+0.1y/=2logr)
yOl yZa \
t 14—+ Q2+HH——
AT Te T P Tae
y o y30l
341
O+ )I‘(3oe+1) + I'Ga+1) +
a+2 o
y y
-2 1—)—2—
F(oz+3)+( )F(ot+1)
2 20+2 2a
2y Y
'2e+3) T'QRa+1)
+ y3ot 2y3a+2
—(1+1) —
FGa+1) TGa+3)
4o 4o+2
—Q 4 1) >

FGatD ‘Taatd
(31)

Solution obtained by the proposed method for r = 1
is again found to be exactly the same as that of (crisp
result) Momani [10].

5. Numerical results and discussions

Here numerical solutions of fuzzy space-fractional tele-
graph equations have been computed with different
values of g(y, t; r, B), fuzzy initial and boundary con-
ditions. Comparison has been made with Momani [10]
and Yildirim [16] in special cases with the present solu-
tion for validation. The obtained results are represented
as plots.

Fuzzy solutions are given in figures 1 and 2 for Cases
1 and 2 respectively by varying y from 0.1 to 0.9 and for
fixed values of « = 0.5 and ¢+ = 2. Similarly, figures 3
and 4 represent the results for Cases 1 and 2 by varying
t from O to 0.5 for fixed values of « = 1.25 and y =
0.6 respectively. Next, interval solutions for both Cases
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Figure 4. Gaussian fuzzy solution (Case 2) fora = 1.25 and
Figure 1. Triangular fuzzy solution (Case 1) for @ = 0.5y = 0.6 by varying ¢ from 0 to 0.5.
and ¢+ = 2 by varying y from 0.1 to 0.9.

045 T T T T K=

040k p(,2) =p(y,2atr =1
p(y,2) atr =0.6

E(y,z) atr = 0.6

0.30 -

p(y.t=2)

0.25 —B(y, 2)atr =03
020 +

0.15 +

-
-
-
-
-
-

0.2 04 06 08

Figure 5. Interval solution (Case 1) for r = 0.3, 0.6 and 1,
a=1.5,¢t=2and y from 0.1 to 0.9.

-
.

Figure 2. Gaussian fuzzy solution (Case 2) for « = 0.5 and
t = 2 by varying y from 0.1 to 0.9.

ast p(.2) =p(,2)atr =1 .~

-

p(,t=2)

Figure 6. Interval solution (Case 2) for r = 0.3, 0.6 and 1,
o = 1.5,¢ = 2 and by varying y from 0.1 to 0.9.

1 and 2 are given in figures 5 and 6 respectively for
r = 0.3, 0.6 and 1. In these solutions, « = 1.5, ¢t = 2
and the values of y vary from 0.1 to 0.9. After that,
Figure 3. Triangular fuzzy solution (Case 1) for & = 1.25 similar observations have also been made to find the
and y = 0.6 by varying ¢ from 0 to 0.5. interval solution for Cases 1 and 2 by considering o =
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T T T T T

p(0.6,t) =p(0.6,) atr =1

7(0.6,t) at r =0.6

[ o
L5k 4
9 0.6,t) at 7 = 0.6
S p(0.6,1)
Il p(0.6,t) at r =0.3
Ty " /y p(0.6,t) 1
E s p(0.6,t) atr = 0.3
05k

00 05 10 15 20

Figure 7. Interval solution (Case 1) for r = 0.3, 0.6 and 1,
a = 1.75, y = 0.6 by varying ¢ from O to 2.

- - 7
p(0.6,t)at 7= 0.3
30F p(0.6,t) at r =0.3 1
p(0.6,t) atr = 0.6
= 251 = 1
S p(0.6,t) at r =0.6
S a0k ]
I p06,0 =506,
S st sunr=”
=Y -
10+ J
st R
00 05 10 15 20
t

Figure 8. Interval solution (Case 2) for r = 0.3, 0.6 and 1,
o = 1.75, y = 0.6 by varying ¢ from 0 to 2.

25 % ]
\\\
N $(0.6,t) at a = 1.25
2N\ B ]
. p(0.6,t) at a = 1.25
a .
S | 5(0.6,)ata = 1.5
‘ﬁ p(0.6,t)ata =15
> 5(0.6,t) at @ = 1.75
D ol p(0.6,t) 1
QU 2(0.6, t)ata = 1.75
osh
A A A A »
00 05 10 15 20

Figure 9. Interval solution (Case 1) for « = 1.25, 1.5 and
1.75,r = 0.5, y = 0.6 by varying ¢ from O to 2.

1.75, y = 0.6 and varying ¢ from O to 2. Here also we
have considered r = 0.3, 0.6 and 1, and the obtained
results for Cases 1 and 2 are plotted in figures 7 and 8
respectively. Moreover, the results by varying ¢ from 0
to 2 for Cases 1 and 2 along with » = 0.5 and y = 0.6
are shown in figures 9 and 10 respectively. In figures 9
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40t

5(0.6,) at a = 1.25 =
35 p(0.6,t) at a = 1.25 \ o ]
7(0.6,t) at ¢ = 1.5 o=

30

= 2(0.6, t)ata =15

S 2sf pO6Data=175

2\ 20 E(O.G,t)ata -

1\5-/ -
15F 3
10}
0sf ) .

00 05 10 15 20
t

Figure 10. Interval solution (Case 2) for « = 1.25, 1.5 and
1.75,r = 0.5, y = 0.6 by varying ¢ from O to 2.

osof . . . —
p(¥,2) at a = 1.25 L
045 p(7,2) ata = 125 o?” 3
o 040F /-
‘I"l‘. 035} ]
% 030} ]
025 3
020} 3
015 3
0z 04 06 0s
y

Figure 11. Interval solution (Case 1) for « = 1.25, 1.5 and
1.75,r = 0.3, t = 2 by varying y from O to 0.9.

P(2)at a =125 .

p(y,t=2)

B(y,Z) at a = 1.25

2)ie=:15
p(y,2)ata =175 E(y )

-
------

02 04 06 08

Figure 12. Interval solution (Case 2) for « = 1.25, 1.5 and
1.75,r = 0.3, t = 2 by varying y from 0 to 0.9.

and 10, the results have been included fora = 1.25, 1.5
and 1.75. Lastly, figures 11 and 12 denote the results for
Cases 1 and 2 respectively by varying y from O to 0.9
along with » = 0.3, + = 2. Here the values of « have
been considered the same as that of figures 9 and 10.
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It can be observed from figures 9 and 10 that the
lower and upper bounds of the uncertain solution p(y, t)
gradually decrease by increasing the fractional-order
derivative o with increase in time (here r and y are
constant). And similar observations have been made
from figures 11 and 12 that solution bounds of the uncer-
tain solution p(y, t) (with constant r and ¢) gradually
decrease by increasing the fractional-order derivative o«
with increase of y.

6. Conclusions

Fractional-order telegraphic equation with fuzzy uncer-
tainty has been solved using ADM. Here, in the solution
process, a newly developed equivalent form of fuzzy
number known as double parametric form has been
implemented. Gaussian and triangular convex nor-
malised fuzzy sets are used to model the uncertainty
presents in the initial and boundary conditions. It can
be seen that for the core, that is for r = 1, right- and
left-hand side solutions are equal as expected. Using
this method, one can get the solution in terms of infinite
series. The obtained results are compared in the spe-
cial cases with Momani [10] and Yildirim [16] which
are found to be in good agreement. It can be observed
that the left and right bounds of the uncertain solutions
gradually decrease by increasing the fractional-order
derivative with increase in time. And also the left
and right bounds of the uncertain solution gradually
decrease by increasing the fractional-order derivative
with increase of y. The future aim is to study the prob-
lem by considering all the parameters as uncertain.
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