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Abstract. We solve the one- and two-dimensional fractional coupled Burgers’ equations (FCBEs) by three
different methods. The proposed methods are the Laplace—Adomian decomposition method (LADM), the Laplace-
variational iteration method (LVIM) and the reduced differential transform method (RDTM). The solutions are
obtained as rapidly convergent series with simply calculable terms. Numerical studies of the application of these
approaches for a number of sample problems are given and are illustrated graphically. With these methods, it is
possible to investigate the nature of solutions when the fractional derivative parameters are changed. The numerical

results reveal the effectiveness and the correctness of the proposed methods.
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1. Introduction

The Burgers’ equation is a vital partial differential
equation (PDE) in fluid mechanics. It arises in numer-
ous areas of applied mathematics, such as acoustic
waves, heat conduction and modelling of dynamics
[1-3]. Because of the wide variety of uses of the
Burgers’ equation, it has been intensively studied,
and many numerical techniques have been proposed
to solve it. Most of these numerical techniques fall
into either the finite difference method or the finite
element and spectral method [4—11]. The mathemat-
ical structure of Burgers’ equation was introduced
by Johannes Martinus Burgers (1895-1981) [12-14].
Recently, significant development has been reported
in the field of fractional calculus (FC). FC has been
applied in nearly every branch of science, engineering,
economics and mathematics [15—-19]. This is because
the fractional derivatives offer more precise models of
real-world problems than the integer-order derivatives.
This is also the same reason why several models of
fractional Burgers’ equations (FBEs) have been sug-
gested and studied lately. These models are obtained by
replacing integer-order space/time derivatives and ordi-
nary initial/boundary conditions with their fractional
counterparts. In [19], the existence and uniqueness

of the solutions to a class of stochastic generalised
Burgers’ equations driven by multiparameter fractional
noises are proved. Garra [18] reported on an appli-
cation of the time fractional Burgers’ equation in the
framework of nonlinear wave propagation in porous
media. Approximate solutions for various models of
time and/or space FBEs are obtained by several meth-
ods. In [8], the Adomian decomposition method (ADM)
is applied to find the approximate analytical solution of
fractional coupled Burgers’ equations (FCBEs), varia-
tional iteration method (VIM) [20] was implemented to
FBE with fractional time and space derivatives, homo-
topy perturbation method (HPM) [21] is used to find
the approximate analytical solution to FCBEs with
fractional space and time derivatives. The differential
transform method (DTM) is applied to fractional Fisher
equation in [22] while the coupled reduced differential
transform was successfully implemented to the FCBEs
for the two-dimensional space in [23]. It is obvious
that there is a need to develop more efficient numeri-
cal and analytical methods to solve different models of
FBEs.

The main objective of this work is to extend the
application of Laplace—Adomian decomposition met-
hod (LADM), Laplace variational iteration method
(LVIM) and reduced differential transform method
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(RDTM) to derive explicit analytical approximate
solutions of the FCBE with time- and space-Caputo
fractional derivatives for the following two models:

(i) One-dimensional FCBE
Di'u(x,t) = Dyxu(x, t) + 2u(x, ) DS?u(x, t)
— Dx(u(x, Nv(x, 1)),

DP'v(x, 1) = Dyyv(x, 1) + 2v0(x, HDPu(x, 1)
— Dy(u(x, t)v(x, t)).

(i1) Two-dimensional FCBE

(1)

du(x, vy, t
Df”u(x,y,t)Jru(x,y,t)%
X
u(x, y,t
+U(X,)’»t)¥
dy
_ 1[0y duy.0)
" Re dx2 9y? ’
dv(x, y,t
DP”(%)’J)"‘”(%}’J)%
Jv(x, y, t
+v(xsy7t)£
dy
3%v(x, 0 3%v(x, y, 1)
~ Re ox ay

wheret > 0, A < x and y < B, the factors «; and 5;,
where 0 < «;, B; < 1,i = 1, 2, stand for the order of
the fractional time and space derivatives, respectively.
Re is the Reynolds number, u(x, y, ) and v(x, y, t) are
the velocity components along the x- and y-axes and
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concept of reduced differential transform and applied it
to solve linear and nonlinear initial value electric cir-
cuit problems. RDTM is a numerical technique which
depends on the Taylor series expansion. It is dissimilar
from the familiar high-order Taylor’s series technique. It
needs representative calculation of the essential deriva-
tives of the data functions. RDTM yields a polynomial
series solution by means of an iterative technique. In
[30-32], RDTM was used to create analytical approxi-
mate solutions to fractional-order systems of linear and
nonlinear PDEs. Numerical comparisons with graphi-
cal representation of the suggested methods with the
exact solutions are given to illustrate the efficiency and
the accuracy of the suggested methods. The results
prove that the proposed methods are very effective and
simple. This paper is structured as follows: some ele-
mentary definitions of the fractional Caputo derivative
and mathematical preliminaries which are essential for
creating our numerical results are in the following sec-
tion. The applications of LADM, LVIM and RDTM on
the fractional-order coupled Burgers’ equations are dis-
cussed in §3-5, respectively. Numerical applications are
provided in §6. Our conclusions are presented in §7.

2. Basic definitions
DEFINITION 1
For u(x,t) € C™, and m the smallest integer that

exceeds o the (left side) Caputo time-fractional deriva-
tive operator of order « is defined as [15,33,34]

o™ t

F—/(t rym—e-l g(,: ) t, m—1<a<m,meNU{0},
Dou(x,r) =4 L= ! 3)

0Mu(x, 1)

-7 a=m

arm
it is worth noting that when at least one of the factors
DEFINITION 2

varies, different reaction systems are obtained. At ot; =
Bi = 1, the fractional-order systems (1) and (2) define
the traditional coupled Burgers’ equation in one- and
two-dimensional spaces, respectively.

In the present paper, we apply LADM, LVIM and
RDTM to the FCBEs (1) and (2). The proposed tech-
niques are powerful and efficient in finding acceptable
solutions for wide classes of nonlinear problems. The
LADM is a smart mixture of the Laplace transforma-
tion and ADM [24-28], and was presented by Khuri
[24,25]. The LVIM [29] is a novel modification of
the VIM. This technique was proposed by combining
the Laplace transform and the variational method. The
LVIM offers analytical approximate solutions to wide
classes of differential equations. Zhou [30] proposed the

The Laplace transform .%;[-] of the Caputo fractional
derivative is defined as [34]

m—1
Z S(x—k—l f(k) 0),

k=0

LD ()] = s°F(s) —

4

m—1<uoa<m.

DEFINITION 3

The #-dimensional transformed function Fi(x) of
the analytical and continuously differentiable function
f(x, t) with respect to ¢ is defined as
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1 ak
Fe) = o+ 1)[

where « signifies the order of time-fractional derivative
[30-32].

)
fx, t)} , (&)
drek t=0

DEFINITION 4

The inverse differential transform of Fj(x) is defined
as [30-32]

fe =" F(oi. 6)

k=0

3. LADM for solving space and time FCBEs

Consider the FCBEs represented by (1). For conve-
nience, we just discuss the case: ¢y = a2 = « and
B1 = P = B; other cases are similar. In order to offer
analytical approximate solutions for (1) using LADM,
we first rewrite the equation in the following operator
form:

DYu(x,t) = Loxu(x,t) +2u(x, t)Dfu(x, 1)
- LX(M(-xv I)U(.x, t))a

7

DPv(x, 1) = Loxv(x, 1) + 20(x, ) DPv(x, 1) @
— Ly(u(x, )v(x, 1)),

with initial conditions

u(x,0) = f(x), vx,0)=gkx), (3)

where L,, = 9" /0x". The operators Df*, D¢, Df and

Df denote the fractional derivatives defined in (3). The
LADM method begins by applying the Laplace trans-
form to (7), and then, by using the initial conditions (8),
we obtain

Zilu(x, t)]=%f(X) + S%Q%[szu(x, 1)
+2u(x, t)DYu(x, t)—v(x, 1)Ly (u(x, 1))
—u(x, 1)Ly (v(x,1))],
Zilv(x, t)=%g(x) + S%%[szv(x, 1)
+2v(x, ) DPu(x, ) —v(x, 1) Ly (u(x, 1))
—u(x, 1)Ly (v(x,1))]. )

In the LADM, the solutions u(x, t) and v(x, t) are
defined by the infinite series as

w(r, ) =Y up(x, 1), v(x, 1) =Y vulx,1). (10)

n=0 n=0
u(x,t)Dfu(x,t), Ny =
v(x,t)Lyu(x,t) and Ny

The nonlinear terms N; =
v, HDEV(x. 1), Ny =

Page30of 14 38

u(x,t)Lyv(x, t) are generally expressed as an infinite
series of the Adomian polynomials as

Ni@w) =Y Ay, Na(v) =) By,
n=0

n=0

N3(u,v) =) Cy, Na(u,v) =) D, (1)
n=0

n=0

where

ATy (ikk )]]
n=— 1 Uk
I’l!_d)\,n_ —0 =0
BN S
=l (S ) (s () )]
nl | dA™ [ P Pt 220
1Td" [ (=
)|
A=0
1 [ dn [ > k }3 > k
=l () (et ()],
Tk - N k=0 k=0 A=0

1[ d"

— o0 o0
C,=— - N3(Z)»kvk, Z)»kuk>i|:|
n!|dA" | Pt P 120
(S S
= o (T ) (e(X )]
nl | dA" | P Pt 220
17ar T > >
_ k k
Dy=—l 45 M(Zx uk,z/\ vk>ﬂ i
= = k=0 k=0 A=0
1 d" [ =& ok
= o () (1 ()]
- L\ k=0 k=0 A=0

(12)

The Adomian polynomials (12) can be easily calculated.
Here we give some of them: A9 = ugD%up, A1 =
uoDfuy + u1DSug, Ay = uoDFur + uiDfu; +
urDfug, ..., By = voDF vy, By = voDE vy + v DY o,
By = wDlvy + viDfvi + vuDlv,....Co =
uoLyvo, C1 = uiLyvo + uoLyvy, Co = uzLyvy +
urLyvi+uoLlyva, ..., Do = voLyug, D1 = viLyuo+
voLyui, Do = vyLyug + viLyuy +voLyusy, .. ..
Substituting (10) and (11) into (9) gives

Zi [ > unlx, t)]
n=0

1 1 B
= ;f(x) + S—ac%|:L2x<Z”n(x’ t))

n=0

+2A, — Cy — Dn],
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Zé[z un (x, t)]
= —g(x) + .z@[sz(Zvn(x r))

n=0

+2B, — C, — Dn]. (13)

By using the linearity property of the Laplace transform,
the following recursive formulas are obtained:

ol 0] = -/,

Z[volx, ] = %g(X), (14)

Lluix, 0] = _ac%[(uO)xx +2A0 — Co — Do),

Zvix, 0] = ﬁﬁ[(vo)m +2By — Co — D).
(15)

In general, for k > 1, we obtain
1

L1, )] = = L[ (u)rx + 24k — Cr — Dy,
K

1
Lo x, 0] = s—ﬁfz[(vk)xx + 2By — Cr — Dy].
(16)

By applying the inverse Laplace transform, u; and vy
(k > 0) are evaluated as

up(x, 1) = f(x),
vo(x, 1) = g(x),

S1(0) =——

(1
ui(x,t) =

Da+1)
t
vi(x,t) = g1(ﬂm’
2a ta—i—ﬁ
ur(x, 1) = fz(x)m - f3(x)F(a+—,8+1)’
128
va(x,1) = gz(x)m
(et 17
_g3(x)F(a+—ﬂ+1)"m a7
Hence, the solution in the series form is given by
o 2a
u(x,t) = f(x)+ fl(x)I‘( 1 + fZ(x)m
rat+B
B CET R R
t >
v(x,t) = g(x) + gl(x)m + gz(x)m
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ta+;3
_gS(X)F(Ol‘i‘—ﬁ‘i‘l)—i_”' ) (18)

where
A1) =70 +2f @)D f(x) — f(x)g'(x)

—g(x) f'(x),
() = f{'(x) + 2f () D% f1(x) + 2 f1(x) DY f (x)

— fi0)g' (x) — g(x) f(x),
f(0) = F(0)g)(x) + g1(0) £ (x),
g1(x) =¢"(x) +2g(x)DPg(x) — f(1)g'(x)

— g(x) f(x),
g2(x) =g (x) +2g(x) D g1 (x) + 281 (x) DY g (x)

— f(0)g (x) — g1(x) f(x),
g3(0) = fi(x)g'(x) + g(x) f{(x). (19)

The exact solution in the closed form may also be found
in some cases. The theoretical treatment of the conver-
gence of ADM has been considered in [35-38]. El-Kalla
[38, Theorem 1] introduced the sufficient condition that
guarantees the existence of a unique solution. The con-
vergence of the series solution obtained by ADM is
proved in Theorem 2 of [38]. Finally, the maximum
absolute errors of the series solution obtained by ADM
are proved in Theorem 3 in [38].

4. LVIM for solving space- and time FCBEs

In this section, we present LVIM [29] for solving (7).
The first step of the method is applying the Laplace
transform to (7) and by using the initial conditions (8)
we obtain

m—1

Zsa - kau(x 1)

= zt[Lqu(x, 1)+ 2u(x, t)Du(x, 1)
—v(x, )Lyu(x, 1) —u(x, 1)Lyv(x, 1)],

u(x t)

t=0

m—1

i Fu(x, )
.,iﬂ,[v(x,t)] - Zsﬁ 1-k ok

k=0
= %[Locv(x, 1) + 2v(x, 1) DPv(x, 1)
—v(x, ) Lyu(x, 1) —u(x, 1)Lyv(x, 1)].

=0

(20)

The iteration formula of (20) may then be used to
generate the main iterative scheme involving the Lagra-
nge multiplier as
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4 [un—i-l (x, l)]
= L, 0]+ 21 6) s L [un x, 1]

oy Rux, )
B Z $ 8tk
k=0
+ L[ Loxun(x, 1) + 2up, (x, 1) Dy (x, 1)
= 2 (6 O Lt (5, 1) = (. ) Lv 5, 0] |,
Z[Un-i-l(x: t)]
= ZLlvn(x, 0] + Az(S)[sﬂfz[vn(x, 1]

t=0

-1
B mz b1k kv(x, 1)
otk
k=0 =0
+ L[ Loxva(x, 1) + 20, (x, ) DY vy (x, 1)

— 0p (6, ) Lt (0, 1) — i (X, D)Ly vn (X, z)]].
(2D

Consider .Z[2u(x, )D%u(x,1) — v(x,t)Lyu(x,1)
—u(x, ) Lyv(x, H]and % [2v(x, 1) DEv(x, H—v(x, 1)
Liu(x,t) —u(x,t)Lyv(x, t)] as restricted terms. One
can derive the Lagrange multipliers as

1 1
M) =—2. M) =-7 (22)

with (21) and the inverse Laplace transform ,2”[1, the
iterative formula of (21) is given as

un+1(-x’ t)

I ux, 1)
:ft—l[_[zsa—l—k -
59 pard ot

_Z[LZ)c”n(x»t)+2un(x,t)D$Mn(x,t)

t=0

—vp(x, ) Lyup(x, 1) —uy(x, 1) Lyv,(x, t)]:|:|,

Un+1(x, t)
~1
bolsh = ak |,

— L[ Loxvn(x, 1) + 20, (x, ) DP v, (x, 1)

— Uy (x, ) Lyuy(x, 1) — up(x, 1) Lyv,(x, t)]]]’

(23)

where the initial iterations ug(x,t) and vg(x,t) are
determined by
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- -m—1

uo(x,t)z.;i”t_1 — Zs

=2 L=0

w1 Fux, 1)
ark |
= f(x),

(1 [ 5oy v, )

_ o1
vo(x,t) =% _s—ﬁ_;s "

=04

=g(x), (24)

then we have

o

i (x.) = £(x) +f1(x)ﬁ,

(B
rg+1’

(1) = f(x) + f1()0ﬁ

20

T Qa+ 1)
ta+/3

MNae+pB+1)
120+p

FRa+p+1)
3a

FGa+1)°
B
va(x, 1) = g(x) +gl(x)m

28

T+ 1)
to+p

T+ B+1)
t2,3+ot

Fr2B+a+1)
3P

FrGA+1)""

vi(x, 1) = g(x) + g1(x)

+ f2(x)
— f3(x)
— fa(x)

+ f5(x)

+ g2(x)
— g3(x)
— fa(x)

+ gs5(x) . (25)

where

fa(x) = (fi(x)g1(x))

, FNa+8+1
+g1(x)fl(x))F(a+ DEG 1)
I'Qa+1)
(T(a+ 1))%’
reg+1n
(C(B+1)*
while f1(x), f2(x), f3(x), g1(x), g2(x) and g3(x) are

defined by (19). The sufficient condition for the con-
vergence of VIM is proved in Theorem 1 in [39] and

fs(x) = 2 fi(x)DY f1(x))

ga(x) = 2g1(x) DL g1 (x)) (26)
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Theorem 2 in [40]. The maximum errors of the series
solution of VIM are derived in [39,40] (Theorem 3).

5. RDTM for solving space and time FCBEs

In this section we use RDTM to solve the FCBEs with
space- and time-fractional derivatives (7). By apply-
ing RDTM to (7), the following iterative relations are
obtained:

ko + o+ 1)

I'ka +1)
32

= —Uk(x, 1) + 2Uk(x, 1) DS Uy (x, 1)
ox2 *

Uk1(x,1)

0
_S_(Uk(x, HVi(x, 1)),
X

Ckp+p+1)
CkB+1)
2

d
= —Vi(x, 1) +2Vi(x, ) DP Vi (x, 1)
ox2 *

Vip1(x, 1)

0
—B—(Uk(x,t)Vk(x,t))- (27)
X
For the initial conditions (8), we have
Uo(x, 1) = f(x),
Vo(x, 1) = g(x). (28)

Putting £ = 0 in (27), we have

Tk + 1)

Ule ) = — 2™
10 = S rat D)

82
X (ﬁUO(X, 1) +2Uo(x, 1) DY Up(x, )
X

ad ad
- 8_(U0(-x’ t))VO(x7 t) - _(VO(X» t))UO(X, t))a
by ox

r'kp+1)

ie ) = S 40

82
X <ﬁv0(x, 1)+ 2Vo(x, 1) DP Vo (x, 1)
X

0 0
- _(UO(X, t))VO(X, t) - _(VO(X’ t))UO(-x’ t) s
ox ox
which can be written as

Uix,t) = filx) =——

I'(« +1)

Vitx, 1) = g1(x) (29)

rg+1)

In the same way and by using iterative relation (27), we
have
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Usy(x,1) = f{l(x)m
+2f1(x) DY f1(x)
1
TB+DMCa+1)

1
Mo+ DHDI'Qu + 1)

— fo(x)

Va(x,t) = gi/(x)m

1
2810 DL ) F T D F T
1

—fe(x e
fo Tt DICB+ 1)
where fe(x) = f{(x)g1(x) + fi(x)g](x) and fi(x),
f3(x), g1(x), g3(x) are defined in (19). Finally, apply-
ing the differential inverse transforms to Ui (x, t) and
Vi(x, t) gives

(30)

u(x.t) =Y Uklx, )r*

k=0

=fx)+ f1(X) e

+ 2 fi(x) DY f1(x)

1o 2a

+f1()F(2a+1)

t2a
M+ DI'QRa + 1)

20

t
A ES N T

v(x, 1) = Z Vi(x, t)tkﬁ

k=0
tﬁ 1" [2ﬂ
=80+ SO F gy P WLy
2B
+2g1(x) D g1 (x) t

r+nreg+1
128

NCESHYC TS

— fe(x)
(31)

In a similar way, the proposed techniques of LADM,
LVIM and RDTM can be applied to obtain analyti-
cal approximate solutions of (2) by LADM, LVIM and
RDTM.

6. Numerical applications

In this section, two numerical examples representing the
one- and two-dimensional FCBEs are given to illustrate
the accuracy and efficiency of the proposed methods.
The numerical results are computed for only five terms
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of the LADM and RDTM with the fourth iteration of
LVIM.

Example 1 [9]. For the following one-dimensional time

FCBEs:

D;Yu(x’ t) = szu(-xv t) + 2“(-x’ t)Lxu(-xa t)
_Lx(u(x7t)v(x’t))v 0<a§ 11

DPv(x,1) = Loxv(x, ) + 2v(x, t)Lyv(x, 1)

—L,y(u(x,t)v(x, 1)), 0<p=<1, 32
with initial conditions
u(x,0) = f(x) =sin(x),
v(x,0) = g(x) = sin(x). (33)

The exact solution of (32) at the special case, o« = 8 =
1,1s

u(x,t) =e 'sin(x), v(x,t) =e "sin(x). (34)

6.1 Solution using LADM

By using the initial conditions (33), (19) takes the form

f1(x) = —sin(x) = g1(x),
f2(x) = sin(x) — 2 sin(x) cos(x) = g2(x),

f3(x) = =2sin(x) cos(x) = g3(x), (35)
then using (32), (35) and (18) we have
uo(x, t) = sin(x),
vo(x, t) = sin(x),
ul(x, t) = — Sin()C)m,
. 1P
V1 (X, [) = — SIH(X)m,
2a
ur(x, 1) = (sin(x) — 2sin(x) cos(x))m
: 19th
+2 sin(x) COS(X)F(()t-i-—,B—l-l)’
. . t?f
va(x, 1) = (sin(x) — 2 sin(x) cos(x))m
) a+p
+2 sm(x) COS(X)m, e (36)

Hence, the solution in series form is

u(x,t) =ug(x,t) +uy(x,t) +uy(x,t)
+uz(x, 1) +---,

v(x,t) =vo(x,t) +v1(x, 1)+ valx,t)
+u3(x, 1)+,
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1.e.

u(x,t) =sin(x) — sin(x) i

Fa+1)
2
+ (sm(x) — 2sin(x) cos(x))m
. (X+,B
+ 2 sin(x) cos(x)—r(a YA+ D) +--,
. . tP
v(x,t) =sin(x) — sm(x)m
. . t2P
+ (sin(x) — 2 sin(x) cos(x))m
. a+p
+ 2 sin(x) cos(x)r(oH_—M +---
(37)
6.2 Solution using LVIM
From (33), (35) and (26), we have
P MNa+pB+1)
fa(x) = 2sin(x) cos(x) NCESNNCERIS
A rQa+1)
f5(x) = 2sin(x) cos(x)—(r(a T2
. reg+1
g4(x) = 2sin(x) COS(X)(FE,BIBT)))Z (38)
and by substituting (38) into (25) we have
ug(x, t) = sin(x),
vo(x, t) = sin(x),
ui(x,t) =sin(x) — sin(x)m,
. . t
vi(x,t) =sin(x) — sm(x)m,
uz(x, f) = Sin(X) — Sil’l()(f)m
2a
—I—(sm(x) -2 Sll’l(.X) COS(X))m
) totJrﬁ
+2 Sln(X) COS(X)F(O[—{——M
MNe+B8+1)

28I oS T B+ )
f20+p
L
FQRa+p+1)
Qa+1) e

F2sin@) cos() T T Ga 1 )
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Table 1. The L,-norm errors for the suggested methods when —5 < x <

5,h = 0.1 for u(x, t).

t LADM

LVIM RDTM

0.01  1.9098963 x 1012

0.05  5.9294056 x 10~°
0.10  1.8818028 x 10~
0.50 5.5141181 x 10~*
1.00  1.6348008 x 102

1.9098963 x 1012
5.9294056 x 10~°
1.8818029 x 10~/
5.5139119 x 10~*
1.6094187 x 1072

1.9098875 x 10~12
5.9294056 x 10~
1.8818029 x 10~/
5.5141181 x 10~*
1.6348008 x 1072

B

. . t
vy(x,t) = sin(x) — sm(x)m

28

—|—( sin(x) -2 sin(x) COS(X))m

taJrﬂ

Ca+p+1)
T(a+p+1)
T+ DIB+ 1)

+2 sin(x) cos(x)

—2sin(x) cos(x)

t2o+p
“TQa+p+1)
. reg+1)
+2 SIH(X) COS()C)(F(IBT))2
13f
X ... (39)
rgg+1
6.3 Solution using RDTM
Using (29), (30) and (35), we have
Uo(x,t) = sin(x),
Vo(x,t) = sin(x),
U](x, t) = — Sin(X)m,
V] (x, t) = — Sin(X)m,
Uz(x, f) = Sin(X)m
. 1
+ 2 sin(x) cos(x) Fat DTCat D
— 2sin(x) cos(x) ! )
Fra+1HIT(B+1)
. 1
Vo(x,t) = Sln(X)m
. 1
+ 2 sin(x) cos(x) FTE+D)TQRELD
— 2sin(x) cos(x) ! Y
reg+nHTIa+1)
(40)

and the series solution takes the form

o

u(x, t) = sin(x) — Sin(X)m

20

+ sin(x)—F(za D

t2a
Mo+ 1) T'Qa+1)

+2 sin(x) cos(x)

—2sin(x) cos(x) m
t2a

“Teatn
B

v(x,t) =sin(x) — sin(x)m

2P

+ Sil’l()(f)m

1 28
re+nres+1

+2 sin(x) cos(x)

—2sin(x) cos(x) ﬁ
28

“Foprn T @

6.4 Some numerical results

We suppose that the function u(x,t) is defined for
A <x < Band 0 <t < L. The solution domain is
discretised into cells described by the node set (x;, ;)
inwhichx; = A+ih(i=0,1,2,...,M)and t, = nk
n=0,1,2,...,K),h = Ax = (B— A)/M is the
spatial mesh size and k = At = L/K is the time step.
Numerical results of Example 1 are given in tables 1
and 2 which represent the L,-norm errors for the three
proposed methods at: —5 < x <5.

Figures 1 and 2 illustrate the absolute errors between
the exact solutions of u(x, t) and v(x, t) and the ana-
Iytical approximate solutions at « = 8 = 1 obtained
by LADM, LVIM and RDTM when —5 < x < 5,
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Table 2. The L;-norm errors for the suggested methods when —5 < x <

5,h = 0.1 for v(x, t).

LVIM

RDTM

t LADM
0.01  1.9098963 x 10~12
0.05  5.9294056 x 10~°
0.10  1.8818028 x 1077
0.50 5.5141181 x 10~*  5.51411
1.00  1.6348008 x 102

1.9098992 x 10~12
5.9294056 x 10~°
1.8818029 x 1077

1.6348008 x 102

1.9098875 x 10712
5.9294056 x 10~°
1.8818029 x 107
5.5141181 x 10~*
1.6348008 x 102

81 x 1074

K | taom - texer |

(b)

710 Abs.err
/ 0.003}

K | thorm - texer |

Figure 1. The space—time surfaces of the absolute errors for u(x,t) by (a) LADM, (b) LVIM and (¢) RDTM when

—S5<x<50<t<lando=pg=1.

K | viaom - exer | (b)

Figure 2. The space—time surfaces of the
—5<x<50<t<landa=pg=1.

(@) (b)

LADM LvVIiM

()

B | vvim - Yexer | i
K | ko - Vexer |

absolute errors for v(x,t) by (a) LADM, (b) LVIM and (¢) RDTM when

()

RDTM |

| exact
B Upepa
B Ugp-o95
| taspeozs
B Ugepeos

-1.0

-4 -2 X o 2 -4 -2 xo 2

4 -4 -2 0 2 4

X

Figure 3. The approximate solutions for u(x, t) at various values of «, 8: (a) LADM, (b) LVIM and (¢) RDTM.

0 <t < 1, respectively. The behaviours of the esti-
mated solutions of u(x, ¢) and v(x, t) by using LADM,
LVIM, and RDTM at different values of o, 8 (¢ = 8 =
1,0.95,0.75 and 0.5), t = 0.1,-5 < x < 5 with
exact solution are displayed in figures 3 and 4, respec-
tively. There are some remarkable results that should
be mentioned. First, the LADM has many advantages

as it can be applied directly without linearisation. Also,
the method is capable of reducing greatly the size of
computational work while still maintaining high accu-
racy of the numerical solution. However, although the
series can be rapidly convergent in a very small region, it
has a very slow convergence rate in wide regions. Sec-
ondly, the main advantage of LVIM is to identify the
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(c)
10,
RDTM
e W Vet
: B Vep
00 B Vaepeo5
B Voepzo7s
~05 B Voepe0s

X -4 -2 x°

2 TR -4 -2 0 2 4

Figure 4. The approximate solutions for v(x, t) at various values of «, 8: (a) LADM, (b) LVIM and (¢) RDTM.

Lagrange multipliers of the VIM, and to propose a new
concept of the Laplace—Lagrange multipliers from the
Laplace transform. Thirdly, with RDTM, it is possible
to obtain highly accurate results or exact solutions for
differential equations without linearisation or perturba-
tions. However, RDTM has some drawbacks that the
series solution gives a good approximation to the true
solution in a very small region. The numerical results
show that the three proposed methods are very effective
and are in good agreement with each other.

Example 2 [9,11]. For the following two-dimensional
time FCBEs:

du(x,y,t)

Du(x,y,t) +u(x, y, 1)
ox

du(x,y, 1)
dy

1 [8%u(x, y, 1) N u(x, v, 1)
dx2 dy? '

+vu(x, y,1)

Re

dv(x, y, 1)

Do, y. ) +ux.y.0)
0x

dv(x,y,1)
dy

1 82v(x,y,t)+82v(x,y,r)
" Re dx2 dy?

+v(x, y, 1)

(42)

with the initial conditions

u(x,y,0)=3— (4(1 + e(Re/S)(—x+y)))—1,

3
7
v(x,y,0) = % + (4(1 + e(Re/S)(fx+y)))—1' 43)

The exact solutions of (42) at the special case, o = 8 =
1, are

— (40 + e(Re/32)(*t74x+)’)))_1’

+ (40 + e(Re/SZ)(—t—4x+y)))_1.

ulx,y,t) =

INTRENNIM

vx, y, 1) = (44)

6.5 Solution using LADM

By using the initial conditions (43), the first components
of u(x, y,t) and v(x, y, t) will be

3 I
R e (N

3 1
UO(X,)”I) = Z + 4(1 +eb(fx+y))’

beb XY (1+4ab(—1+4eP(3 )z
8(14eb(—+)3T (14a) ’

uy(x,y, t) =—

vi(x,y,t) =
be? TN (1 + dab(—1 + X)) P
8(]+eb(_x+)’))3]"(]+/3) PRCICEEEY

where a = 1/Re, b = Re/8. So the solution will take
the following form:

u(lx,y,t) =uolx,y, t) +up(x,y,t)
H+ur(x,y,t)+---
3 1
Ti T i r o)
be? I (1 + dab(—1 + P ¥ )
B 8(1 4+ etx+))3T(1 + a)
_|_ sy
v(x,y, 1) =vo(x, y, 1) +vi(x, y, 1)
+va(x, y, 1) + -
3 1
“iT Ao
beb X (1 + dab(—1 + et =¥ +))) P
8(1 4 eP(=*+)3r (1 + B)
I

6.6 Solution using LVIM

According to the procedure of LVIM and by using the
initial conditions (43), the first components of u (x, y, t)
and v(x, y, t) are
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1

4(1 + ebx+»)’

1

4(1 + eb(=x+»)’
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be? I + dab(—1 + P ¥ )% 4+ 2(1 + b3 H)2(2 4 3PN (1 + )

( 1) = )
ug(x, y,t) = - —
olx,y 1

( t) = )
vo(x, y, 1) = -+
0 y 4
up(x,y, t) =—
vi(x, y, 1) =

8(1 4 et=x+t)3 (1 4 )

’

beb XN (1 + dab(—1 + PP 4 2(1 + )2 (4 4 3P (1 + )

8(1 +el=x+)3r (1 + B)

g o e

6.7 Solution using RDTM

u(x,y,t) =Uo(x,y, t) + Up(x,y, 0)t*

By applying RDTM to solve (42) and using the initial —
conditions (43), the first components will be

3
Up(x, vy, 1) = - —
o(x, y,1) 1

3
VO(X»)’J) = Z+

1

4(1 + eb(=x+m)’

1

4(1 + eb(=xHm)’

T4

v(x,y,t)

beb X (14+4ab(—1+4eP(F )

Ui(x,y,t) =—

Vitx, y,t) =

8(1+et(=x+)3T (1+a)

beb X (1 4 dab(—1 + b ¥ )

8(1 + P+ (1 + B)

PRI

So, the solution takes the following form:

:4_1+

+ Us(x, y, 1% + - -

3 1

4(1 + eb=x+1)

be! XN (1 + dab(—1 + b))
8(1 4+ eb*+)3(1 + «)

= Vo(x, y, 1) + Vi(x, y, D)tP
+ Valx,y, 6 4.

’

3 1

4(1 + eb(—x+)

bePX (1 + dab(—1 4 b)) 1P

8(1 4 ePX )3 (1 + B)

Table 3. The L;-norm errors for the suggested methods when 0 < x <
1,0<y<1,h=0.1foru(x,y,t).

t

LADM

LVIM

RDTM

0.05
0.10
0.20
0.30
0.40
0.50

0.0
1.1102230 x 1016
4.9960036 x 10~15
3.7747583 x 10714
1.5898394 x 1013
4.8505644 x 10~13

1.9428903 x 1014
3.1064040 x 1013
4.9770188 x 10712
2.5221159 x 10~ 11
7.9790841 x 10~
1.9499558 x 10~10

0
1.1102230 x 10716
4.9960036 x 10~13
3.7747583 x 10~ 14
1.5898394 x 1013
4.8505644 x 10~13

Table 4. The L,-norm errors for the suggested methods when 0 < x <
1,0<y<1,h=0.1forv(x,y,t).

t

LADM

LVIM

RDTM

0.05
0.10
0.20
0.30
0.40
0.50

0.0
1.1102230 x 1016
4.9960036 x 10~1°
3.7747583 x 10714
1.5898394 x 1013
4.8505644 x 10713

1.9428903 x 10~ 14
3.1064040 x 1013
4.9770188 x 10712
2.5221159 x 10~
7.9790730 x 10~ 11
1.9499569 x 10~10

0

1.1102230 x 1016
4.9960036 x 10~1°
3.7747583 x 10714
1.5898394 x 1013
4.8505644 x 10713
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Kl 1 aaom - vexerl (b)

K 1avm - vexcr! (C)

K 1 Rom - texer !

Figure 5. The space—time graph of absolute errors of u(x, y, t) obtained by (a) LADM, (b) LVIM and (¢) RDTM when
a==1,0<y<1,0<tr<05andx =0.9.

1 Maom - vexe | (b) B 1 vim- vexer| (C)

.‘ K 1rotm - vexer |
Abs.err
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11 ‘04
s.x10711 7 sx0-1|

Figure 6. The space—time graph of absolute errors of v(x, y, t) obtained by (a) LADM, (b) LVIM and (¢) RDTM when
a=p=10<y<1,0<r<05andx =0.9.

(@)

K 1 aaom - vexer | (b) 1 avim - vexet | (C)

K 1 urom - excr

Figure 7. The space—time graph of absolute errors of u(x, y, t) obtained by (a) LADM, (b) LVIM and (¢) RDTM when
a==1,0<x<1,0<tr<05andy=0.9.

(a) K 1waom - vexer | (b) (C)
K 1w - vexerl
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Abs.err R/
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Figure 8. The space—time graph of absolute errors of v(x, y, t) obtained by (a) LADM, (b) LVIM and (¢) RDTM when
a=p=10<x<1,0<r<05andy=0.09.

Tables 3 and 4 tabulate the Ly-norm errors for our  approximate solutions obtained using methods in [9,11]
three proposed methods at 0 < x < 1,0 <y < 1and toexactsolution. To show the efficiency of the proposed
Re =1 for different values of 7. It is remarkable that in  methods, graphical representation of the absolute error
Example 2, the estimated solutions obtained using surfaces between the exact and the analytical approxi-
LADM, RDTM and LVIM converge faster than the mate solutions of u(x, y,t) and v(x, y,t) atae = B =
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(©)
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- ”Exac(
W Ug-py
0 Uypenss
B Uy=p-015

0.6245

0.6240

B Uy=p=05

0.6235
0.0

03 04 05 0.1

Figure 9. The behaviours of u(x, y,t) by using (a) LADM, (b) LVIM and (¢) RDTM for various values of «, B at

x =y =0.5,0 <t < 0.5 with the exact solution.

(a) (b) ()
& 0.8765 0.8765
o765 LADM : LVIM . RDTM B Vo
B Vazp:1
0.8760| 0.8760 0.8760
B Va=p=0.95
0.8755| 0.8755 0.8755 B Vazp:075
- - B Va-p-os
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00 01 02,03 04 05 00 01 02, 03 04 05 00 01 02,03 04 05

Figure 10. The behaviours of v(x, y, ) by using (a) LADM, (b) LVIM and (¢) RDTM for various values of «, S at

x =y =0.5,0 <t <0.5 with the exact solution.
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~o.70 ~o70| 010
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Figure 11. The behaviours of u(x, y, t) and v(x, y, t) by using (a) LADM, (b) LVIM and (¢) RDTM at « = %, B =

1,0 <t <05a=1b= g, obtained by LADM,
LVIM and RDTM when 0 < y < 1,x = 0.9, is shown
in figures 5 and 6, respectively, and for 0 < x < 1,
y = 0.9 in figures 7 and 8, respectively. It is noted that
the same numerical results are obtained in two cases.
Figures 9 and 10 illustrate the behaviours of the com-
puted solutions of u(x, y, t) and v(x, y, ), respectively,
using LADM, LVIM and RDTM at various values of
the parameters o« and 8 (¢« = B = 1,0.95,0.75 and
0.5),x =y =0.5,0 <t < 0.5 with exact solution. In
figure 11 the behaviours of the approximate solutions of
u(x,y,t)and v(x, y, t) obtained by the three proposed
methods at a fixed value of @ and 8 (o = % B = %) are
plotted. These figures show that the obtained solutions
cover the classical results when the value of the frac-
tional order tends to unity. Also, the three methods are
very effective and are in good agreement with each other.

7. Conclusions

The main objective of this paper was to construct
efficient approximate analytical solutions to the one- and

02 ¢ 03 04 0.5 0.0 0.1 02 ¢ 03 0.4 0.5

W] —

two-dimensional FCBEs. We successfully achieved this
target by using three methods: namely, LADM, LVIM
and RDTM. The obtained solutions approved the relia-
bility and accuracy of the proposed methods. Numerical
analysis showed that the same results are obtained for
the one-dimensional FCBE by the three suggested meth-
ods, while in the two-dimensional FCBE, the solutions
obtained by means of LADM and RDTM converge
faster than the approximate solution by LVIM.
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