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Abstract. In this paper, a passive control scheme based on the fractional-order calculus is proposed. We study the
modified complex projective synchronisation between two identical fractional-order complex chaotic systems, and
its application in the secure communication. The fractional-order complex chaotic Lorenz system is employed to
encrypt the emitted signal. In the transmitter module, the information signal is modulated into one parameter of the
Lorenz system. It is assumed that the same parameter is unknown in the receiver module. In order to synchronise
two systems with different initial conditions, the controllers and an appropriate parameter update rule are designed.
Theoretical analysis and numerical simulations show that this method is feasible and robust to some extent in the
presence of channel noise.
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1. Introduction

A chaotic system is a complex nonlinear system, which
is highly sensitive to initial conditions and parame-
ter variations. In comparison with the integer-order
systems, fractional-order systems have received consid-
erable attention in describing the real-world physical
phenomena [1]. Recently, the applications of fractional
calculus in such cases are investigated. For exam-
ple, in physics, engineering and especially in secure
communication, fractional calculus has attracted much
attention [2,3]. In secure communication, complex vari-
ables can increase the security of information signals
and additionally carry more transmitted information
[4–6]. Several fractional-order complex chaotic sys-
tems such as the Lorenz system [7], Chen system
[8], T system [9] and Lü system [10] have been pro-
posed and designed till now. In [8], chaotic secure
communication of the coupled fractional-order complex
chaotic Chen systems based on hybrid synchronisation
is investigated.

Since Pecora and Carroll studied synchronisation of
chaotic systems with different initial conditions [11],
many synchronisation methods, such as complete

synchronisation, phase projective synchronisation, lag
projective synchronisation, modified complex projec-
tive synchronisation (MCPS) [12–15] and modified
generalised projective synchronisation [3], have been
proposed. Due to the potential applications of chaos
synchronisation in different fields such as physics [16],
chemistry [17] and secure communications [18], sev-
eral control techniques such as feedback control [19],
adaptive control [20], adaptive fuzzy control [21], slid-
ing mode control [22,23] and passive control [5,6,24]
have been proposed to achieve chaos synchronisation.
In the last few decades, the passive control technique
plays an important role in the stabilisation of nonlinear
systems such as unified chaotic system [25]. The main
advantage of this control method is that internal stability
of the system is guaranteed.

Secure communication based on synchronisation of
chaotic dynamical systems has been developed in the
past decades; but there was little work for secure com-
munication based on synchronisation of fractional-order
chaotic systems [2,3]. Fractional-order real and com-
plex systems have memory and nonlinearity which make
them different from the integer-order one. The com-
plex variables in the fractional-order complex systems
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can be double the number of variables to increase the
transmission capacity [8].

In the usual chaotic communications scheme, the
message to be transmitted is carried from the transmitter
to the receiver by a chaotic signal, may be destroyed by
such noises, and then reconstructed by the receiver sys-
tem [26]. Some of the important approaches of chaotic
communications include chaos masking [27,28], chaos
modulation [5,6,28,29], chaos shift keying [30,31] and
chaos switching.

Recently, the application of complex function
projective synchronisation of two coupled complex
chaotic systems in secure communication is investigated
in the presence of channel noise by Liu and Zhang [4].
Mahmoud et al [5] introduced projective synchronisa-
tion of hyperchaotic complex systems using the passive
control technique and its application in secure communi-
cation without the effect of channel noise is studied. Wu
et al [6] investigated the chaotic secure communication
in the presence of channel noise via the synchroni-
sation of two hyperchaotic complex systems realised
by passive control technique. However, this research
attempts to develop a special case of synchronisation
of two identical fractional-order complex chaotic sys-
tems that are exposed to bounded noise. The complex
scaling factors, manipulated by complex states of the
transmitter system, are sent to the public channel. We
employ parameter modulation method to build a secure
communication scheme so that security of the informa-
tion signal can be improved. Moreover, a simple filter
is used in the receiver module to assure the accuracy
of the recovered message signal. The details of the
proposed secure communication scheme are explained
in §4.

Some contributions of this paper can be considered
as: (i) the proposed new scheme is achieved for
fractional-order complex chaotic systems, pertaining
to which there are only a few investigations. (ii) The
designed controller is based on a passive control tech-
nique using the fractional Lyapunov function which can
provide wide applicability for the synchronisation of
fractional-order systems. (iii) The problem for chaotic
secure communication via the passive synchronisation
of fractional-order complex chaotic systems is resolved.
(iv) The effects of different kinds of noises are investi-
gated.

The lay-out of this paper is as follows. In §2,
some preliminaries of fractional calculus are reviewed.
The principle of the passive control technique for the
fractional-order complex nonlinear systems is given in
§3. In §4, a secure communication scheme via the MCPS
of fractional-order complex chaotic systems is investi-
gated. Numerical simulations are employed in §5, and
finally, concluding remarks are drawn in §6.

2. Mathematical preliminaries

The fractional integration of a function g(t) : R+ → R
is given by [32,33]

t0 D
−q
t g(t) = 1

�(q)

∫ t

t0
(t − τ)q−1g(τ )dτ, (1)

where �(·) is the well-known Euler’s gamma function,
defined by �(z) = ∫ ∞

t0
t z−1e−tdt .

There are many definitions for fractional differential
operators [32,33]. The most well-known definition is the
Riemann–Liouville definition. The Riemann–Liouville
fractional derivative of the function g(t): R+ → R is
given as follows:

aD
q
t g(t) = 1

�(k − q)

dk

dtk

∫ t

0

g(τ )

(t − τ)q+1−k
dτ, (2)

where k is the first integer larger than q, i.e. k − 1 ≤
q < k.

The Caputo fractional derivative of the function g(t):
R+ → R is defined by

Dqg(t)

=

⎧⎪⎪⎨
⎪⎪⎩

1

�(k − q)

∫ t
0

g(k)(τ )

(t − τ)q+1−k
dτ, k − 1<q<k,

dkg(t)

dtk
, q = k.

(3)

In our theoretical analysis, we used the Caputo
definition. Also, in order to solve fractional-order dif-
ferential equations, we recall the Adams–Bashforth–
Moulton algorithm [34].

3. The theory of passive control

The fractional-order complex nonlinear system with
uncertain parameters can be considered in the following
general form:{
Dqx = f (x, θ) + g(x, θ)�,

y = h(x, θ),
(4)

where x ∈ Cn is the state complex vector, x = x r + jx i,
x r = (u1, u3, . . . , u2n−1)

T, x i = (u2, u4, . . . , u2n)
T.

� ∈ Cκ is the control complex vector, � = �r +
j�i, �r = (ν1, ν3, . . . , ν2κ−1)

T, �i = (ν2, ν4, . . . ,

ν2κ)
T and the output y ∈ Cκ , y = yr + jyi, yr =

(ι1, ι3, . . . , ι2κ−1)
T and yi = (ι2, ι4, . . . , ι2κ)T; κ <

n, j = √−1. f and κ columns of g are smooth vec-
tor fields, h is a mapping that is smooth. θ ∈ Rp is an
uncertain parameters vector.

The real form of system (4) can be rewritten as{
DqW = F(W, θ) + G(W, θ)χ,

ϒ = H(W, θ),
(5)
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where W ∈ R2n is the state real vector, W =
(u1, u2, . . . , u2n)

T. χ ∈ R2κ is the real external input,
χ = (ν1, ν2, . . . , ν2κ)T and ϒ ∈ R2κ is the output,
ϒ = (ϒ1, ϒ2, . . . , ϒ2κ)T. The functions F and G are
locally Lipschitz with F(0) = 0 and G(0) = 0. The
vector field F has at least one equilibrium point and we
assume that it is at the origin.

DEFINITION 1 [5,6,24,35]

System (5) is said to have a relative degree [1, 1, . . . , 1]
at the origin if the matrix LGH(0)=(∂H/∂W )G(W, θ)

is non-singular.

DEFINITION 2

System (5) is a minimum phase system if LGH(0) is
non-singular and W = 0 is one of the symptotically
stabilised equilibrium points of F(W ).

DEFINITION 3

System (5) is said to be passive if the following two
conditions are satisfied:

1. There should be two smooth vector fields F(W )

and G(W ) and also a smooth mapping H(W ).
2. There should be a continuous differentiable pos-

itive semidefinite function V(u), a real-valued
constant ε, a positive constant δ and fractional-
order operator q ∈ (0, 1] such that ∀t ≥ 0, and the
following inequality holds:

∫ t

0
χT(τ )ϒ(τ)dτ + t (1−q)ε

�(2 − q)
≥ δ

∫ t

0
ϒT(τ )ϒ(τ)dτ.

(6)

Remark 1. For q = 1, inequality (6) becomes the
well-known definition for integer-order counterpart,
where the constant parameter ε is the initial value of
the function V (u). In inequality (6), t and q are posi-
tive real constants. Therefore, (t (1−q)ε)/(�(2 − q)) is
a real positive constant, which satisfies the necessary
condition for the passivity of system (5).

If system (5) has the relative degree [1, 1, . . . , 1] at
W = 0 and the distribution defined by the vector field
G1(W ),G2(W ), . . . ,G2κ(W ), then we can describe the
following parametric normal form:{
Dqω = ϕ(ω, θ) + ρ(ω, ϒ, θ)ϒ,

Dqϒ = �(ω, ϒ, θ) + φ(ω, ϒ, θ t)χ.
(7)

Based on (5) and (7), the new coordinate of system (5)
is (ω, ϒ), locally defined close to the origin. Suppose

that φ(ω, ϒ, θ) in system (7) is parameter-independent,
i.e. φ(ω, ϒ, θ) = φ(ω, ϒ), and so system (7) becomes{
Dqω = ϕ(ω, θ) + ρ(ω, ϒ, θ)ϒ.

Dqϒ = �(ω, ϒ, θ) + φ(ω, ϒ)χ.
(8)

If an appropriate controller χ is designed, the pas-
sivity of (8) may be satisfied. Assume that system (8)
represents the dynamics of the error system. So the equi-
librium point of system (8) by the controller χ can be
asymptotically stabilised [36].

Lemma 1 [37]. Let g(t) ∈ R be continuous differen-
tiable. Then, for any time instant t ≥ t0 and fractional-
order differential equations, which are defined by
Caputo fractional derivatives, the following inequality
is obtained:

Dqg2(t) ≤ 2g(t)Dqg(t), ∀ q ∈ (0, 1). (9)

Remark 2 [37]. When g(t) ∈ Rn , Lemma 1 is still valid.
That is, ∀ q ∈ (0, 1) and ∀ t ≥ t0

DqgT(t)g(t) ≤ 2gT(t)Dqg(t). (10)

The proof is straightforward and is based on [37].
Hence the proof is omitted here.

4. Secure communication based on MCPS

In figure 1, a secure communication based on MCPS of
two identical fractional-order complex chaotic Lorenz
systems is shown. The information signal is modulated
into one parameter of the fractional-order complex sys-
tem in the transmitter after being transformed by an
invertible transformation function γ (·) and the result-
ing system still exhibits a chaotic behaviour. Since this
system is chaotic, it is hard to detect the information sig-
nal by detectors from the transmitted signals in the noisy
public channel. In the receiver end, with the help of con-
troller �(X ′

1, X2), MCPS between the transmitter and
the receiver systems using the passive control technique
can be realised. Thus, by using the output of the adaptive
controllers and the invertible transformation function,
the information signal can be identified, asymptotically.
Based on figure 1, in the transmitter, the new parameter
β(t) is defined as a function of the information signal
s(t). N (t) is the noise of the channel. The weighted state
signals �X1 that may be influenced by channel noises
are the complex signals received in the receiver module.
When MCPS is achieved, the receiver system can esti-
mate the unknown parameter β̂(t). Finally, as depicted
in the receiver module, using the states of the receiver
system and the designed controller, the weighted states
of the transmitter system and the receiver system will
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Figure 1. Block diagram of the chaotic communication system.

synchronise and the corresponding information signal
can be recovered through an appropriate adaption law
and some simple operations.

The chaotic transmitter system is in the following
form [7]:⎧⎨
⎩

Dqx1 = 10(x2 − x1),

Dqx2 = a2x1 − x2 − x1x3,

Dqx3 = 1/2(x̄1x2 + x1 x̄2) − x3,
(11)

where x1 = u11 + ju12, x2 = u13 + ju14, x3 = u15.
As the results in [7], system (11) with a2 = 180 and

q = 0.95 is chaotic with the largest Lyapunov exponent
of 0.0148. The chaotic behaviour of (11) with a2 = 180
and different values of fractional-order (q) are plot-
ted in figure 2. The chaotic behaviour of the system
decreases when the fractional-order (q) decreases from
0.95 to 0.8 and the behaviour of the system changes
to a periodic case. The largest Lyapunov exponents of
(11) with q = 0.9 and 0.8 are 0.0124 and 0.0027,
respectively.

A new parameter β(t) is defined in system (11) to
exhibit the chaotic behaviour.

Hence, according to (11), one obtains
⎧⎪⎨
⎪⎩

Dqx1 = 10(x2 − x1),

Dqx2 = β(t)x1 − x2 − x1x3,

Dqx3 = 1/2(x̄1x2 + x1 x̄2) − x3.

(12)

In the receiver end, the receiver system is constructed
as follows:⎧⎪⎪⎨
⎪⎪⎩

Dq y1 = 10(y2 − y1),

Dq y2 = β̂(t)y1 − y2 − y1y3 + �1,

Dq y3 = 1/2(ȳ1y2 + y1 ȳ2) − y3 + �2,

(13)

where y1 = u21 + ju22, y2 = u23 + ju24, y3 = u25,
�1 = ν1 + jν2, �2 = ν3. β̂(t) is the unknown parameter
of the receiver system which needs to be estimated.

Define the MCPS error variables as E = Y − �X ,
where E = (E1, E2, E3)

T = (e1 + je2, e3 + je4, e5)
T

and suppose � = diag(1 − j, 1 − j, 1).
Thus, one can obtain

�X = ((u11 + u12) + j(u12 − u11), (u13 + u14)

+ j(u14 − u13), u15)
T

= (s11 + j s12, s13 + j s14, s15)
T

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

E1 = e1 + je2 = y1 − (1 − j)x1
= (u21 − s11) + j(u22 − s12),

E2 = e3 + je4 = y2 − (1 − j)x2
= (u23 − s13) + j(u24 − s14),

E3 = e5 = y3 − x3 = u25 − s15

(14)

and consider the parameter estimate error as eβ(t) =
β(t) − β̂(t).

Using (12)–(14), the error dynamical system can be
written as follows:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

DqE1 = 10(e3 − e1) + j(10(e4 − e2)),

DqE2 = −eβ(s11) + β̂(t)e1 − e3 − u21u25

+ s11s15 + j(−eβs12 + β̂(t)e2 − e4
− u22u25 + s12s15) + �1,

DqE3 = u21u23 + u22u24
−1/2(s11s13 + s12s14) − e5 + �2.

(15)

By designing suitable controllers �k(t), k = 1, 2, and
the parameter update rule, the error dynamical system
(15) can be asymptotically stabilised at the origin, i.e.
limt→∞‖E‖ = 0, limt→∞|eβ | = 0. That is, MCPS
between the transmitter system (12) and the receiver
system (13) is globally achieved and the uncertain
parameter can be estimated asymptotically.
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Figure 2. (a, b) Projections of chaotic attractors of (11) when q = 0.8; (c, d) projections of chaotic attractors of (11) when
q = 0.9 and (e, f) projections of chaotic attractors of (11) when q = 0.95.

Theorem 1. The error dynamical system (15) is a
minimum phase system with the control laws as follows:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ν1 = 10ω1 − β̂(t)ω1 + ϒ1 + u21u25
−s11s15 − δϒ1 + η1,

ν2 = 10ω2 − β̂(t)ω2 + ϒ2 + u22u25
−s12s15 − δϒ2 + η2,

ν3 = −u21u23 − u22u24 + 1/2(s11s13 + s12s14)

+ϒ3 − δϒ3 + η3

(16)

and the uncertain parameter update law is as follows:

˙̂
β(t) = β̇(t) − D1−q(ϒ1s11 + ϒ2s12), (17)

where δ > 0 is the feedback control gain, and η =
(η1, η2, η3)

T are the external input signals that are con-
nected with the reference inputs.

Proof. First, it is necessary to compute LGH(0).
Obviously, LGH(0) is non-singular. Then, based on
Definition 1, system (15) has a relative degree [1, 1, . . . ,

1]. So, consider the parametric version of the normal
form of system (15) and let ϒ = (ϒ1, ϒ2, ϒ3)

T =
(e3, e4, e5)

T as the system outputs and ω = (ω1, ω2)
T =

(e1, e2)
T, then system (15) can be written as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Dq(ω1 + jω2) = 10(ϒ1 − ω1) + j(10(ϒ2 − ω2)),

Dq(ϒ1 + jϒ2) = −eβs11 + β̂(t)ω1

− ϒ1 − u21u25 + s11s15

+ j(−eβs12 + β̂(t)ω2 − ϒ2

− u22u25 + s12s15) + �1,

Dqϒ3 = u21u23 + u22u24

−1/2(s11s13 + s12s14) − ϒ3 + �2.

(18)

According to (8) and (18), we have

χ = (ν1, ν2, ν3)
T, ϕ(ω, θ) =

(−10ω1
−10ω2

)
,

ρ(ω, ϒ, θ) =
(

10 0 0
0 10 0

)
,

φ(ω, ϒ) =
⎛
⎝1 0 0

0 1 0
0 0 1

⎞
⎠,

�(ω, ϒ, θ)

=
⎛
⎝ −eβs11 + β̂(t)ω1 − ϒ1 − u21u25 + s11s15

−eβs12 + β̂(t)ω2−ϒ2−u22u25+s12s15
u21u23 + u22u24−1/2(s11s13+s12s14)−ϒ3

⎞
⎠.

(19)



29 Page 6 of 10 Pramana – J. Phys. (2019) 92:29

Let the positive storage function candidate be defined
as

V(ω, ϒ, θ) = X(ω, θ) + (ϒTϒ + e2
β)/2, (20)

where

X(ω, θ) = 1/2(ωTω) = 1/2(ω2
1 + ω2

2), X(0) = 0.

The zero dynamics of system (8) describes the inter-
nal dynamics and it occurs when ϒ = 0, i.e. Dqω =
ϕ(ω, θ).

By taking the fractional derivative from W(ω, θ) and
using Remark 2, one obtains

DqX (ω, θ) ≤ ωTDqω ≤
(

ω1
ω2

)T (−10ω1
−10ω2

)

= −20X (ω, θ) ≤ 0. (21)

As DqX (ω, θ) ≤ 0 and X(ω, θ) is a positive
Lyapunov function ofϕ(ω, θ), according to Definition 2,
system (15) is a minimum phase system.

Taking the fractional derivative from (20) along the
trajectory of the error system (18) yields

DqV (ω, ϒ, θ) ≤ ωTDqω + ϒTDqϒ + eβD
qeβ. (22)

Inserting (8) into (22), we have

DqV (ω, ϒ, θ) ≤ ωT(ϕ(ω, θ) + ρ(ω, ϒ, θ)ϒ)

+ϒT(Ψ (ω, ϒ, θ) + φ(ω, ϒ)χ)

+eβD
qeβ. (23)

Substituting (19) into (23), one gets

DqV (ω, ϒ, θ)

≤
(

ω1
ω2

)T (−10ω1
−10ω2

)
+

⎛
⎝ϒ1

ϒ2
ϒ3

⎞
⎠

T ⎛
⎝10ω1 − eβs11 + β̂(t)ω1 − ϒ1 − u21u25 + s11s15 + v1

10ω2 − eβs12 + β̂(t)ω2 − ϒ2 − u22u25 + s12s15 + v2
u21u23 + u22u24 − 1/2(s11s13 + s12s14) − ϒ3 + v3

⎞
⎠

+eβD
q(β(t) − β̂(t)). (24)

Because system (15) is a minimum phase system, i.e.
Dq(ωTϕ(ω, θ)) ≤ 0, inequality (24) can be obtained as

DqV (ω, ϒ, θ) ≤
⎛
⎝ϒ1

ϒ2
ϒ3

⎞
⎠

T ⎛
⎝10ω1 − eβs11 + β̂(t)ω1 − ϒ1 − u21u25 + s11s15 + v1

10ω2 − eβs12 + β̂(t)ω2 − ϒ2 − u22u25 + s12s15 + v2
u21u23 + u22u24 − 1/2(s11s13 + s12s14) − ϒ3 + v3

⎞
⎠

+ eβD
q(β(t) − β̂(t)). (25)

Substituting (16) and (17) into (25), leads to

DqV (ω, ϒ, θ) ≤ ηTϒ − δϒTϒ. (26)

As is well known, inequality (26) is equivalent to a
Volterra integral inequality [25]

V(ω, ϒ, θ) −
�q−1∑
k=0

V (ω0, ϒ0, θ0)
(k) t

k

k!

≤ 1

�(q)

∫ t

0
(t − τ)q−1(ηT(τ )ϒ(τ))dτ

− δ

�(q)

∫ t

0
(t − τ)q−1(ϒT(τ )ϒ(τ))dτ. (27)

For V (ω, ϒ, θ) ≥ 0, let
∑�q−1

k=0 V (ω0, ϒ0, θ0)
(k)

(tk/k!) = ε, inequality (27) can be rewritten as

δ

�(q)

∫ t

0
(t − τ)q−1(ϒT(τ )ϒ(τ))dτ

≤ V(ω, ϒ, θ)+ δ

�(q)

∫ t

0
(t−τ)q−1(ϒT(τ )ϒ(τ))dτ

≤ 1

�(q)

∫ t

0
(t − τ)q−1(ηT(τ )ϒ(τ))dτ + ε. (28)

Using the convolution definition, the convolution of
two continuous functions f (t) and g(t) is as f (t) ∗
g(t) = ∫ t

0 f (t − τ)g(τ )dτ , where t is the upper limit
of the integral, 0 < τ < t .

Hence, inequality (28) is obtained as

1

�(q)
(t)q−1 ∗ (ηT(t)ϒ(t)) + ε

≥ δ

�(q)
(t)q−1 ∗ (ϒT(t)ϒ(t)). (29)

Taking the Laplace transform from both sides of (29)
yields

1

sq
(ηT(s)ϒ(s)) + ε

s
≥ δ

sq
(ϒT(s)ϒ(s)). (30)

Inequality (30) can be converted in the time domain
as follows:
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Figure 3. The synchronised states of two identical fractional-order complex chaotic systems.

∫ t

0
u(t − τ)(ηT(τ )ϒ(τ))dτ + t (1−q) ε

(1 − q)!
≥ δ

∫ t

0
u(t − τ)(ϒT(τ )ϒ(τ))dτ. (31)

Inequality (31) satisfies Definition 3. Therefore, sys-
tem (15) is a passive system by the control laws (16) and
the parameter update rule (17).

In the receiver, when synchronisation between the
transmitter system (12) and the receiver system (13)
under the control laws (17) is achieved, the uncertain
parameter β(t) can be estimated asymptotically accord-
ing to Theorem 1. Using the invertible transformation
function, ŝ(t) = γ −1(β̂(t)). ��

5. Numerical simulation and experimental results

To verify and demonstrate the effectiveness and
applicability of the proposed method, two computer
simulations are considered. To solve the fractional-order
differential systems with a step size h = 0.001, the
fourth-order Runge–Kutta method is used.

An arbitrary information signal is considered as
follows:

s(t) = 0.5 sin(1.5t) + 1.5. (32)

Based on the control laws (16) and the parameter
update rule (17), the MCPS between the transmitter
system (12) and the receiver system (13) is achieved
and the unknown parameter β̂(t) is identified. Assume
that the initial conditions (x1(0), x2(0), x3(0))T =
(1.5 + j0.5, 2 + j, 2.5)T and (y1(0), y2(0), y3(0))T =
(0.5 + j2, 1 + j2, 1.5)T are employed. Also, the initial
value of the unknown parameter is arbitrarily chosen as
β̂(0) = 0.001, the external signals ηk = 0, k = 1, 2, 3
and we select δ = 200.

5.1 Secure communication without channel noise

Based on (32), the new parameter of the proposed
chaotic system is β(t) = 5 (2s(t) + 3) + 150, where
the new chaotic system (12) exhibits chaotic behaviour.
The synchronised states of two systems (12) and (13)
with transmission matrix � = diag(1 − j, 1 − j, 1) are
plotted in figure 3. The synchronisation errors between
two mentioned systems are depicted in figure 4, which
indicates that the synchronisation between two systems
is realised.

In order to investigate the effect of fractional-order
(q) on the synchronisation time, we apply the syn-
chronisation error e2(t). As one can see from figure 5,
when q = 0.8, e2(t) converges to zero faster than e2(t)
when q = 0.9 and 0.95. It is clear because the chaotic
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Figure 4. The synchronisation errors between systems (12)
and (13).
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Figure 5. The synchronisation error e2(t) vs. different frac-
tional-order (q).

behaviour of the system decreases and so convergence
to zero is faster.

Figure 6a shows that the information signal is
successfully recovered as

ŝ(t) = 0.5((β̂(t) − 150)/5 − 3). (33)

From figure 6b, we can see that the error between
the original and the recovered information signals con-
verges to zero after a short transient time.

5.2 Secure communication with channel noise

Here, the proposed chaotic secure communication
scheme will study with the effect of additive noise in
the channel. The white channel noise (e(t)) is Gaus-
sian with a variance of 1. Also, the colour noise
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Figure 6. (a) The recovered information signal s(t) = 0.5
sin(1.5t)+1.5 without channel noise and (b) the error between
the information signal and the recovered information signal.
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Figure 7. (a) The recovered information signal s(t) = 0.5
sin(1.5t) + 1.5 with white channel noise and (b) the error
between the information signal and the recovered information
signal.

(e(t) + 0.5e(t − 1) + 0.3e(t − 2)) is considered in the
communication channel. In this communication system,
signal-to-noise ratio is 0.05. The information signal is
as (32). The new parameter of the proposed chaotic sys-
tem (12) is β(t) = 5(2s(t) + 3) + 150, where the new
chaotic system exhibits chaotic behaviour. Figures 7a
and 8a show that the information signals successfully
recovered as (33) when the scaling matrix is chosen
as � = diag(1 − j, 1 − j, 1). From figures 7b and
8b, one can see that the errors between the informa-
tion signal and the recovered information signal with
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Figure 8. (a) The recovered information signal s(t) = 0.5
sin(1.5 t) + 1.5 with colour channel noise and (b) the error
between the information signal and the recovered information
signal.
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Figure 9. (a) The recovered information signal s(t) = 0.5
sin(1.5 t)+1.5 with sinusoidal channel noise and (b) the error
between the information signal and the recovered information
signal.

the channel noise converge to zero after a short tran-
sient. Also, when an external noise is supposed to be
(0.2 sin(t) + j 0.25 cos(2t), 0.15 cos(t) + j 0.1 sin(t),
0.15 cos(3t)), then the recovered information signal and
its error are depicted in figures 9a and 9b, respectively.

6. Conclusion

Chaotic secure communications via the synchronisa-
tion of fractional-order complex chaotic systems just

appeared in recent years, since the fractional-order sys-
tem possesses memory and also doubling the number
of variables in the complex chaotic system may be
used to increase the security of the transmitted informa-
tion. The information signal can be recovered accurately
at the receiver end by applying robust controllers and
fractional update law of uncertain parameter when addi-
tive noise such as white noise and colour noise as
high-frequency disturbances as well as low-frequency
disturbances such as sinusoidal signal exist in the trans-
mission channel. For high-frequency disturbances, a
simple filter in the receiver end is used to recover the
information signal accurately.
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