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The southern peninsular India is characterized by unique climatology with rainfall processes throughout
the year from land-ocean contrasts. In addition, the complex terrain induces localized effects causing
huge spatial and temporal variability in the observed precipitation. This study aims at evaluating the
sensitivity of the high-resolution Weather Research and Forecasting (WRF) model (4 km) to multi-
physics parameterizations, 3D variational data assimilation, and domain configuration, in the study
domain covering southern peninsular India. Furthermore, the study focusses on the formulation of an
ensemble method to improve the simulation of precipitation across seasons. A total of 120 experiments
were set up across four crucial rainfall events, of varying spatial extent and duration, dominated by
different rainfall generation mechanisms. The assessment of the experiments shows that the model’s
cumulus and microphysics schemes have the highest impact on the location, intensity, and spread of the
simulated 4-day long Quantitative Precipitation Forecasts (QPFs). Applying cumulus schemes at all
domains represented the variability in the QPFs, across space and time, for the precipitation events
dominated by convective activity. The cases without cumulus schemes at the convective scale domain
(4 km), captured the higher intensity rains during organized cyclonic circulations in the north-east
monsoon period. Hence, a 10-member multi-physics ensemble approach including members with and
without cumulus parameterization at the fine resolution domain was adopted. The preliminary results
demonstrate that the mean from the suggested ensemble approach (n-MPP) performed well in capturing
the dynamics of QPFs across the rainfall events, as opposed to a single-member deterministic simulation
and mean from larger member conventional multi-physics ensemble approach (c-MPP) without cumulus
parameterization at the convective scale. The rank histogram, delta semi-variance plots, and outlier
statistics at various lead times clearly showed that the suggested n-MPP was able to capture the
high-intensity rainfall, increasing the spread of precipitation forecasts and consequently reducing the
occurrence of outliers.
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Abbreviations

3DVAR- Three-Dimensional Variational Data

DA Assimilation

BMJ Betts—Miller—Janjic cumulus scheme

c-MPP Conventional type Multi-Physics Para-
meterization (MPP) ensemble consis-
ting of 14 members from different
physics schemes viz., C0, C1, C2, C3,
4, C5, C6, C7, C10,C12,C14, C16, C18
and C19

CNT Control Run, alternatively
referred as CO for ease of usage
and use in figures

CPS Convective Permitting Scales

CUM Sub-cluster including sensitivity cases
with changes in cumulus schemes

CUM-D3 Sub-cluster including sensitivity cases
with cumulus schemes implemented in
Domain 3

D1 Domain 1 as given in figure 1

D2 Domain 2 as given in figure 1

D3 Domain 3 as given in figure 1

DA Main sensitivity cluster including cases
with changes in data assimilation
approach

DOM Main sensitivity cluster including cases
with changes in domain configuration

DOM1 Sub-cluster including sensitivity cases
with any single domain (no nesting)
selected form the CNT run

DOM2 Sub-cluster including sensitivity cases
with any two domains (one nesting
step) selected form the CNT run

EPS Ensemble prediction system

ERA5 ECMWF atmospheric reanalyzes of the
global climate data

FSS Fractional Skill Score

GAJ Gaja cyclone associated extreme rain
event

GF Grell-Freitas cumulus scheme

GFS Global Forecast System generated
initial and boundary data

GPM- Global Precipitation Measurement

IMERG (GPM) Integrated Multi-satellitE

Retrievals data

IST Indian Standard Time

KF Kain—Fritsch cumulus scheme

KF1 Moisture advection based trigger for
KF cumulus scheme

KF2 Relative Humidity dependent add-

itional perturbation for the KF cumulus
scheme
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LAM Limited Area Model

MPY Sub-cluster including sensitivity
cases with changes in micro-physics
schemes

MYJ Mellor-Yamada—Janjic (MYJ) PBL
Scheme

NEMS North-East Monsoon Season

n-MPP Newly suggested Multi-Physics Para-
meterization (MPP) consisting of 10
members viz., C0, C5, C7, C8, C9, C11,
C13, C15, C17 and C16

No-CUM Sub-cluster including sensitivity cases
without cumulus schemes in Domain 3

NT New Tiedtke cumulus scheme

OCH Ockhi cyclone associated extreme rain
event

PBL Sub-cluster including sensitivity cases
with changes in planetary boundary
layer schemes

PCS Parameterized Convection Scales

PHY Main sensitivity cluster including cases
with changes in physics schemes

PM Pre-monsson season

QPF Quantitative Precipitation Forecast

S-A-L Structure-Amplitude-Location

SUM Pre-monsoon season extreme rain event

SWM South-West Monsoon Season extreme
rain event

SWMS South-West Monsoon Season

WRF Weather Research and
Forecasting model

YSU Yonsei University Scheme for PBL

1. Introduction

Impact studies in the field of agriculture and
hydrology demand short-to-medium range weather
forecasts at finer scales to address the spatiotem-
poral variabilities and associated risks in decision
making. Particularly, reliable quantitative precip-
itation forecasts (QPFs) at fine scales are very
critical for assessments of vulnerability, impact,
and adaptation (VIA). However, the forecasting of
precipitable structures at weather prediction time
scales by the Numerical Weather Prediction
(NWP) models is highly challenging and an active
area of research. Global NWPs, commonly termed
as Global Circulation Models (GCMs) have been
providing near-to-future atmospheric circulations
(10-15 days lead-time) by solving mathematical
equations representing the dynamics and
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thermodynamics of the atmosphere. However, at
coarser resolutions (~25-100 km), the mesoscale
patterns induced by complex topographical inter-
actions, coastlines, and convective processes have
not been adequately resolved in the GCMs. With
the nested domains, grid sizes that represent the
local variability and the multiple sophisticated
parameterization options to characterize the
physical processes, the limited area models (LAMs)
can add regional/local scale details and downscale
the GCMs (extensively to spatial resolutions
ranging between 1 and 50 km) (Feser et al. 2011).
Due to the computational constraints, LAMs were
commonly configured at parameterized convection
scales (PCS) typically of resolution >10 km. The
physical processes that are not explicitly resolved
by the model grid need to be parameterized. The
inherent assumptions in the formulations of the
sub-grid cumulus parameterization were found to
be the major source of uncertainty in the model
output (Brockhaus et al. 2008). Consequently, the
severe events like high-intensity rains, the diurnal
cycles in convective events, and the terrain-in-
duced local circulations are still under-represented
by the LAMs at parameterized convection scales
(PCS) (Clark et al. 2016).

Numerical weather models that explicitly resolve
the convective processes with finer grid sizes (<4
km, termed as Convective Permitting Scales

wr Domainl Bihar

= Puhjab e
gh
) Bengal
Gujarat Madh)n Pradesh ripul
Orissa
L 8047 (in meters)
Domain2, chirg J\"\

7377

20°N

6706
6036
5365
4695
4024
3354
2683
‘ 2013
1342
672
0!
F |: State Boundary
[—_] Domain boundary

15°N

10°N

5°N

5°8

SN

Page 3 of 29 68

(CPS)) have been showing promising performance
in simulation of precipitation for rapidly develop-
ing systems extending from short to medium time
scale (Clark et al. 2016). Predominantly, regions
characterized by complex terrains, land-ocean
contrasts, and extreme precipitation events from
organized deep convective systems were well rep-
resented by convective scale models (Weisman
et al. 1997; Mahoney 2016; Wagner et al. 2018;
Woodhams et al. 2018). However, the exacerbation
of the input and model-based uncertainties at finer
spatial resolutions was found to be rapid and the
value added by modelling at CPS was found to be
strongly influenced by the region, time of the
study, forecast time scale, spatial resolution, and
the evaluation metrics (Prein et al. 2015). Some
studies revealed no value addition or even deteri-
orated skill of the weather prediction model at CPS
when compared to PCS (Johnson et al. 2013;
Romine et al. 2013). In addition, few studies (Han
and Hong 2018; On et al. 2018) have concluded
that the requirement of convective parameteriza-
tion at CPS is not very definite, as the validity of
the inherent assumptions in the resolutions 3-5 km
is uncertain. Despite the potential of numerical
weather forecast model at CPS to predict extreme
precipitation events (mainly convective in nature),
the reliability of the CPS in seamless simulation of
QPF's at weather prediction time scales is unclear.
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Figure 1. Spatial map showing the WRF domains; domain 1 (D1) implemented at 36 km resolution, domain 2 (D2) at 12 km
resolution and domain 3 (D3) at 4 km resolution. The inset map shows the detailed view of D3, the evaluation domain.
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Further research is required to evaluate uncer-
tainties in a systematic way through experiments
and appropriate model verification techniques
(Prein et al. 2017).

The prediction of precipitation is highly chal-
lenging and often huge risk is associated with
wrong forecasts. Ensemble Prediction System
(EPS) had been helpful to understand and quantify
the uncertainty associated with the QPFs at
weather prediction time scale. EPS at the convec-
tive scales, formulated by different methods
including perturbation of initial conditions, lateral
boundary conditions, and physics parameteriza-
tions has been suggested by researchers to better
represent the input and model-based uncertainties
(Tapiador et al. 2012; Romine et al. 2014; Zhu and
Xue 2016; Tian et al. 2017). Some operational
agencies are issuing medium-range weather fore-
casts (10 days lead time) from ensemble system set-
up at convective scales (Schwartz et al. 2015;
Hagelin et al. 2017; Frogner et al. 2019). However,
the full potential is yet to be quantified as the
ensemble at CPS was found to be biased and
under-dispersive, showing limited predictability for
the extreme precipitation events (Romine et al.
2014). Recent studies have addressed methods to
increase the spread of LAM at CPS by improving
forecast error growth and effective post-processing
techniques in view of formulating cost-effective
EPS at the convective scales (Clark et al. 2011;
Tapiador et al. 2012; Romine et al. 2014; Schwartz
et al. 2017).

Southern peninsular India has varied climatic
conditions and is vulnerable to high impact rainfall
events due to the complex terrain interactions and
land-ocean contrasts. The objective of this study
is to address various aspects of model and
input-based sensitivities of the Weather Research
and Forecasting (WRF) model in simulating 4-day
long QPFs within the climatology of the southern
peninsular India and formulate an ensemble
method to improve the simulation of precipitation
across seasons. A total of 120 experiments are
designed to understand and quantify the sensitivity
of CPS model to the physics parameterizations,
3D-variational (3DVAR) data assimilation tech-
niques, and domain configuration, across four cru-
cial rainfall events, dominated by different rainfall
generation mechanisms. Grid-based statistics,
spatial statistics, and object-based statistics are
used to quantify the performance of the model
simulations against the Global Precipitation Mea-
surement (GPM) Integrated Multi-satellitE
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Retrievals for GPM (IMERG) data. The results
from the extensive sensitivity study are used in
designing a wunique ensemble approach that
improves reliability on the QPFs during different
rainfall generation mechanisms. In addition, a
preliminary investigation quantifies the perfor-
mance of the suggested 10 member multi-physics
ensemble approach in capturing the dynamics of
QPFs as opposed to a single-member deterministic
simulation and a larger member conventional
multi-physics ensemble approach. The study is an
early attempt to assess the performance of a dis-
tinctive multi-physics EPS at high-resolution con-
vective scales over southern peninsular India.
Furthermore, the study rigorously quantifies the
performance of the WRF model in simulating
QPFs across rainfall events of varying spatial
extent and duration with a view to increase the
practical usage in the application domains like
agriculture and hydrology, primarily for water
resources management.

Section 2 elucidates the model configuration,
design of sensitivity experiments and ensemble
approach, characteristics of the study area, and the
selected events. Section 3 elaborates the verifica-
tion strategy, while section 4 highlights the results
and discussion thereof detailing the spatiotemporal
pattern of the simulated QPF's, cluster-wise anal-
ysis, and an exploratory investigation on the per-
formance of ensemble prediction system. Section 5
compiles the summary and critical conclusions
from the study.

2. Methodology

2.1 Model configuration

The Weather Research and Forecasting (WRF)
model version 4.0 used in the study is a fully
compressible, non-hydrostatic, and terrain-following
model (Skamarock et al. 2019), extensively
tested across the tropics (Das et al. 2008; Raju
et al. 2014; Zhu and Xue 2016). The WRF is run in
forecast mode with initial and boundary conditions
from the Global Forecast System (GFS) (National
Centers for Environmental Prediction/National
Weather Service/NOAA/U.S. Department of
Commerce 2015) at 0.25 degree resolution (40
vertical levels), lateral boundary conditions forced
at every 3-hr. The model initial configuration (re-
ferred to as control run — CNT, alternatively as CO
for ease of usage) is set up at 1:3:3 downscaling
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ratio with three domains and two-nesting steps.
The outermost domain (domain 1; termed as D1)
has a resolution of 36 km (100 x 100 grid points),
the nested domain (domain 2; termed as D2) is at
12 km resolution (148 x 148 grid points) and the
innermost domain (domain 3; termed as D3)
has a resolution of 4 km (166 x 169 grid points)
(figure 1). Dynamic time integration is used with
two-way feedback between the domains at every
integration. A 6-hr spin-up time is given and the
model top is set at 50 hPa with 32 vertical levels.
The physics schemes used in the CNT run are
listed in table 1 and are selected similar to the
configuration used in Kumar et al. (2015).

2.2 Design of sensitivity experiments

Based on the conclusions from earlier studies at
CPS (Sikder and Hossain 2016; Zhu and Xue 2016;
Prein et al. 2017; Jeworrek et al. 2019), some crit-
ical options are selected to test the vulnerability of
the WRF model while generating quantitative
precipitation forecasts (QPFs). A total of 120
experiments (30 experiments x 4 events) are
designed, with each trial, run for a time-length of
102 forecast hours (table 1). The study uses the
concept of Morris one-at-a-time (MOAT) sensi-
tivity analysis to isolate the impact caused by a
particular choice in the simulated QPFs (Di et al.
2015). Thus, one option-at-a-time is altered in the
CNT set-up to generate the cases. Table 1 contains
the description for each of the 30 sensitivity
experiments.

Figure 2 shows the detailed classification of
the clusters and the sub-clusters into which the
experiments are grouped. The experiments are
enlisted under four major clusters, viz.,
cluster-based on physics options (cases C1-C19,
referred to as Physics cluster — PHY in the manu-
script), domain configuration (cases C20-C25,
referred to as Domain — DOM cluster), data
assimilation (cases C26-C29, referred to as Data
Assimilation cluster — DA cluster) and lateral
boundary condition (case C30, referred to as Lateral
Boundary Condition cluster — LBC cluster). The
sub-clusters within the PHY cluster include the
microphysics cluster (cases C1-C7, referred to as
MPY), cumulus schemes based cluster (cases
C8-C18, referred to as CUM), and cluster with
an  alternative planetary  boundary layer
scheme (case C19, referred to as PBL). Overall,
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eight different microphysics schemes and two
planetary boundary layer schemes are evaluated.
In addition, the impact of the four major
cumulus parametrization schemes and three
major trigger mechanisms in the Kain—Fritsch
(KF) scheme are also elaborated. Previous
studies (Lee et al. 2011; Mahoney 2016) have
suggested the usage of cumulus parameterization
at CPS, to characterize the rainfall structures
realistically. Thus, the CUM cluster comprises
CUM-D3 (cumulus scheme in D3) cases with
cumulus schemes implemented in all the three
domains (cases C8, C9, C11, C13, C15, and C17)
and the widely recommended No-CUM (no
cumulus scheme in D3) type cases (cases CO,
C10, C12, Cl14, C16, and C18), where no
cumulus scheme is applied in the high-resolution
domain D3. The DOM cluster comprises DOM1
(no-nesting) and DOM2 (one-nesting step) sub-
clusters. DOM1 cases address the effect of a
single domain (cases C20-C22) and DOM2 sub-
cluster includes the nested two domain-based
model set-up (cases C23-C24). DOM cluster also
includes case (€25 with the same domain
configurations as that of CNT, but with no-
feedback mechanism between the domains. DA
cluster comprises cases C26-C29. The 3DVAR
data assimilation (3DVAR-DA) technique (Bar-
ker et al. 2004) is used in the DA cluster and the
assimilated data were obtained from the globally
collected upper-air and surface observations pro-
vided by the National Centers for Environmental
Prediction (NCEP) (National Centers for Envi-
ronmental Prediction/National Weather Service/
NOAA/U.S. Department of Commerce 2008),
satellite radiance data from AMSU-A, HIRS4 and
MHS instruments in METOP and NOAA satel-
lites (National Centers for Environmental Pre-
diction/National Weather Service/NOAA/U.S.
Department of Commerce 2009). Case C30 (ter-
med as LBC) is driven by initial and lateral
boundary conditions from the Fifth generation
of ECMWEF atmospheric reanalyzes of the global
climate (ERA5) data (31 km resolution)
(Copernicus Climate Change Service (C3S):
ERA5 2017), the physics and domain configu-
rations are similar to that of the CNT run. This
case serves to address the model performance
when quality of the input data is not limited
(as reanalyzes data include real-time observa-
tions from global networks). However, the case
is hypothetical, since such improved initial and
lateral boundary data will not be available in
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Table 1. Design of the sensitivity experiments.
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Case no. Description
C0 (CNT) Control run (CNT) with physics options as listed below:
Purdue Lin Scheme (Chen and Sun 2002) — a single moment microphysics scheme
Non-local Yonsei University Scheme (YSU) (Hong et al. 2006) to represent Planetary Boundary Layer (PBL)
physics with surface layer formulation from Revised MM5 Scheme (Jimenez and Dudhia 2012)
RRTM Longwave Scheme (Mlawer et al. 1997)
Dudhia shortwave radiation scheme (Dudhia 1989)
Kain—Fritsch (KF) cumulus scheme (Kain 2004), implemented in all domains except in the innermost
domain (D3) 4 soil levels corresponding to the Noah land surface model (LSM) (Tewari et al. 2004)
C1 WSM3 microphysics scheme (Hong et al. 2004)
C2 WSMB5 microphysics scheme (Hong et al. 2004)
C3 WSM6 microphysics scheme (Hong and Lim 2006)
C4 Goddard microphysics scheme (Tao et al. 2016)
C5 Morrison 2-moment microphysics scheme (Morrison et al. 2009)
C6 Kessler microphysics scheme (Kessler 1969)
Ccr WDMS6 double moment microphysics scheme (Lim and Hong 2010)
Cc8* KF cumulus scheme — KF
Co* Moisture-advection-based Trigger for KF cumulus scheme (Ma and Tan 2009) — KF1
C10 Moisture-advection-based Trigger for KF cumulus scheme — KF1
C11* Relative humidity-dependent Additional Perturbation for the KF cumulus scheme — KF2
C12 Relative humidity-dependent Additional Perturbation for the KF cumulus scheme — KF2
C13* Grell-Freitas (GF) ensemble cumulus scheme (Grell and Freitas 2014)
Cl4 GF ensemble cumulus scheme
C15* Betts—Miller—Janjic (BMJ) cumulus scheme (Janjic 1994)
C16 BMJ cumulus scheme
C1r* New Tiedtke (NT) cumulus scheme (Zhang and Wang 2017)
C18 NT cumulus scheme
C19 Mellor-Yamada—Janjic (MYJ) Scheme (Janjic 1994)
C20 Single domain — Domainl (no-nesting)
C21 Single domain — Domain2 (no-nesting)
C22 Single domain — Domain3 (no-nesting)
C23 Two nested domains — Domainl and 2 (one-nesting step)
C24 Two nested domains — Domain2 and 3 (one-nesting step)
C25 One-way nesting — no feedback (two-nesting steps)
C26 3DVAR DA with warm-start
c27 3DVAR DA with one cycle of assimilation (6-hr interval)
C28 3DVAR DA with four cycles of assimilation (6-hr interval)
C29 3DVAR DA with eight cycles of assimilation (6-hr interval)
C30 Initial and Lateral boundary conditions (LBC) from ERA5

Note: *denotes cases from the CUM sub-cluster, where cumulus schemes are implemented in the innermost domain D3 (termed
as CUM-D3 cases in the manuscript). Refer to figure 2 for detailed classification of the sensitivity cases.

real-time at the start of the model run in
forecast mode (which is mainly addressed in the
study).

2.3 Design of ensemble prediction approaches

The ensemble approaches are investigated in the
study to address the uncertainties exacerbated due
to the finer grid sizes across the different rainfall
events. Previous studies and the results from the
sensitivity experiments conducted during this

study are used to design the ensemble approaches
which is elaborated in section 4.4.

2.4 Study area

The innermost high-resolution domain D3 is the
evaluation domain (domain 3 in figure 1) and is
designed to cover southern parts of peninsular India
(figure 1). The southern edge of the Western Ghats
has peaks reaching an elevation of about 2600 m
above the mean sea level. Thus, the ranges clearly
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demarcate the area into windward (Kerala) and
leeward (Tamil Nadu) regions. The region of interest
receives rainfall throughout the year and intense
showers occur during both the major monsoon sea-
sons of India, the South-West Monsoon Season
(SWMS) (June-September) and the North-East
Monsoon Season (NEMS) (retreating monsoon)
(October—-December). The effect of NEMS is pre-
dominantly high across the whole region of interest,
with very high rainfall in the eastern parts of the
domain (the whole of Tamil Nadu). SWMS rainfall is
consistently high in the western parts of D3 (the
whole of Kerala and western parts of Tamil Nadu).
Pre-monsoon rains (PM) which happen largely due
to the convective activities before the onset of the
SWMS also contribute to some intense showers in
the region. With its complex terrain characteristics,
varied climatic conditions, vulnerable coastlines,
and mixed land-use types, this part of India serves as
a practical and critical test-bed for high-resolution
regional climate model simulations.

2.5 Synoptic view of the selected events

After an explorative study on the rainfall occur-
rences in the study region, four recent events of
varying spatial extent and duration, dominated by
different rainfall generation mechanisms have been
selected for the study. Two events from NEMS, one
event from SWMS, and one event from the PM
period are chosen for the study. The rainfall char-
acteristics of the event and the model simulation
time period are listed in table 2.

2.5.1 Ochki event (OCH)

Ochki was a Very Severe Cyclonic Storm (VSCS)
(force winds at speed 118-166 km/hr according to
India Meteorological Department (IMD) definition)
system that developed as the ninth depression dur-
ing the NEM season (NEMS) in 2017. The storm
initially formed as a low-pressure zone due to
convergence of low-level circulations on 28th
November 2017 in the southwest of Bay of Bengal
(BOB), moved towards the landmass of South India,
and dissipated in the Arabian Sea. The cyclone
gained strength from the high moisture availability
and warmer sea surface temperature between
Kanyakumari and Sri Lanka. The main activity in
the landmass occurred in the south of Tamil Nadu
and Kerala during 30th November 2017 and 1st
December 2017, causing extremely heavy rainfall
(>204.5 mm/day as per IMD definition).
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2.5.2 Gaja event (GAJ)

Gaja was also a VSCS system formed during the
NEMS during 2018. Developed as low pressure
over the Gulf of Thailand during 8th November
2018, the cyclone made its landfall in Tamil Nadu,
between Nagapattinam and Vedaranyam, with
wind speeds in the range of 130-145 kmph on 16th
November 2018. The major rainfall activity caus-
ing heavy rains (65-115 mm/day as per IMD def-
inition) over the landmass of Tamil Nadu and
Kerala from 16th November 2018 ¢till 19th
November 2019. Besides the Gaja event, another
well-marked low pressure (WML) formed over the
BOB region on 18th November 2018 and moved
across Tamil Nadu and Kerala causing consider-
able rainfall activity until 24th November 2018.

2.5.3 South-west monsoon event (SWM)

The onset of the SWMS for the year 2018 was
declared on 29th May 2018 over Kerala and further
advanced to other parts of the country. With a
backdrop of stationary monsoon trough during
August 2018, low-pressure zones over the BOB
region and off-shore trough along different parts of
the west coast caused widespread rains across
various parts of India. Massive rainfall events
occurred during August 2018 causing a 164%
departure from normal for the state of Kerala and
thus resulted in severe floods. The extreme pre-
cipitation event during 14th-16th August, 2018
(>12 cm/day) has been considered for this study.

2.5.4 Pre-monsoon event (SUM)

A line of wind discontinuity prevailed due to the
low-pressure zones on the landmass and high-
pressure zones in the BOB region and Arabian
ocean and favourable mesoscale conditions and
local convective activities led to the development
of dense cumulus clouds, causing isolated rainfall
events with intensities of the order of 10 mm/day
during 13-16 April, 2018.

3. Verification of WRF model forecasts

3.1 Ewvaluation data

Global precipitation measurement (GPM)-IMERG
(Huffman et al. 2015) ‘final run’ precipitation
product (0.1° resolution data available every 30
min), produced by merging satellite and gauge
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Table 2. Time of simulation and average rainfall intensity across events.

Average rain rate
across the time of

Accumulated
rainfall across the time

Event simulation, mm/hr of simulation, mm Model simulation time period
Ockhi cyclone (OCH) 9.7 318 00 UTC 28 November 2017—
06 UTC 2 December 2017
Gaja cyclone (GAJ) 2.5 85 00 UTC 16 November 2018—
06 UTC 20 November 2018
South-West monsoonal 4 135 00 UTC 12 August 2018—
rainfall (SWM) 06 UTC 16 August 2018
Pre-monsoon showers (SUM) 1.9 56 00 UTC 13 April 2018-

06 UTC 17 April 2018

data, is used in the study to validate the simulated
precipitation. For evaluation purposes, the simu-
lated rainfall at 4 km is resampled using nearest
neighbour method (~10 km), to match the reso-
lution of GPM-IMERG data. ERA5 reanalysis
based upper air and surface fields (12 hourly data
at 31 km resolution) are used to understand the
deviations in precipitation simulations by analyz-
ing the driving variables, viz., temperature, U-V
wind component and derived variables, viz., rela-
tive humidity, cloud cover, Convective Available
Potential Energy (CAPE) and boundary layer
height (BLH).

3.2 Ewvaluation metrics

Conventional grid-based metrics, including con-
tinuous, viz., Root Mean Squared Error (RMSE),
Bias, Pearson’s correlation coefficient (r) (as
detailed in Evans et al. 2011) and categorical, viz.,
Probability of Detection (POD), Critical Success
Index (CSI), False Alarm Ratio (FAR), Frequency
Bias Index (FBI) and Heidke Skill Score (HSS) (as
mentioned in Tian et al. 2017) are calculated across
the spatial and temporal dimensions to quantify
the performance of the WRF simulations. How-
ever, the grid-based metrics are well-known for the
double penalty problem, where the model is
penalized twice for a slight shift in the simulated
QPF's across the spatial and temporal dimensions.
Particularly, when dealing with numerical weather
prediction models at CPS, grid-based statistics are
not effective in quantifying the model’s perfor-
mance (Wernli et al. 2008). Thus, some studies (as
for example, Evans et al. 2011) have used Frac-
tional Skill Score (FSS) (originally suggested by
Roberts and Lean 2008) to compare the simulated
precipitation and the observed precipitation across

a spatial neighbourhood (refer appendix 1 for
detailed description). The size of the neighbour-
hood and the precipitation threshold are selected
based on the spatial evenness of the event. In this
study, a neighbourhood size of 5 x 5 pixels (50 km
x 50 km coverage area) and four different thresh-
old levels, viz., 1 mm/3 hr, 2.5 mm/3 hr, 5 mm/3
hr, and 10 mm/3 hr rainfall rates are used to derive
the FSS.

Another feature-based evaluation metric —
S-A-L (structure—amplitude-location) is also
considered in the study (as suggested by Wernli
et al. 2008). Rainfall objects are identified within
the analysis domain, the structure and the loca-
tion of individual objects are evaluated in the
S—-A-L methodology. The amplitude (A) values
ranging from -2 to 2 are analogous to bias met-
rics (grid-based metrics), but normalized across
the domain under investigation. Positive ampli-
tude values denote over-estimation, and negative
values represent under-estimation of the simu-
lated rainfall. The location (L) values range from
0 to 2, with higher values indicating considerable
shift (in any direction) in the simulated event
from the actual location of the event. The
structure (S) values have a range of -2 to 2, with
negative values signifying that the event is sim-
ulated as a small spread and peaked event. Pos-
itive values, on the other hand, represent a much
broader or flat event simulated by the model
when compared to the actual event. In all the
S—A-L metrics, zero denotes a perfect match in
the properties of the simulated and actual
structure of the rain object (refer appendix 1 for
detailed description).

The methods such as delta semi-variance
(Marzban et al. 2009; Tapiador et al. 2012), rank
histogram (Revelli et al. 2010), and outlier
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Figure 2. Schematic diagram showing the classification of the sensitivity cases. The PHY and DOM clusters address the model
uncertainity; while the DA and LBC clusters address the input uncertainity.

statistics (Buizza and Palmer 1998) are used to
assess the performance of the ensemble approaches.

4. Results and discussion

4.1 Temporal pattern analysis

Figures 3-6 indicate the domain-averaged (land
pixels only) temporal plots of rain rates across the
four events. During the OCH event, the rainfall
peak at 15 IST 30th November 2017 is predicted
slightly early and the peak at 03 IST 1st December
2017 is highly underestimated across all the cases
(figure 3). The CNT simulation, along with
majority of the other cases, predicts an early ini-
tiation of the major cyclonic activity over the land.
The timing and rainfall intensity of the peak event
are well represented by most of the cases in the
MPY cluster (figure 3a). The C11 from the CUM
cluster is able to capture the precipitation

dynamics better than the other cases with a
reduced overall mean bias of —3.4 mm/3 hr (refer
table 3). Cases C15, C20, and C22 simulate the
OCH as a delayed event with dry bias, while case
C10 predicts an early low-intensity cyclone
(figure 3d). The larger deviations post 30th
November 2017 (3rd-day forecast) indicate that
the variability between the cases increases with the
lead time.

The 15 hrs duration of the major rainfall episode
during the initial period of the GAJA event start-
ing from 09 IST 16th November 2018 and extend-
ing till 00 IST 17th November 2018 (caused by the
landfall of the cyclone Gaja) is well represented by
the simulations (figure 4d). However, the rainfall
intensity during the episode is highly underesti-
mated across the cases (figure 4d). The formation
of WML (12 IST 18th November 2018-03 IST 20th
November 2018, termed as 2nd episode within the
GAJ event) is well predicted by most of the cases.
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The WML was an upper-level circulation system
with strong wind shear, and mainly a rain-bearing
structure. The system triggered considerable con-
vective activities as it evolved, and thus the cases
within the CUM cluster induce the highest vari-
ability in the simulated rainfall (figure 4a). The
cases in the DOM cluster simulate substantial wet
bias during the WML event (figure 4c). Overall,
case C17 of the CUM cluster gives the best
performance for the GAJ event (table 3).

Figure 5 shows that the SWM event is not well
captured by most of the WRF simulations. With
close examination on the relative humidity pro-
files (not shown here for brevity), the substantial
failure in simulating the peak event by most of
the cases is due to an error induced by the
cumulus scheme in the D1 and D2. The CNT

set-up uses the KF scheme, which stabilizes the
atmosphere by removing CAPE when the con-
vective adjustment time is exceeded (time-scale
closure method) (Kain 2004). In this study, the
KF scheme in the outer domains (D1 and D2)
have removed CAPE unrealistically during the
SWM event and led to drier boundary conditions
for the innermost domain (D3). Few simulations
in the CUM (figure 5a) and DOM (figure 5c)
clusters picked up the rainfall signals. Particu-
larly, figure 5(d) highlights cases C13, C14, C15,
C16, C17 and C18 which are non-KF schemes
that give better estimates of the temporal distri-
bution of rainfall. Case C22 slightly overestimates
the rain rates at the beginning of the event and
significant under-prediction is noticed during the
peak event (figure 5d). The other cases in the
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Figure 4. Same as figure 3, but for GAJ event; the yyyy (year) of simulation is 2018.

DOM cluster (figure 5d), like C20, C21, C23, and
C24 also capture the rainfall signals, but highly
underestimate the intensity due to the imple-
mentation of the KF scheme in any one of the
domains.

The diurnal rainfall pattern, a characteristic of
pre-monsoon rainfall during the SUM event is
captured by most of the WRF simulations as
shown in figure 6. Evidently, the CUM (figure 6a)
and DOM (figure 6¢) clusters cause the highest
deviations from the CNT run. Figure 6(a) illus-
trates that the CUM-D3 from the CUM cluster
clearly overestimate the events mainly during the
peaks at 15 IST 14th April 2018 and 15 IST 15th
April 2018. However, cases C11 and C17 still per-
form better in capturing the timing across the
events (figure 6d), with overall mean bias of —0.24
mm/3 hr and -1.15 mm/3 hr, respectively
(table 3).

4.2 Analysis of spatial distribution

The spatial behaviour of the simulations can be
better studied with the spatial metrics, viz.,
amplitude (figure 7b), structure (figure 7c), loca-
tion (figure 7d), and FSS (figure 8). Figure 7(b)
shows that the amplitude values display a wide-
spread underprediction of the simulated rainfall
across the events for most of the cases. Highest
deviation in the predicted rainfall amount (ampli-
tude value of —0.74) is noticed for the SWM case.
Cases C13, C14, and C15 generate the forecasts
with lowest amplitude bias. Object-based analysis
of the WRF simulations shows that most of the
cases predict small-spread and peaked occurrences
(structure < 0) for the events GAJ, SWM and SUM
(figure 7c). The highest peakedness is observed
while simulating the SWM event. Cases C8, C9,
C11, and C17 from the CUM-D3 cluster and cases
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Figure 5. Same as figure 3, but for SWM event; the yyyy (year) of simulation is 2018.

C20, C21, C22, C23, and C24 from the DOM
clusters show reduced structural bias across events.
The highest bias in the structural component is
noticed widely across the cases in the MPY and
No-CUM clusters for the GAJ, SWM, and SUM
events. The CUM and MPY clusters cause signifi-
cant deviations in representing the location of the
event as shown in figure 7(d). The DOM cluster
also displays a considerable impact on the location
of the maximum rainfall. The OCH and SWM
events record the highest dispersion between the
cases in capturing the spatial location of the pre-
cipitation occurrences. Overall from the S-A-L
analysis, the cases record a high spatial skill for the
OCH event and exhibit low spatial skill scores,
while simulating the SWM event. Cases from CUM
cluster and DOM cluster outperform the other
cases in capturing the spatial variability. FSS plot
(figure 8) shows the performance of the experi-
ments across various thresholds. The event SUM

does not have any pixels with mean rain rate in the
threshold 10 mm/3 hr and thus these are not shown
in figure 8(d). At large, the FSS score is higher for
smaller rain-rate thresholds (1 mm/3hr and 2.5
mm/3 hr) (figure 8a—b). However, during the OCH
event, the cases display higher FSS across all the
rainfall thresholds. Cases C11, C13, C15, C16, C17,
C21, and C24 from CUM and DOM clusters give
consistent F'SS scores across the events and for
various rain-rate thresholds.

4.3 Discussion on the model sensitivity
across different clusters

From the spatial and temporal analysis, it is
evident that the model is highly sensitive to certain
clusters, while some experiments do not create
considerable impact on the simulated QPFs. In
addition, the sensitivity of the model tends to
follow a pattern across the events considered in the
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Figure 6. Same as figure 3, but for SUM event; the yyyy (year) of simulation is 2018.

study. Thus, detailed investigation on the beha-
viour of the model through the clusters and the
events is done in this section.

4.3.1 Physics parameterizations (PHY)

Figure 9 gives the inter-quantile box plots of the
rainfall intensities which clearly demonstrate that
the highest sensitivity of the simulated rain inten-
sities is caused by the PHY cluster. The variability
amongst the sub-clusters, viz., MPY, CUM, and
PBL are more during the SWM and SUM events.
The cases with different cumulus schemes (CUM
cluster) outperform the other physics-based clus-
ters in capturing the rainfall variability for all the
events (similar to results from Chandrasekar and
Balaji 2012). In addition, the FSS plots (figure 8)
clearly demonstrate that the cases from CUM
cluster outperform the MPY and PBL clusters in
capturing the rainfall of all intensity ranges across

the rainfall events. Within the CUM cluster, cases
with KF schemes, particularly KF2 scheme (cases
C11 and C12) perform well in capturing the spatial
(figures 7 and 8) and temporal (figures 3-6)
dynamics of the precipitation across most of the
events. KF2 accurately simulates the initiation
time and location of the night-time peak rainfall
occurrence during the OCH event as shown in
figure 3(d) when compared to other cumulus
schemes. The KF2 scheme explicitly uses an RH-
based trigger and thus, enhances the performance
of the KF scheme in high relative humidity envi-
ronments with strong synoptic forcing (such as the
OCH event). However, the afternoon rainfall dur-
ing the GAJ (figure 4d) and SUM (figure 6d) events
are triggered ~3-9 hrs before the occurrence of
the actual event, by the KF and KF2 cases. The
instantaneous response of the KF schemes to the
convective instability by producing low-level dis-
turbances leads to an early shift in the timing of the
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weakly forced synoptic events (2nd episode during
the GAJ event and whole of the SUM event) (as
reported by Choi et al. 2015). Interestingly, the
KF1 variant (cases C9 and C10) reduces the
aforesaid early prediction bias, as illustrated in
figures 4(d) and 6(d). The moist advection based
trigger used in KF1 realistically simulates the
latent heat flux in weakly forced environments with
high relative humidity (similar to results presented
in Ma and Tan 2009). During the SWM event, all
the KF scheme variants significantly underesti-
mate the precipitation when compared to the other
cumulus schemes. However, overall analysis shows
that the KF scheme performs well in capturing all
types of rainfall intensities across the events except
SWM, when compared to other cumulus schemes
(figures 8 and 9). The GF scheme (cases C13 and
C14) simulates a northward shift in the Ochki
(OCH) cyclone with early initiation of the rainfall
activity, ~12 hrs before the event commenced

in the GPM-IMERG derived data (figure 3d).
Interestingly, the dissipation time of the cyclone in
model forecast is similar to that captured by GPM-
IMERG dataset, thus simulating a long sustained
circulation with low-intensity rainfall. The GF
scheme is a scale-aware, multi-closure, multi-pa-
rameter, ensemble scheme with each ensemble
member having a different trigger function (Grell
and Freitas 2014). Thus, early initiation and long
duration could be the result of difference in the
characteristics of the individual members in cap-
turing precipitation. The other events are also
simulated reasonably well and the GF scheme
records a higher skill in capturing the rainfall
during the SWM event (figure 5d). The GF scheme
exhibits dry bias in simulating the weakly forced
events especially in cold and moist environments
(2nd, 3rd episode during the GAJ event and 4th
episode during the SUM event). The BMJ
scheme (cases C15 and C16) performs satisfactorily
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in capturing the temporal pattern of precipitation
across events (figures 3d-6d). The early initiation
errors in simulating the 2nd episode during the
GAJ event (figure 4d) and whole of the SUM event
(figure 6d) are reduced with the BMJ cases. The
BMJ scheme is triggered by cloud depth and is
mostly insensitive to the presence of CAPE (Janjic
1994). Thus, the scheme controls spurious devel-
opment of grid-scale precipitation in conditionally
unstable atmospheric conditions and reduces the
temporal shift in the simulation of the events. In
addition, the scheme performs better in capturing
the spatial distribution of the total accumulated
rainfall (as reported by Ardie et al. 2012). The
location of peak rainfall occurrences is accurately
reproduced by the BMJ scheme and the locational
bias is highly reduced across the events (figure 7d).
However, the temporal evolution of the organized
cyclonic events, viz., OCH and GAJ is not well
represented by the BMJ scheme. Previous studies

have also shown that the performance of the BMJ
scheme is below par, while simulating the north-
east monsoon cyclones (Srinivas et al. 2012;
Chandrasekar and Balaji 2015). The NT scheme is
also a mass-flux scheme with a new trigger function
based on moist air parcel and can resolve pene-
trative, shallow, and mid-level convection (Zhang
and Wang 2017). A dry bias in the precipitation
simulation is noticed across all the events spatially
(figure 7) and temporally (figures 3-6) with the NT
scheme (cases C17 and C18) when compared to
the other cumulus schemes. Furthermore, the
scheme does not perform well in capturing the
moderately-high and high rainfall intensities across
the events (figure 8).

The No-CUM and the CUM-D3 cases within the
CUM cluster, records varied impact on the pre-
cipitation simulations (figure 9). No-CUM cases,
viz., C0, C10, C12, C16, and C18 simulate weak
precipitation  distribution over the ocean.
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Furthermore, the land precipitation is highly
skewed towards the Western Ghats region than in
the coasts. The change of the cumulus schemes in
the outer domains (D1 and D2) influences the
precipitation simulations through the impact on
the quality of the boundary conditions provided to
the innermost domain (D3). However, the highest
impact is noticed with the CUM-D3 experiments
(C8, C9, C11, C13, and C15) which give consis-
tently higher skill scores for various rainfall inten-
sities (figures 8 and 9). A major portion of the
study region is characterized by complex terrain
features, due to the presence of the Western Ghats.
Additionally, most of the rainfall events in the
study region have significant influence from the
convective processes (Rajeevan et al. 2012; Konwar
et al. 2014). Thus, the CUM-D3 cases show a
positive impact in capturing the spatiotemporal
pattern and give consistent performances across all
the events. In addition, the differences between the
CUM-D3 and the No-CUM clusters are amplified
with an increase in the forecast lead-time
(figures 3-6). The variability between the CUM-D3

and No-CUM clusters is significantly high for
SWM and SUM events (events with significant
contribution from convective activities), when
compared to the OCH and GAJ events (figure 9).
The cases with the GF scheme (C13 and C14)
behave very similarly in capturing the spatial and
temporal patterns due to their scale-aware nature.
In so far as the BMJ scheme is considered, the
CUM-D3 variant (C15) and the No-CUM case
(C16) give varied performances across the events
and thus, inference on the best performing variant
is equivocal.

All the eight microphysics options used within
the MPY cluster belong to bulk microphysics
schemes with the Lin (C0), WSM3 (C1), WSM5
(C2), WSM6 (C3), Goddard (C4) and Kessler
schemes (C6) being single moment schemes having
the ability to model the mixing ratios of hydro-
meteors. However, they differ by the number of
hydrometeor types, they can simulate. The WDM6
(C7) and Morrison (C5) schemes belong to the
double-moment category, which can predict the
number concentration of various hydrometeors
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along with the mixing ratios. Morrison is a
sophisticated double moment scheme predicting
the mixing ratios and number concentrations of
rain, cloud water, cloud ice, graupel, and snow
(Morrison et al. 2009). The temporal plots
(figures 3-6) and box plots (figure 9) show that
cases from the MPY cluster give better perfor-
mance skills during OCH and GAJ events (NEMS
period). The MPY cases are found to be consider-
ably impact the timing (figures 3-6) and intensity
(figures 7b and 8) of the rainfall. However, the
location of the major event (figure 7d) and the
spatial spread (figure 7c) are not significantly
altered by the different MPY schemes except for
the OCH event. The SWM event records negligible
impact of the microphysics schemes on the pre-
dicted rainfall, owing to the error induced by the
cumulus scheme used in the outer domains. The
MPY cases display higher skill score for 2.5 mm/3
hr (figure 8b) and 5 mm/3 hr (figure 8c) thresholds
for the GAJ, SWM and SUM events, while during
OCH event the MPY, cluster gives reasonable skill
while simulating higher intensity rainfall (10 mm/3
hr) (figure 8d). Largely, the double moment
microphysics schemes (cases C5 and C7) perform
better in capturing the timing (figures 3d-6d) and
spatial distribution of high-intensity precipitation
(figure 8) for most of the events. In particular, the
Morrison’s double moment scheme (C5) captures
the characteristics of the events and spatial dis-
tribution of various intensity rainfall occurrences
better than the other schemes. The timing and
the intensity of the OCH event are realistically
represented by C5 compared to the other cases
in the PHY cluster (figure 3d). The default
Lin scheme (CO0) gives substantially better perfor-
mance when compared to the other microphysics
schemes. Goddard scheme (C4) also gives consis-
tent performance across all the events and the
timing of the simulated event matches closely with
the Lin scheme.

The PBL schemes influence the temperature and
moisture tendencies, thus affecting the develop-
ment of precipitable structures through vertical
transport of energy (Srinivas et al. 2012). In the
present study, two different classes of the PBL
schemes, i.e., local (MYJ) closure and non-local
(YSU) closure schemes are considered. The two
classes differ in the way they parameterize the
transport of turbulence in the vertical extent. The
MY J scheme simulates the precipitation with a dry
bias when compared to YSU scheme for most of the
events. The relative humidity and temperature
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profiles show that the local scheme MYJ predicts
slightly cold and moist low-level layers when
compared to YSU scheme. The mixing conditions
are well represented by the YSU scheme, leading to
better simulation of the intensity of the event
(figure 8). However, the time of occurrence of the
events (figures 3a—6a) is not different across the
PBL schemes.

4.3.2 Domain configuration (DOM)

The box plots show that the changes in the domain
configurations cause higher deviations in the sim-
ulated variables next to the cumulus schemes
(figure 9). The simulated intensity (figure 8), the
timing of the rainfall (figures 3d-6d), and the
spatial characteristics (figure 7) of the simulated
precipitation, are strongly impacted by the domain
set-up. The structure of the simulated rainfall
clearly shows that the control run CO set-up with
three domains (D1 and D2 in PCS and Lin
scheme in D3) has reduced the development of
precipitable structures in the D3, subsequently
simulating narrow and peaked rainfall totals for
GAJ, SWM and SUM events (figure 7c). The
model errors lead to the imperfect realization of the
simulated variables in the outer domains, which is
forced as input to the high-resolution domain. The
wide underestimation in the case C30 (LBC),
which is forced with better quality initial/lateral
boundary conditions from the ERA5 data reflects
that the current model set-up induces high errors in
the simulated QPF's across the events. When the
domains (nesting-steps) are reduced from three
(two-nesting steps) to one (no-nesting; DOM1) or
to two (one-nesting step; DOM2), the skill scores
improve over the control simulation especially for
the SWM event (table 3).

The precipitation forecasts by single domain
cases with no nesting in DOM1 cluster, viz., C20
(36 km), C21 (12 km), and C22 (4 km) are signif-
icantly different from one another. The simulated
precipitation by C22 shows substantial diurnal
variation with the simulated rainfall peaks occur-
ring in the evenings (figures 3d—6d). Besides, the
spatial distribution of the accumulated rainfall is
skewed towards the Western Ghats in the simula-
tion by C22 (not shown here). Particularly, the
case with single high-resolution domain performs
poorly in capturing the low-intensity rains
(figure 8a). An interesting pattern is noticed with
case (C22, where the lowest locational error is
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recorded for OCH event, while the highest errors
are observed during the simulation of GAJ, SWM,
and SUM events (figure 7d) amongst the DOM1
cases. Even though, the overall performance met-
rics are better for C22, the experiment displays
lack of reliability (temporal and spatial shifts) due
to the large resolution jumps (25 km GFS forced
directly to 4 km WRF domain) and the require-
ment of spatial spin-up grids between the strong
lateral inflow and the domain of interest. Studies
(Brisson et al. 2016; Matte et al. 2016) have shown
that enough spatial spin-up distance and optimal
resolution jump between the lateral boundary
inflow and the regional domain is required to
enable full development of small-scale features.
The overall performance is high for case C21 (only
D2) within all the single domain cases for OCH,
GAJ, and SUM events. Diurnal rainfall features,
the terrain and the coastline impact are repre-
sented and also widely controlled by the lateral
boundary forcing (figures 3d-6d). However, the
case does not perform well for highly intense (>10
mm/3 hr) precipitation events across the events
studied here (figure 8d). Particularly, the case C21
performs below par for higher rain intensities dur-
ing the SWM and SUM events dominated by
mesoscale to fine-scale convective processes,
respectively. The unresolved convective activities
at the given resolution (12 km) have led to the
underprediction of the rainfall events.

The DOM2 cases (C23 and C24) with the two
domains and one-nesting step perform better than
the single domain (no-nesting; DOM1) and the
three-domain (two-nesting steps; CNT, C25) cases.
Experiment C24 uses an intermediate resolution
domain, D2 (12 km in PCS) as the outer domain
with D3 (4 km in CPS) as the inner domain which
is expected to reduce the errors caused by the
requirement of large spatial spin-up grids (as in
C22), appropriate spatial resolution to resolve
convective structures (as in C20, C21 and C23) and
restricted rainfall development (as in three domain
cases CO and C25). However, the skill scores in
spatial and temporal domain do not show consid-
erable difference between C23 and C24, except for
the SWM event. The uncertainty induced by
domain D1 with coarser resolution (36 km) is high
during the SWM event simulated by cases C23 and
CO0 which is significantly reduced in the C24 sim-
ulation (figures 7-8 and table 3). Feedback mech-
anism between the nests (CO and C25) does not
create any significant difference in the simulated
precipitation.
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4.3.3 Data assimilation (DA)

Data assimilation (DA) is a sequential (or the
variational) process which uses model’s previous
forecast as the first guess along with current
observations to update the model state known as
analysis. The analysis reflects the observational
conditions, thus improving the initial and lateral
boundary conditions (Pan et al. 2015). In the
study, the effect of a simple DA approach 3DVAR
is tested using globally available surface and upper-
air observations and radiance data. The back-
ground error statistics are built for the study area
with differences between 24 and 48-hr GFS fore-
casts generated across one month. Different varia-
tions of DA methods, viz., warm start with no cycle
(C26) and varying cycles (C27, C28 and C29) of
assimilation are analyzed under the DA cluster.
The warm start uses the initial-boundary condi-
tions from the GFS data, i.e., the analysis as first
guess and performs the DA. The cycling approach
performs DA using the WRF forecast as the first
guess. The DA for C27 (one cycle), C28 (four
cycles), and C29 (eight cycles) are performed at
6-hr interval between the cycles. Large deviations
between the DA clusters are noticed during the
OCH and SUM events. The DA clusters reduce the
early prediction error in the control run during the
OCH event (figure 3b). Yet, the intensity estimates
from the DA clusters show dry bias across the
simulations. Even though the initial values of rel-
ative humidity, temperature, and wind profiles are
better represented using the DA cases, the solution
from the WRF model set-up dominates the results
for longer duration simulations. Thus, the DA
clusters do not give a clear advantage over the
control run, and the impact of the DA is not pro-
nounced for longer simulations beyond 48 hrs (as
noticed by Subramani et al. 2013; Chandrasekar
and Balaji 2015).

4.4 Investigation on the ensemble prediction
approaches

The WRF model in the current set-up shows the
highest sensitivity to the physics cluster (from
section 4.1 to 4.3) and there is undoubtedly no
single best physics combination that outperforms
in capturing the variability through space and time
and across the rainfall events with different driving
processes. Thus, an attempt is made towards for-
mulating EPS at the convective scales (CPS) for
the study region from the physics clusters. Prior
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studies (Tapiador et al. 2012; Zhu and Xue 2016; capture the model-based uncertainty better. Thus,
Tian et al. 2017) have suggested the use of the members from the PHY cluster are chosen as
multi-physics ensemble approach at CPS to the initial set of ensemble members. The cases from
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Table 4. Outlier statistics for different forecast hours across four events for the two ensemble strategies, viz., c-MPP and n-MPP.

Forecast lead 6 hrs 12 hrs 24 hrs 36 hrs 48 hrs 60 hrs 72 hrs 84 hrs 96 hrs Reference
times (%) (%) (%) (%) (%) (%) (%) (%) (%) (%)
c-MPP 68 44 41 26 28 32 36 25 40 13
n-MPP 39 31 32 19 24 24 29 24 34 18

The best performing results (from the n-MPP ensemble) are shown in bold.

the CUM-D3 cluster (cases C8, C9, C11, C13, C15,
and C17) are not included in the first ensemble
approach (termed as conventional multi-physics
parameterization (c-MPP) ensemble) since the
4-km resolution is widely considered as convection-
allowing scale and earlier ensemble prediction
studies have traditionally not wused cumulus
schemes in the innermost, high-resolution domain
(Zhu and Xue 2016; Jeworrek et al. 2019). There-
fore, the c-MPP ensemble consists of 14 members
from microphysics, cumulus (No-CUM cases), and
PBL scheme variants, viz., C0, C1, C2, C3, C4, C5,
Cc6, C7, C10, C12, C14, C16, C18, and C19. The
sensitivity experiments clearly demonstrate that
the CUM-D3 cases realistically capture the spread
of moderate (figure 9¢) to heavy (figure 9d) rainfall
intensities during SWM and SUM events which are
dominated by convective processes. While some
cases in the No-CUM cluster particularly with the
double moment microphysics schemes (cases C5,
CT7) capture the location (figure 7d) and intensity
(figures 3 and 4) of the peak event during the
NEMS events (viz., OCH and GAJ events). Thus,
with the understanding developed, another dis-
tinctive ensemble method (termed as newly sug-
gested multi-physics parameterization (n-MPP)
ensemble), consisting of 10 members is adopted.
The list includes three cases from the MPY cluster,
viz., C0, C5, C7, six CUM-D3 cases from CUM
cluster, viz., C8, C9, C11, C13, C15, C17 and one
No-CUM case from CUM cluster, viz., C16. In
basic terms, the n-MPP contains cases with simple
microphysics scheme and varying cumulus schemes
applied in all the domains (CUM-D3 cases) (6
members — C8, C9, C11, C13, C15, and C17) along
with cases without cumulus scheme in D3 but with
complex microphysics schemes (4 members — C0,
C5, C7, and C16).

The two ensemble approaches (c-MPP and
n-MPP) are evaluated with rank histograms, out-
lier statistics, and delta semi-variance. The shape
of the rank histogram should be flat to denote the
equal probability of all the ensemble members to
predict the rainfall occurrences. In case of the

c¢-MPP ensemble (figure 10a), the rank histogram
is U-shaped and is shifted towards the right, reaf-
firming that the ensemble members have weak
dispersion and highly underestimate the rainfall
values when compared to the GPM-IMERG data.
The n-MPP (figure 10b) also produces an asym-
metric rank histogram. However, the right tail
frequency is highly reduced and gets re-distributed
across other ranks of a lesser order. Thus, it is
evident that the simulated rainfall values by the
n-MPP members are able to capture the high-in-
tensity rainfall occurrences better than the c-MPP
ensemble members. The delta semi-variance plot
(figure 11) shows the difference between the simu-
lated semi-variance values vs. the GPM-IMERG
derived semi-variance values at various spatial
lags. The n-MPP set is able to capture the vari-
ances in the GPM-IMERG data, as indicated by
the median values of delta variance close to the
y=0 line for the OCH (figure 1la) and SUM
(figure 11d) events. The spread (represented from
the box plots of delta semi-variance) in case of
n-MPP is also broad for these events highlighting
the difference in spatial structure between the
cases. However, members in both the ensemble
strategies (c-MPP and n-MPP) uniformly display
huge differences in the spatial structure due to
simulation of narrow rainfall-band during GAJ
(figure 11b) and SWM (figure 1lc) events, as
compared to the GPM. The inherent problem with
the domain configuration and physics member
selection in the control run is creating the back-
ground deviation across the ensemble members
indicating a biased model (as elaborated in sections
4.1-4.3). Furthermore, to quantify the perfor-
mance of the ensemble approaches in capturing the
extremes, the outlier statistics is calculated at
various lead-times across the events (table 4). For
an ensemble with N members, there are (N+1)
intervals in which the verification can fall at every
data point (spatially and temporally). When the
ensemble is statistically consistent, none of the
intervals should be preferred and all the intervals
should be equally likely which is denoted as the
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Figure 12. Mean rain rate map in mm/3 hr. 1st row: OCH event, 2nd row: GAJ event, 3rd row: SWM event and 4th row: SUM

event. Left: GPM-IMERG data; middle: CO (CNT) simulation;

base rate (expressed in percentage), represented as
(1/(N+1))x100. The two intervals in the tails
(right and left) correspond to the outliers and thus,
the outlier base rate (expressed in percentage) is
expected to be closer (neither large nor small) to
(2/(N+41))x100. For ¢-MPP, the expected outlier
base rate (mentioned under Reference column in
table 4) is 13%, while for n-MPP the expected rate
is 18%. It is very evident from table 4 that the
n-MPP reduces the distance between the actual
and expected outlier base rate, thereby reducing

right: n-MPP ensemble mean.

the probability of outlier occurrences across the
lead-times when compared to c-MPP. Overall, the
evaluation of the ensemble approaches shows that
the newly suggested n-MPP ensemble method with
lesser members performs better or at worse, com-
parably with the traditionally used c-MPP
ensemble method. Thus, a combination of switch-
ing on and off (with complex microphysics scheme)
the presence of cumulus schemes in the high-reso-
lution domain (n-MPP), introduced realistic vari-
ability in the simulated rainfall across the spatial
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and temporal dimensions during the events under
study (similar results were reported by Han and
Hong 2018).

A simple mean of the n-MPP ensemble members is
derived to understand the performance of the
ensemble-based deterministic forecast on the spatial
(figure 12) and temporal (figure 13) domain. The
overall RMSE (Mean Bias) of the simulated rainfall
from the ensemble mean approach is 14.2 mm/3 hr
(—2.7 mm/3 hr) with a Pearson’s correlation coeffi-
cient of 0.38. Figure 12 shows a comparison plot
between the GPM-IMERG (left), CO (middle) and
n-MPP (right) based mean precipitation fields for
OCH (figure 12-1st row), GAJ (figure 12-2nd row),
SWM (figure 12-3rd row) and SUM (figure 12-4th
row) events. The spatial maps of mean rainfall rate
from the ¢-MPP ensemble are not shown in the
figure, since they are not significantly different from
the maps created from n-MPP ensemble approach.
The spatial distribution of the rainfall intensities is
considerably improved with n-MPP mean precipi-
tation fields when compared to the individual

member-based deterministic forecasts. The ocean
precipitation in the south-west quadrant of the
domain during the OCH event is well represented by
the n-MPP based ensemble. However, the shift of the
mean precipitation field towards the Indian land-
mass is still present during the simulation of the
OCH event. The track and spread during the GAJ
event are reasonably reproduced in the n-MPP
based results. The improvement in the simulation of
the SWM event is evidently noticed in the n-MPP
based mean precipitation field (figure 12-3rd row).
The temporal plots (figure 13) show that the
ensemble mean gives a better prediction over the
deterministic forecast and ¢-MPP for most of the
time of simulation during the SWM and SUM
events. However, for the OCH and GAJ events, the
improvement offered by the n-MPP is not very sig-
nificant. The box plots (plotted as inset over the
n-MPP line in figure 13) visibly show the widespread
across the ensemble members captured by the
n-MPP method during the SWM and SUM events.
The usage of statistical techniques like probability
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matching method to calculate the deterministic
value can help in improving the performance of the
suggested EPS (as reported by On et al. 2018).

5. Summary and conclusions

This study aimed at evaluating the WRF model at
convective scales (4 km), to understand the model
sensitivities in simulating the quantitative precip-
itation forecasts (QPFs) at 4-day lead-time and
thereby design an ensemble approach for depend-
able performance of WRF across the seasons. A
total of 120 experiments across four events were
designed to understand and quantify the model
sensitivity at convective-permitting scales (CPS)
to the physics parameterizations, 3DVAR data
assimilation techniques, and domain configuration
over the southern regions of peninsular India with
complex topography. A distinctive ensemble
approach was formulated from the results and was
evaluated for performance in capturing the
dynamics of QPFs as opposed to a single-member
deterministic simulation and a larger member
conventional multi-physics ensemble approach.
The key findings are stated below:

e The highest variability among the cases is noticed
during the SWM and SUM events. The events
during the NEMS (OCH and GAJ) were driven
mainly by large scale conditions and thus, the
perturbations to the convective scale model created
lesser variability among the simulated QPFs when
compared to the other events (SWM and SUM).

e The CPS model is highly sensitive to the
cumulus schemes than to the other physics
schemes. Large differences in the location,
extent, timing, and intensity of the simulated QPF's
are observed, when the cumulus schemes are
perturbed. Relative humidity-dependent
additional perturbation for the KF scheme (KF2)
scheme performs well in capturing the spatial and
temporal patterns of the rainfall especially during
the OCH and the GAJ events. The BMJ
scheme performs well during the SWM and the
SUM events.

e The CUM-D3 cluster with cumulus schemes in
the innermost high-resolution domain causes
considerable difference in the simulations, when
compared to the No-CUM cases without cumu-
lus schemes in the innermost domain of 4 km
resolution. The variability is high during the
events with considerable convective activity like
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the SWM and SUM events and in addition,
increases with forecast lead-time. The CUM-D3
cluster is able to capture the spread of the
low-intensity rains better than the No-CUM
cases for all the simulated events (as reported by
Han and Hong 2018). KF and BMJ schemes
show the highest dispersion between their own
CUM-D3 and No-CUM versions.

e The NEMS events show better performance
between the MPY cases, especially during the
peak rainfall occurrences. The double moment
Morrison scheme performs better in capturing
the high rainfall intensities, when cumulus
schemes are not implemented in the innermost
domain.

e Domain configuration, viz., the different nesting
steps, and downscaling ratio create considerable
impact on the simulated rainfall. A two-domain
with one-nesting step as in case C29 with a
nominal downscaling ratio and spatial-spin up is
able to capture the patterns of QPF better at a
lower computational cost than the control run.
Simulation of precipitation with feedback
between the nests does not deviate much from
the simulation produced without feedback
between nests for the events studied.

e The EPS with conventional multi-physics
parameterization (c-MPP) members is biased
with less dispersion for this study. Though the
n-MPP with members having cumulus schemes
ON and OFF in the high-resolution domain has a
dry bias, it is able to slightly improve the spatial
and temporal dispersions in the precipitation
simulations. The n-MPP provided highly sub-
stantial spread across space and time for SWM
and SUM events, dominated by convective
processes than the events during NEMS. In
addition, the occurrence of outliers is signifi-
cantly reduced with n-MPP across all the lead
times.

The study is an early attempt in investigating
the performance of a regional weather forecast
model (WRF) at convective scales over the
southern parts of peninsular India with a unique
climatology. The results from sensitivity analysis
match well with the conclusions from the earlier
studies across different climatic conditions (Lee
et al. 2011; Tapiador et al. 2012; Chandrasekar
and Balaji 2015; Prein et al. 2015; Mahoney 2016;
Matte et al. 2016; Sikder and Hossain 2016; Tian
et al. 2017; Coppola et al. 2018; Han and Hong
2018; Jeworrek et al. 2019; Liang et al. 2019)
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thereby increasing the validity of the results in
improving the spatial and temporal resolutions of
short—medium range weather forecasts. The reli-
ability of the suggested ensemble approach must
be evaluated for numerous rainfall events to
understand the systematic bias in the ensemble
design and efficiency in capturing the spatial and
temporal variability of the QPFs. A simplistic
approach has been adopted to address uncertain-
ties in initial and boundary conditions in this
study. Advanced procedures to perturb the driv-
ing boundary conditions can be attempted and
tested for the value-added to the ensemble pre-
diction system at the CPS.
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Appendix

A.1 Formulation of F'SS

Fractional skill score is helpful in determining the
usefulness of a forecast for a given rainfall thresh-
old and neighbourhood size. The higher the
neighbourhood size, the FSS for same rainfall
threshold will be high, since it averages spatially a
larger areal extent, thus removing the errors due to
spatial shift. The measure is subjective in the sense
the score will depend on the selection of neigh-
bourhood size and the rainfall threshold. In

Page 25 of 29 68

general, the FSS is derived for different rainfall
thresholds and neighbourhood sizes. In this study,
as mentioned in section 3.2, 5 x 5 pixels were
selected as neighbourhood size (neighbourhood
scale of 50 km) after testing neighbourhood scales
of 20, 30, 50, and 70 km. Four different threshold
levels, viz., 1 mm/3 hr, 2.5 mm/3hr, 5 mm/3hr,
and 10 mm/3hr rainfall rates were selected based
on the intensities of the selected events. The binary
map (if the value of a pixel in the raster is above
the selected threshold, the value 1 will be assigned
to the pixel and vice versa) for four rainfall
thresholds was derived for both observed and
simulated average rainfall rate raster for every
event. Later a non-overlapping 5x5 size window
(50 km neighbourhood scale) was moved across the
raster and the fractions within the window were
calculated. The FSS for every sensitivity experi-
ment was computed using equation (Al).

N 2
%21 (P r— P 0)
N N ’
L[zt P+l P
where Py is forecast fraction, P, is observed frac-

tion, and N is the number of spatial windows in the
evaluation domain.

FSS=1- (A1)

A.2 Formulation of S-A-L

The quality measure S-A-L (as suggested by
Wernli et al. 2008) has been designed to effectively
assess the NWP performance of simulating
single-type precipitation within a defined domain
like a river basin. Furthermore, the metric does not
require subjective decisions on the threshold or the
size of the neighbourhood like FSS. The compo-
nents of S-A-L, i.e., structure, amplitude, and
location are derived based on the order of com-
plexity which goes from A to L and then finally
to S. The implementation of S—A-L involved the
following steps:

(1) Define domain: In the study, the evaluation
domain 3 was selected as the domain for the
derivation of S—A-L.

(2) Identifying rain objects: As S-A-L is an
object-based metric, the precipitation objects
need to be defined. The threshold value (R*)
to select the object was defined by
R* = %R%, where R% is the 95th percentile
of all the values within the domain, calculated
separately for each precipitation field
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considered. Binary map with 1 representing
the values beyond R* was derived. An algo-
rithm was formulated to identify spatially
connected cells with value 1 in the binary map
and was declared as rain object.

(3) Amplitude: A was calculated as the normal-
ized difference of domain averaged precipita-
tion between simulated and observed
precipitation field. The values range from —2
to 2 are analogous to bias metrics (grid-based
metrics). Positive amplitude values denote
over-estimation, and negative values repre-
sent under-estimation of the simulated rain-
fall. Value 0 represents perfect prediction.

(4) Location: The L component comprises two
additional parts. The first part (L1)
accounted for the distance between the center
of mass of the simulated and observed
precipitation fields. L1 ranges from 0 to 1
with O representing no deviation of the center
of mass in the simulated precipitation field
from the observed. Second part (L2) was
calculated as averaged distance between the
center of mass of the total rainfall and the
individual rain objects as computed in step 2.
L2 will become 0, if both the simulated and
observed precipitation fields have single rain
object. In other scenarios, the range of L2 will
be between 0 and 1. Thus, the value of L ranges
between 0 and 2 with 0 denoting no shift from
the observed field, while higher values indicat-
ing a spatial shift from actual rainfall
occurrences.

(5) Structure: The structure component (S) com-
pared the volume of rain objects, quantifying
the size and shape of the objects. The values
range between —2 and 2, with negative values
signifying that the event is simulated as a
small spread and peaked event. Positive
values on the other hand represent a much
broader or flat event simulated by the model
when compared to the actual event. Values
close to O represent closely simulated rain
structures as compared to the observed.
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